Mota that running DHCF does not have to mean you hand out ditfterent |P
addresses for your systems (which is what DHCP normally is usad for). You can
manually bind IF addresses 1o the physical mterfaces and keep the same IP
address aach tima the server starts, DHCF would only ba the sasy way o
configure the IP stack of each systam.

You coukd even do dynamic IP addresses for your servers. This would be an
option when combined with Dynamic Domain Nama Service (DONS). In that
case, each system would register through DONS, for example, as the next
system offering a particular service. Round-robin DNS would then cause the
traffic to ba spread over multiple systems.

10.4.5 When to apply the configuration changes

Thera are at least two different ways to apply the changeas to the copied disks for
tha new Linux image,

= Store a small script in the boot process to apply these changes the first time
the clened mags is exacuted, Instead of using a custom script with
hardcodad values, you can write a generic script that obtains the IP addrass
and hastname through some other mechanism. The hep command from the
cpint package can be used to oblain the user [0 of the virlual machine
running the imagsa.

»  Mount the fila system info an existing running Linux image and run a script to
apply the changes, This is a more flexible choice, because you can do
different repair actions that may be necessary (ke installing additional
packages). Unfortunately, it is currently difficult to accass the file system of a
Linux imaga that is not running (also known as a “dead penguin’), or one that
closs not have a nelwoerk connaction,

Which mathod will work bast in your situation depends on various aspects of your
installation (such as natwork topology, naming conwvantion, efc).

10.5 Sharing code among images

The procass outlined in 10.4, “Copying disks instead of doing a full install”™ on
page 213 can simpliy the install process, but it doas not yet exploit 27V facilties
far sharing resourcas. For those who are usad to working with VM, it appears
obvious that yvou want to share the common code between your Linux imagas.
For a “default install’ of SuSE, about 85% of the disk space is used for the jusr
directory of the filz system. Most packages hawve their binaries installed in fusr, 50
it seams obvious that this also should be shared.
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The Linux Standard Basa (L58) defines tha file systam hierarchy such that /usr
can be shared among images (oulside the S/390 workd, over NFS).
Unforiunately, it also defines that application code should ba nstalled in fopt,
which makes sharing /usr lass affractiva.

The file system can be split over two separate minidisks after installation, but it's
miech easiar to ket YaST do that job: during mstallation, you define one disk 1o
hald the fusr directory and YaST will copy all thosae files to that minidisk. This
process is apparantly 0 obvious that many people have built Linux images that
had a R/O link to a common minidisk halding the fusr sublras of the file aystem.
This results in a significant reduction in disk space requiremeants for running a
large number of Linux imagas,

Howavar, as with many cheap solutions, this one also comes with a few
drawbacks.

» Onee a Linux image is using the shared /usr disk, 1t is na longer possible to
make changes to the contents of the disk.

In CMS, to share RO minidisks, peoplea have developed tricks to deal with the
“one writar - many readars” situation, but for Linux this doss not work becausa
evary Linux image will buffer parts of that disk in its bufler cache.

» Fortions of applications live cutside the ‘usr directory, for example in /bin and
fabin. When those other portions are part of the private disk space of the
Linux image, it will ba difficult to maintain consistency whan upgrading
packages. This means there is no easy way to upgrade the syslems
altarward.

»  Many applications and users need to wrile into pertions of fusr for thelr
function. An example of this is the package manager rpm that keaps its
dalabase (the software inventary) in /usr, as well,

»  Many applications do not separate code and data (like WebSphara, writing
the log file in the bin directory by default), which makes i very difficult o share
code,

»  The racent standards define fapt 10 hold packages thal are not part of the
code system, This woukd make sharing /usr less effective,

We believe a realistic answer 1o this could be a new device driver as described in
*Shadowed disk support’ on page 413. This code is not availabla yal.

Despite these drawbacks, this simple way of shanng the disk may be attractive
far special situations (for example, “disposable penguing” anly needed for a
imited parod). If an application has a specific requirement to writs in an
otherwise H/O diractory, a private writable directory can be provided through a
aymhink to another part of the file system, or by “overmounting” with another
black device (via the loop driver, for exampla).
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10.6 Breeding a colony of penguins

For a demonsiration of the cloning process, wa had to use a configuration with
fusr on a ssparate RO linked minidisk, despite the drawbacks illustratad in 10.5,
*Sharing code among images” on page 221. Trying the cloning process with
private disk space for each cloned penguin would have been too expensive, both
in disk space and in time 10 create the images.

Unfortunately, ¥aST rens SuSEconfig after thea first rebaot, which tums aut to
writa into the /usr directory. This means we naed to finish the install process
completely before we have a file system thal can be copled and used by others,
Since other installations may have similar rasirictions, we decided to take a mora
genaric approach and complete the install before copying the disks,

The cloning process is demonstrated with each of the steps invoked by hand,
This does not mean the pracess could not be automated, but it's probably aasier
fo falkow this way than with a single program that doas all.

10.6.1 Images used in the cloning process

The images used in the cloning process will have a few minidisks.

01AD A 100-cylinder private disk 1o hold the root file system
02A0 RO link to the onginal reot fila system for copying
1Al A 2000-cylinder disk linked R/O by all images

MocD RO link to a starter disk with initrd

Each of tha clonad images will hawe an IUCY connection ta a single comman VM
TCE/IP stack.

10.6.2 Create a patch file for cloning

Wa create a palch for the cloning process as descnbed in “Using diff 1o find the
changes® on page 216, Daing this after finishing the install is not muech different
from daing it earlier in the process.

Obwiously, diff will also find a lof of diferencas in log files and ather things that
you do not want to end up in the patch, so you can get those out of the process
as soon as possibla with, for example, a faw grep commands belore soring the
list of filanamas.

To craate the two different disks to compare, we copied the 01 A0 disk of the
install system o a new minidisk and then ran YaST in the installation syslem to
change the IP address and hostname.,
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Although the chosen network setup resulted in idenfical gateway addresses and
default routes for each of the cloned images, we decidad to pul that in tha patch
anyway to have a more genenc paich.

Example 10-10 Paloh generatad for the demo salup

== afete HOSTHAME Med Aug 8 07:54:04 2001
4 bfetc HOSTHEME Wed Aug 8 03:04:17 2001
B =] +] BB

-tuxfnstr

+:hastnans:

--= afetcihosts Wed dug 8 0254004 2001

=+ bfete/hosts wWed Aug 8 03:04:1F 2001

B -, 42,4 @

ffizz:2 ipve-allrauters

fFa2a:3 ipvE-allhosts
=192, 165.6, 254 tuzdnstr, hubé, 1t50. i bm. can TuxBnstr
iy ip: shostname: hubé, 1150, 1bm.com shestname:

=== afetcfre.config Wed Aug 8 02:54:02 201

H bfetefreconfig Wed Aug 8 03:04:16 2001

B <1327 +132,7 @0

£

£ [P Adrasses

¥

-IPADOR_0="192,168.6. 254"

+1FADOR_O=":mwip: "

IFALOR_1=""*

TPS0OR 2=""

IPALOR_3=""

B3 -151,7 +150,7 @@

# sanple entry for ethernet:

# TFCOMFIG 0="192.164.81, 30 broadcast 192.168.81.6] netmask 266,266,255, 224"
f

<IFCONFIG D="192,168,6.254 pointopoint 192.168.6,1 ntu BIES up"
+IFCORFTG D="zmyip: pointopainl cgWip: mtu :gsmtu: up®
TFCOMFTG 1=""

TFCOMFIG 2=""

TFCOMFTG 3=""

L F I e

£ e, "riemann.suse.de” or "huga, o, de®)

£ don' L forgat to also edit Jetc/hasts for your syslen
#

= FOHOSTHAME =" £l tr, bubb i tso, 1o, con®
+RIHOSTHAME =" :hastrame: , kb, 1tso, Thi, con®

¢

£ shall suskconfig mafntain Jete/resolv.cont {needed for ONS) 7
--- afetefroute.conl  Thu Aug 9 16:21:37 2001

+++ bfetcfronte.conf  Thu Aug 9 16:19:37 2041
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B -34,4 4344 88

#192,164.0,1 L (R 255,256, 255, Jah i ppep

¢ default 152.168,0.1

192, 164.6,1 {404 255, 256, 256, 255 Tucy
=default 192, L6B. 6.1

+defaul t LN p:

The resulting patch is shown in Example 10-10. It tums out to be very small. It
tauchas anly four files in the systam (those marked with +++ characters). This
patch was stored in the roof directory of the installation system so that it would be
available in each clonad image ag well,

Copy the root file system and IPL starter system

The root file systam is copied using the COPYDISK pragram shown in
Example 10-11. Exploiting the fact that this root file system is filled for 703, this
turned out to be the fastest solution,

Example 10-11 The COPYDISK program

J* Copy a resarved disk to a Tormatted disk #/
signal on errar
arg cunl cw? |

'RCCESS' cuul "'
"PIPE COMMAND LISTFILE * * 0 | var infile’
paree var Tnfile Tu .
VACCESS" cuud 'K
quee '1'; 'RESERVE' fm userid(] 'K’
'PIPE <" infile,

Y| ospec number 1,10 ¢ 1-*a',

| onet verd fy L1-* x00°,

Y| fileupdate’ fn wserid{] 'K'
'PIPE mdiskblk number J 1.7 | mdiskblk write K
raturm rc

After the root file system is copied, the RAMdisk system is starfed,
Example 1012 Copying the roof file system and [PL with RAMalsk

copydisk Zad lad

DNSACCT24] 2A0 replaces J (200)

DNSACPPZID J (280) B/O

DHSACCS 241 1AD replaces K [1A0)

PNSESWADIR RESERVE will erase all Tiles on disk K{1A0}. Do you wish Lo
continua? Entar 1 (YES) or O {MD).

1

DNSRSY? 331 Reservimg disk K
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Ready; T=0.54/0_80 20:43:15

1pl Oed claar

Linux wersion 22,06 {rootdikr tape.suse.de] {gec wersion 2.95.2 19991024
(release)) #1 SHP Tue May 1 11:47:13 GNT 2001

Cormard 1ine 15: ro ramdisk_size=32768 root=/dev/ramd ro

Load the DASD driver and mount the disks
Mow the DASD driver is boaded and the naw disks are mounted.

Example 10-13  Acceszing the oisks from the RAMdEE sysfem

# insmod dasd dasd=1aD,1al

Bsing /lib/modules/2.2.16/block/dasd. o

dasd:initializing. ..

dasd:Begisterad successfully {o major no 99

dasd(eckd): ECKD discipline initializing

dasd:Registered ECED discipline successfully

dasd [fha)zFBA  discipling inftializing

dasd:Registerad FBA discipline successtully

dasd (eckd) 10180 on sch O: 3390/0C{CU:3990/04) Cy1:100 Head:15 Sec:224
dasd [eckd) :0LAD on sch ¢ I39000C [(CU: 3990/04): Configuration data read
dasd: devno 0x01AD om subchannel O [ECKD) is Mdev/dasda (94:0)
dasd(eckd) ;0181 on sch 9: 33%9000C{C0:3%90/08) Cy1:1500 Head:15 Sac:?24
dasd(eckd) ;0141 on sch 9: 3390/0C (CU: 3%90/04); Configuration data read
dasd: devne 0x01A1 on subckannel 9 (ECKD) 1s fdev/dasdb {94:4)
dasd:waiting for responses...

dasd [eckd): /dey/dasda (01A0): capacity [4kE blks): 720006E at SBKE/trk
dasda: (CHS1)/TURIAD: (MOSK) dasda dasdal

tasd (eckd) : fdev/dasdb (0LA1): capacity (4kE blks): 10BO0O0KE at 48KE/trk
dasdb: (CHS1)/TURLAL: (MOSK) dasdb dasdbl

dasdinitialization finished

& mount /dev/dasdal Smmt

# mount /dev/dasdbl Smatfuse -r

Apply the patn:h to the tﬂ[i&d file system

The palch is applied 1o the copied file system by running the updclone.sh
pragram. By running the program with chroot, it seas tha file system mountad at
fmint as its raot file system for the duration of the program,

# chroot /mnt /updclone.sh tuxS0000 192,168.6.2 192.168.5.1 8188
patching file etc/HISTNAME

patching file etc/hosts

patching file etofro.config

patching file etc/route,conf
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The updelone. sh script reads the genenc patch and transforms that into a patch
apecific far this image using the host name and P addrass spacified, For a less
grror-prone implementation, you should consider storing the host names and 1P
addresses in a table an that disk, That way, a grep could be used fo gat the
argumeants for the updeclone. sh scripl.

Example 10-14  The updeiona.sh program fo apply the palch
#1 fbinfsh

if [ =z $4 ]; then
echo "Heed hostname [F-address gateway-ip gateway-mtu®
exil
fi
cat generic.diff !
| sed "s/:hostmame: [§1/
| sed "sfempipafd2f "\
| sed *sfegwipz /837 " Y,
| sed "sfogmtu: /547 * Y
| patch -pl $5

If you registar the Linux images in DNS, you could even considear getting the
argurmants for updelona.sh from that. Tha hep command could be used to get the
user 10 of the virtual machine, Given a practical naming corvention, nsleokup
could get you the IP address of the Linux image and the gateway.

Shut down the system

The system shutdewn shauld not only unmaunt the file systams cleanky, but alsa
lsave natwork connactions in a batter stata to be restarted when tha image is
reboofed. Unfortunately, the starter systam does not load a disabled-wait PSW,

but koops after a shutdown, You get aut of this using the #CF command 1o do the
IPL.

Exgmple 10-15 Shutling down the sfarler system

# shutdawm <h now

Syncing all buffers...

Sending KILL signal to Tinucre for shotdown, ..
Sandimg all processes the TERM sigral ...
Aug 9 22:05:27 swuse exiting on signal 15
sending all processes the EILL signal,..
syncing all buffers,..

Turning off sWap...

UImmaunting File systems. ..

Jdev /dasdbl umounted

Jdev/dasdal umounted

fdev/ram? uneunted
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IPL from the patched root file system
With the patches applied, the Linux image can now be booted from the new disk.

Example 10-16 IPL from the root file spsfem affer the paich was appiieg

IPL 1A0 CLEAR

Linux varsion 2.2.016 {root@Tape,suse.de] {goco wersion 2.95.7 19991074
(releasa))

§1 SHP Sun May & 06;15:4% GNT 2001

Comand Tine 1s: ro dasd=0300, 0140, 00A1, 0cd 0100, 100 root=/dev /dasdbl noinitrd
iucv=58TCFIP

We ara running under VW

This machine has an TEEE fpu

[nitial ramdisk at: 02000000 (16777216 bytes)

Petacted davice Q1A0 on subchannel 000 - PIW = F), FAM = FO, PON = FF
Petected device Q002 on subichannel 001 - PIM = 80, FAM = 80, PON = FF
Betected dovice 000C on sulichanme]l G002 - PIM = B0, PEM = 80, BON = FI

10.7 Linux IPL from NSS

A Mamed Saved System (NSS5) is like a snapshot copy of part of the memory of a
virtual maching, In addition to simulating the normal 57390 IPL of a devica, WM
can also |IPL a virtual machine from a NSS. This is especially efficient for CMS,
becausa the N3S for CMS is defined such that large portions of it can be shared
batwaan virtual machines. This reducas the storage requiraments far running a
large numbar of CMS virtual machines.

An NS5 can have shared and non-shared pages. Tha 5390 architecture
requiras all pages in a single 1 MB segment to be either shared or non-shared.
The shared pages will be shared amaong all virtual machinas that IPL the NS5.
For the non-shared pages, aach virtual machine will gat s own copy, inflializaed
from the NSS.

10.7.1 Using an NSS with just the kernel

Unfortunatehy the Linux for 5/3%0 kernel is not designed 1o be shared among
images. The writable portions of the kemel are mixed with the read-only portions,
Whila the non-shared pages do nat reduce overall mamary requiremeants, having
memary initialized at starlup should at least speed up the boot process.
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One of the complications with running the kernel from an M55 is that the kemel
parameters {a.q. disk addressas for the DASD driver) nead ta be the same for
gach Linux image using this NSS. Fortunately, VM allows us to tailor the virtual
maching o it on the addrasses defined for the kernal that was saved in the NS5,

Whila you can create the NSS by IPL from the virfual reader, it is easier to do
when booting fram disk becauss silo gives you the infermation you neesd to
define your NSS.

Example 10-17 Quipud of 2o o compiie NSS addresses

erfginal paraneterfile is: "Shoot/parmfile”. .. ok...
final parameterfile is: "/bool/parmfile.nap'. . .ok...
ix 9: offset: EI25%2 count: Oc address: GO

ix 1: offset; (I25%F count: &0 address: OxO0C0CHD

i% Z: offsel: DORGLT count: BO addregs: OEOOCCRO0D

ix 3 offseb: BIP69T count: M address: OEO010CBHD

(% 4 offeet: DI1GOY count: 01 address: OxOOODEMI0

Bootmap is in block mo: 000001608

When you run sile to make a disk bootable, it displays the memory addrass
whara the kamal is gaing to be kaded. The addrassas in Example 10-17 show
that ditferent portions of the kermnel use the memory from 0 to 0x00182000, This

means that the NS5 should al lsast contain the pages 0-1812 in exclusive write
(EW) mode (and thera Is no reasan o do more than that).

To Ireaze the Linux image at the comect point during the IPL process, you can
use the CF THACE command. The currant Linux for S/390 kernel starts
axecution at addrass 0010000, 50 the following TRACE command will causa the
Linux image to stop at that point.

When execution Is stopped at that pont, the THACE command causas the
seqment to be saved and also ends the trace.

Example 10-18 Delning the NS5 and saving it

DEFSYS SUSE 0-181 EM MINSIZE=40M
HEFNSDA40D The Hamed Saved System (N55) SUSE was successtully defined in fileid

84,

TRACE IRST RANWGE 10000.7 CWD SAVESYS SUSE “#TRACE EWD ALL

[PL 1B CLEAR

Tracing active at [PL

== JODLOGN0  BASR 0000 o2

HEFHSSA400 Kamed Saved System (N353} SUSE was successtully saved in filedd o0ga,
lrace endad

7 %o can use tha “Scientific” moda of tha calculatar in your MS Windows accassories fo do the computations
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Aftertha NS5 has bean saved as shown in Example 10-18, tha Linux imagas can
oot this kernel with a simple IPL SUSE command,

GF IPL SUSE
Limux wersion 2.2.18 (roat@ymlinued) (goo varsion 2.95,2 19991024
SHP Thu Jul 19 L0073 EST 2001

Becausa the N55 is defined as exchlusive write (EW), the kernsl pages are not
shared by the Linux images and using the NS5 does not reduce overall storage
requiramants as it doas with CMS, Work is in prograss to changa the [ayout of
tha kemel such that significant portions of the code can be shared,

10.7.2 Using an NSS as a starter system

To simgplity the boot process, we packagead the kemel with the HAMdisk maga in
a gingle NS5 that was complately defined as EW, We comparad an NSS with a
comprassed AAMdisk image to one with an uncompressed RAMdisk image,
axpacting an impressive parformance boost when skippng the HAMdisk

uncompress at each IPL. However, Table 10-2 shows that the opposite was frue
in our cass.

Teble 10-2 Elapsed fime fo boof from NS5
Comprassed RAMdisk image 123

Uncompressed HAMdIsk image 195

A more detailed comparison of the two scenanios showed us that the CPU usage
far an IPL from the comprassed RAMdisk is indsed significantly higher (as
axpactad), but tha 10 seconds of alapsed time missing in the case of the
uncompressed RAMdisk fum out fo be spooling 110 for CP loading the pages of
tha NS5 in (one at a tims).

Howayvar, whan a Linux image was already running from its non-shared copy of
tha NSS, the next image could |PL from MNSS in 3 seconds—this suggests thai
CP incorrectly consicders all EW pages from a NSS as il they were shared pages
(whera it is safe 1o say EW is the most obvious indication of not sharing the

page).

For an NS5 like CMS, this is not a significant issue since there are just a few EW
pages in the segmeant. However, we can assume that excessive use of an NSS
with a lot of EW pages should be avoided,

10.7.3 Picking up IPL parameters

230

QOne of the problems with an IPL from NSS is that the kemel parameters are
dafinad in the NS5 and will ba the same for each image that IPLs the NS5
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The CF IFL command in 2VM has a FAEM option that allows the user to pass
parameters 1o the ayslam that is being IPLad. Traditionally, this is used by CMS
ta contral some opfions in the IPL process (like bypass execution of the system
profile). A logical axtension of this is to usa that option o tailor the command line
parameters for Linux as well (for example, to specify what disks to use).

In ardar o sxperiment with this, a “quick and dirty” patch was written against the
Linux kemnel fo pick up the argument from the IPL command,

Example 10-13  Paich fo pass IPL parametars to tha kemiai

--- boelinux-2. 2. 18/arch/s290/boot ipleckd. 5  Mon Apr 30 17:22:41 2041
++ [inpuxSarch/=390/baot fipleckd .5 Wed Aug 8 1B8:20:17 2001
B -41,6 +41,7 o

g Jf # Lets start now...

_start: .glebl _stare

+ stm B AL Dol £ save the registers for latar
| ¥rl, LT SUBCHAMNEL [D # get IPL-subchannel from lowcore
st arl,  LC_TPLDEW # keap it for reipl

stsch . Lrdcdata

B =112, 7 #113,21 o8
mc OnE00{256,%r3) J0nd0{srd)
e B0 256, 5r1] 0 180(%rd)
e 0T 00{ 256, %r3) ,(2B0( rd)

-.Lrunkam:

+ Lrumkarmn: £ We align hers to (020

+ ] SLopnss 4 because that 15 easy to

+ BT O 1 1 & renenber for the trace
kostepnss:

+ In M0, 515, Dxdfed £ last Tnstr when not MSS

t stm o el 0ndfed £ Tirst instr fram K&5

+ tr (xifed(64,0), ebease  § translate saved reqgistars

¥ In wrdard,  Lstart

., Finch:

' el T 400{=r3) 000 # end af string?

+ la B3, 105

+ Jng M indd0

+ i i 0471 {%r3] 00020 £ put a blank instaead of Ox0d
+ m e da0{6d &3 ), Ox0fed

+ i Ixdc0fsrd] g 4 and & 0x00 in case all 64 used
¥ In Ari et Lstart

+.natnss:

¢ 1k w2, 17

¢ 511 w2, 12

§ st &l Oxchc{Er?) # stora iplsubchannel to lowcore
B -206,7 +313,4] o8

Jong TedT 00000, Qe 0000+, Ll odata
Lrdcow;

Ghapser 10, Sloning Linug imagas 231



Jong ORS00, Talongo0
T QR

g Oxeli § EBCDIC to lowercase ASCID table
Ehcasc:
Dyt w00, 0m0], 0x02 w03, 0x07 0x0% 007, 07 F
e w7 dmd?, G078, 000, 000 Ox0E, (b
dyte L0 0x11, On12 0 LE, On0F e D, taclF
dyte L8, 0x1%, k07 0wd  0x0F 0xd 007 Gl ¥
Jyte  Owdd 0w? Ox 1, D, 0x07 Dk 0517, I8
JByte  0x07,0n07,0x07 007, 0507 , 005 , 0506, 07
Jpte w07, 0007, 0x 16 007, 0x07 , 0007 ,0x07 , In04
dybe w7 0m07  0x07 007 0x 18,015,007 I LA
Dyte  OZ0,0xFF, 0xB30x8d, 0xBh 0xh0 D07 il
dyte  OuET0whd, Ox98 00 2E, 0x 30,0028 2B, (nd
Dyt 06 0w3Z OxBH0w8g OxBA AT DA, tulF
Dyte  DuEDOxEL OxF1 002, OxEh D 038, Tl
Byte  On20,0x2F, 0607, 0x8E, 007, 0x07 , 0007 , DxBF
JByte Dm0, 0wAS, x0T, 0x2C, 025, 0x5F 02 3F, 0x3F
diyte w07 w90, 0807 w07 0x07 w07 07 il
Jdoyte DT dmh0, O dA 023, Ondd 027 03D, T2
e w07 dmhl, w6 dxhd, 0x6d, 0xh5 Oabh, (b7
Dyte  Omed, 006%, OxAE DF, 0x07 ey 0xd7 , IF1
Dyte  OnF8,0w6A, OXGH, 0AC, OXED, D6 E , 0x6F , DoFa
Jyte  0x71,0072,0nAG, DnhT, 0891, 0607, 0x97, x0T
Jyte  OwER0m7E, 0730074, 0675 076007, (o7 8
dyte a9 0T OwAD AR, x0T e T 07 GeslF
dyte mSE,0x90, xS dxF A, x0T x0T 07 , Tl
Dyt kB 0w0d  0x5E 050, 0807 x0T 007 Gl T
Dyte 078,001, 0862 0063, 0x64, 065  0%66, D67
Jte w68, 0069, 0607 , (a3, 0594, 0005, 0nA7, IN07
JByte  OxTD,0u6A, Ox6B, 060, 0xED, 0x6E , 0x6F, DuFa
Ayt OuT1,007E, 0x07 086, 0xB1 0087 0xhd, (B
Dyt OmEC,0xFEOxT 3 0aTd, 0uTh 0 TE 0xTT (a7 B
dpte D79 0x7A, QKFD 00, 0 007 007, OoclhT
Dyte O30, 0531, 0x32 033, 0n34 035 036, Il T
Byte  On3d,0x39, 0607, 007, 0x%A, 007 , 0207 , 0x07

+ + + F F F o+ + F F o F F T F F F F o+ FEF o FFE T+ F

# and of pre initialized data is here CiMarea follows
# from hers we load 1k blocklist
# end af functicn

Mote that the patch shown in Example 10-19 is not a production-strength
solution, and it has not yet been submitted to the IBM taam in Boeblingsn who
maintain the S/390-spacific portions of tha karnel sourca.
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Hi:nta maiFLpﬂanwlmam miraﬂnmadhhalF‘LImmHES ‘ﬁ:uucari
alsa use them when you [PL Irmndhkh'ﬂhaﬂtli&m&md&hm&w it's
: passiﬂaiu nﬁkamsmdamtma EMEE?Euphﬂﬂmsaﬂlm HSS asra
'd@mhrﬂmﬁ —

The length of tha parameters passed on the IPL command is restricted to 64
characters. This may not be sufficient in many casas, so we wrote tha code such
that the parameters ara appeandsd o whatever is already in the kemel (i, tha
parameters in the parameter file as it was used in silo).

‘ﬂp Addr!lmal pararneftars spe-nﬁed m he kerml cmnrnand ma {nut usad by
“the kemel m:dfmuﬂ dawars!l &nd up as Enmmmnanl vaniables tothe boot =
s;rq:is.:Thﬁ can ba _usad h:u pass upt_mns tr;I the h;nutsn_mm {_a.d} IE aad*:h!‘a-_ssﬁ-

To exploit this patch, a trace should be set up to stop execution at 0x0200, at
which paint the SAVESYS command can ba issued, as shown in Example 10-20.

Example 10-20 Defining and saving the N33

CP DEFSYS SUSEZIRA 0-131 EW MIMSIZE=40M PARMEEGS=0-15

The Kamed Saved System (N55) SUSEZLGA was successfully defimed in fileid 0100,
TRACE T R 200.2

[PL 1M CLEAR

Tracing active at [FL

== DOD0Z00 LN SHOFOFC DOCEIOEC] cc?

SEVESYS SUSEZ1GH

Kamed Saved System {N53) SUSEZIAA was successTul 1y savaed in fileid 0110,

TRACE EMDY ALL

Trace apded

This is very similar to what is shown in 10,71, “Using an NS5 with just the
kernal” on page 228, excepl for the different acldrass to freeze the [PL.

Exarmple 1027 Damonsirale e moaiied femeal commanda M

IPL SUSE2LGA PARM TEST=ENAMPLE

Linug version 2.2.16 (root@tux@000) [gec wersfon 2.95.2 19091024 (release)) #1
NP Wed Aug 1 18:21:37 E3T 2008

Command Tine is: ro dasd=0200,00A0,0LAL, Ccd root=/dev/dasdb]l moinitrd
test=example

He are running under W

This machine has an [EEE Tpu

Initiel ramdisk af: Cal2000000 (16777216 bytes)

Detacted device OLAD en subcharnel Q00O - FIM = FO, PAY = FO, PN = FF
Detected device O1A1 en subchasnel 00CL - PIW = FO, PA¥ = F], PN = FF
Detocted device 0009 en subcharnel QO0CE - PIW = BO, PAM = &1, PN = FF
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The IPL in Example 10-21 shows the test=example option added to the IFL

command. This shows up again at the end of the command line echoed by the
kernal.

 Mote: Because CP will uppercase the command when typedinonthe
console, the palch was made to iransiate it fo Jowercase. This way we can
specify the oplions for Linux that nead la be lowercase. This obviously causes
_ problems when you want | o do Ihmgs in: lIiJ]:rEﬂ'ﬂEBSE Dumg it Hmt ml iﬁu:e :
' rra::m !hlnlmg and mﬁr&mﬂag o -

The current implamantation of the DASD driver requires all disks to be specified
in & singhe dasd= parameter. If we want 1o tailor the st of disks al each IPL, we
nead to specify them all on the IPL command. When the dasd= parametar is
specitied more than once, the last one is used. This is useful because tha paich
allows us to override the list of disks defined in the parametar file.

You can do more with this than overide the dasd= parameter. Parametars that
are not processed by the built-in driver during the boot process will be made
available as environment variables 1o the init process. This means you can pick
up valuas i the boot scripts (e.g. fo configure your IP address). If you need the
values after the init process has completed, you can taks the contents of the

fprocfemdling pseude file 1o retrisvie the paramelars,
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Network infrastructure
design

This chapter usas the netwarking theory introduced in Chapter 4, *Networking a
panguin colony” on page 73 o help you design your virtual networking
environment.
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11.1 Virtual IP addressing

In this section we describa how to set up our virtual IP addrass solution using the
Linux dumimy interface. In4.2.3, “Virual IF addressing” on page 79, we infroduca
the concept of virtual IP addressing using dummy, and this method becomes part
of the solution prasented in the remaindar of this chaptar,

11.1.1 Sample configuration

In qur example scenario, we have a single Linux insfance which uses private IP
addressing on the CTC davice to the routar, but requires a public IP addrass for
natwork connactivity.

11.1.2 Compiling dummy.o

If dumirmy interfaca suppaort is not prasant in your kemel, you'll have 10 build it,
Although this is not a major task, instructions on how to build & complate naw
kernal are beyond the scope of this book. Instead, you can refer to the Linux
HOWTOs to find one on kernel complication that describes the basics.

In your karmel configuration file, dummy support is controlled by the
CONFIG_DUMMY vanable, Maks this value ¥ or M to include dummy support.
Figura 11-1 on page 237 shows a make menuconfig session al the 5,340
Matwork device support panel. Hara, wa have selactad to add tha dummy
support as a module. We recommend that the dummy support be buill as a
miodule, as this providas the least intrusive way of adding the support to a
running systam.
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=tno=strength=reduce ~INODULE  =c =0 dummy.o dumy.c
rm -F STOPDIR modules JHET_MOOULES
echo  dummy.o >= $TOPOIR/modules/NET_NODULES
echo drivers/net/
drivers/net/
od STOPDIR modules; for 1 in dummy.o; do %
In =sf .. fdrivers/net/ 81 $1; done
nake[1]: Leaving directory ~fusrfsrc/linux-2.2. 16, 5uSE/drivers/met”
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Onca the module has been built, it must be copied to the /lib/modules tree o that
the kerme| ulilities can find the module when raquired. The easisst way is 10
simply copy the module using the following command:

§ cp drivers/net/dumy.o STib/modules /2.2, 16/net/

This is obvioushy fora 2,216 kamel; you will nead to confirm the corract directory
under Nib'modules’ for your system.

Mlﬂihn. Usuﬁl:qn 111& Wnuhand hlkt hl:-clulu 1nm‘ll is tﬁﬂ:ﬂ to WPH :
E rbewl;-.r-mrmied modules inta the right Mib‘modules diractory. However, if wu
 used the make command shown above and have not previousty k buill & kernel
- and full modules in this source tree. do not use tha make modules_install
- command to hmmsmu mndm Dnhg =0 Hm-ub:l mlate al ui ﬂl.m:-ﬂﬂllng
rmillm e
After copying the module, run the command depnod -a to recreats the module
dependency fike. Once this is complate, you can issue modprobe or 1nsmod to

install the dummy modula:

§ insmod dumy
Wsing STib/modules /2, 2, 16 net fdumiy .o

You are now ready 1o configurs a dummy interface.

11.1.3 Configuring dummy0

In aur exampls, our Linux instance has a CTC davice configured with an |P
address of 192.168.11.1. We want to add a dummy interface with the IP addrass
5.12.6.99, which is visible to outside cur network, The fallowing command will do
tiis:

£ iTcanTiy dumeyd 9.12.6.99 brosdeast 2,126,900 nelmask 255,055,255, 255 ntoy 1500

Mow, we can ping our mlerface to see that it is active:

£ ping 9.12.6.,9%

PING 9.12.6.99 (9.12.6.94): 56 data bytes

63 bytes from 9.12.6.%9: iomp_seq=0 £t1=205 fime-10.469 ms
6d bytes from 9.12.6.59; ionp_seq=1 tt1=255 Lime=5.903 ns
-=- 9,12.6.99 ping statistics ---

2 packels Cransmilted, ? packets received, 0% packel loss
round-teip minfavg/max = 590378, 156/ 10,969 ms
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11.1.4 Using virtual IP addressing in penguin colonies

[t may seem intensive o use host routes 1o access virlual IP addresses on
numerous Linux instances. However, when combined with a hierarchical routing
modal, the routes required ta reach the Linux sarvers can be aggregatad into
small network routes.

For example, if you have a number of second-level Linux routers with worker
penguins behind them, you woukd allocate a small subnet of IP addresses fo
gach Linux router. The addresses used by the workers would be allocated from
this subnat. This anables you to have only a single subnet route, for the
addressas bahind each Linux router, This process could be confinued back up
tha chain of Linux routers, “supemeatting” the addresses from aach lower level,

In this exampls, worker penguins reside al the third level of a penguin colany
design. Twa levals of routing are being parformad, with the first level dona by a
VM TCP/IP guest.

240 Uinux on IBM @ server 23arias and 50390 ISFAASP Solutions



[XnetB IUXR2 9124217 - 9124230  9.12.42.16/28
TUXnetC TUXR3 9124233 -9124246 5124232728
TUXnetD TUXR4 9.124249-89124262 9124248728
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Each router penguin must have the host routes o all the worker panguing it
manages (thase would usually be added autornatically when the interaces are
configured, but because wa ara using virtual addresses on dummy interfaces,
theay would have to be confiqurad in advance). In the VM TCFIP stack, howeyar,
only the four subnet routes shown in the previous table are neaded. The relevant
gaction of the GATEWAY statement from the TCP/IP PROFILE of the TCP/IP
guest is shown hara:

GATERAY

5 IF Network First Link Max, Packel Subnet Subnat

; Address  Hop Hame Size (HTU}  Mask Value

Mt A dmdNe Sddedde e e
9 192,065,011 TUsRL 1500 0,255,255.240 0. 012.42.0
9 192,168, 1.2 TUxRZ 1500 0,255,205, 240 0.12.42.16
9 192, 1h&, 1,3 TUXH) 1hiM) 0,805, 805,840 0, 12423
9 192,168, 1.4 TUXR4 1501 0,255, 265, 240 0, 12.42.48

Routers in the enterprise network that need to direct traffic o VM TCPAP for
forwarding now only require a single route thal covers all of cur worker penguins.

In this case, the total range of host addrasses goes from 21242 1 ta
9.12.42.62. Thisis the 9.12.42.0 network with a 255.255.255.192 mask.

As an example, it the network uses Cisco routers, the 105 configuration
command to add this network route is:

Rtrafcanfig)# ip route 9.12.42,0 255,254, 255,192 192.1568.0.1

whara 192.168.0.1 Is the addrass of tha OS5A adapter usad by VM TCR/IP 1o
connect to the |P networc. This command would be enterad at the router
adjacent to the O5A,

Note: t should not be necessary to manually snier this route nto al routers in
tha network, A dynamic routing pretocel in the 1P network would usually take
care of propagating the route 1o The rest of the network. Alm;l:ﬁru.slrpua ;
dynsmi': rﬁuthg pratnml h UM TGP.'IF Ih& muta nuuldi:m aduartts&dﬁmtﬂy

Alternativaly, 1o allow a Linux hast on the same natwork as the O5A 1o connect to
tha pengumn colony, the route command would loak like this:

# route add -net 9.12.42.0 netmask 755,255.255.0192 gn 192.168.0.1

To verify this, we can follow the path of a packet through the network. In our

diagram, hostA staris a Web browser and requests a document from
TUXCWWW, The IP addrass of TUXCWWW is 912 42 33, which is within the
network 9.12.42 0/26.
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The routers in the network have leamed that the bottom router in the diagram is
the path to the 8.12.42.0026 network, 5o the packet is forwarded thers, and that

router forwards it to VM TCP/IP. When the VM TCP/IP stack receives the packet,
it recognizes that 9.12 42 33 is part of tha 8.12. 42 32/28 network, and forwards

the packet to TUXRS.

Finally the packe! arrives at TUXR3, and it knaws that 9.12.42 33 is a host route
accassible via the IUCY connection to the TUXCWWW guest, The packet is
forwarded to TUXCWWW, the destination,

The path for return traffic, while inside the penguin colony, would simply use
default routes. The worker panguins nominate the router penguin as dafauli, and
tha router panguing nominate VM TCF/IP as default, VM TCPAR, in tum, would
use the appropriate network router as default. Once into the |P network, normal
IF routing would returm the traffic to hosta,

If wa nead to add more rautars for maore penguing, changing the mask from
255.255.255.192 to 255.255.255.128 would change the definition to the
8,12.42.0/25 network, which covers host addresses from 212,421 to

9.12.42 126. This means that we can add anather four routers to the
configuration, carrying on the same pattem for subnet allocation as the original
four routers,

 Attention: Consut jﬂ:rur hetworking feam, of a reference on TCPAP muﬂrig.
- bafore you decide on an addressing scheme. There are dapendencies an
- subnetting and supametting that can become complex and are mlaml';
nhangaﬂ Htar ﬁ'lﬁ nah'm; la if prﬂrﬂ&nﬂﬂmm plmnlng for a:-mmaim ia ',farﬁr
W

;Alwﬂmdalml&ufmmﬂﬂwlihamtaﬂmﬂmmma{mmm
 properly distributed to the P network must be analyzed. As host configurators,
;MMMMMJmmmﬁmMHMumndwmkmm
- protocol, that the right thing will happan “automagically”, Discuss your '
- requiremments with the nahmlif!;am m;ﬂm!ta !mlullan vmﬁahhmmwﬂl}r
§aqmaﬂ&nmﬁaaﬂ1ﬁmi i :

11.2 Packet filtering and NAT with IPTables

In this section we presant an example configuration using the designs discussed
in 4.3, “Packet filtering and Network Address Translation” on page 81.
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vmlinux4 is then connected 1o the second-layer routerfirewall VM Linuxd over
the IUCV connecion:

WICYD 192.168.1.1 Poinfopaint 192.168.1.2

In our example, we used SuSE 7.2 31-bit distribution; the eniries in the
fateire.config file for this setup are shown in Example 11-1 on page 246.
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Example 17-1 fefoie.config Me anities for vmlingicd

#

# Networking

#

# Nurber of network cards: “ 0" for one, " 0 1 2 3" for four cards
#

RETCONFIG=" & _1"

#

# 1P Bdressos

#

[PADDR_0="9.12.6.80"
[PADDR_1="192.168.1.1"
[PADDE_2="192,168,2,1"
[PADDE_3=*10,0.0,1°

#

# Hetwork davice mames {e.qg. "ethi®)
#

RETDEY 0="ethd"

RETDEY _1="{ucwD"

KETDEY _2-"HONE"

HETDEY _3="HOKE

2

# Parameters for ifconfig, simply enter "hootp" ar “dhcpclient" te wse the

# respective service for configuration.

# Sample entry for ethernet:

# LFCONFIG_0="192.166,81.38 broadcast 197,168.81.63 netnask 285,255,265, 224"
#

[FCONFIG 0="8.12.6.80 broadcast 9.02.6.255 nelmask 255.255.255.0 mtw 1452 up”
[FCORFTG_1="192.168.1.1 pointopaint 192.068.1.2 mtu 1493 up®

[FCONFLGE_2=""

[FCONFG _3=""

#

# Runtine=configurable parameler: Tormard [P packels.
# Ts this host a router? {yves/mo)

2

[P_FORWARD="yas"

We also have to set up the comect routing tables so that our second-level
routarfirewall and the servers connected to it will be accessible from the
outside waorld. In our example, all the servers connacted to the second-layer
routerffirewall have IP addresses in the 192.168.2.0 subnet.
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In our axample we hava the following routes:

— Default route 912,675
- Route to the 192.168.2.0 subneat via the second-layver routenfirewall

This maans that wa forward all the traffic to the subnet 192.168.2.0 to tha
sacond-level routarfirewall,

Example 11-2 shows the feteiroute.conf fila used in our installation:

Exampie 11-2 fefefoule.conf e for vmingid

4.12.6.4 0,0,0.0 205,205 2550 ethi
192, 188.1.2 0.0,0.0 M5, 755, 2R 20 Tueyl
default 5,12.6.75 1.0.0.0 ethi
192,168, 2.0 19z,168.1.2 JR5. 785, 755.0 ugyl
2, wmlinux9

wmnlinux® is our second layer routerfirewall. valinux® is connected to the
ymiinux4 over tha IUCY connaction ILCVO;

IUCYD 192.168.1.2 Pointopoint 192.168.1.1

Each server connacted 1o the routarfirewall on the second layar uses its own
IUCV interface. In our example, we have two servers connectad with IUCY1
and IUCV2 connections:

[UCYD 10,0.0.1 Peintepoind 10,0.0.2
I0CYe 10,0, 1.1 Pedntopoint 10L0.1.2

Exampla 11-3 shows tha /eteire_config fike antrias tor this sefup:

Example 11-3 Jefefic.config fle entries for vinlinuxg

# Hatworking

#

# Nunber of networy cards: " 0° for ang, " 0 12 3" Tor Tour cards

#

NETCONFTE=" 0 1 2"

L

# [P Bdressas

#

TPADDR_0="197.168.1,2"
IPADDR_1="10,0.9.1"
[PADDE_2-"10.0,1,1°
[PADDR_3=*"

#

# Natwork device names {e.q. "ethi®]

#

RETOEY _0="{ucwl®
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HETOEY 1="jucwl"
RETOEY_2=*fucw?®
HETOEY_3=*"

#

# Paramaters for ifconfig, simply enter "bootp® ar “dhcpelient” to use the
# respective service for configuration.

# Samle enfry for ethernet:

# [FCONFIG_0="192. 168,581,358 broadcast 192,168,381.63 netmask 255,255, 255, 224°
[

[FCONFDG 0="192,168.1.F pointopaint L192,168,1.1 wtu 1493 up®
[FEIZII'IF[G_1="1EI.{I.EI.1 paintopoint 10,0.0,2 nty 1492 up"

TFCONFTG 2="10.0.1.1 pointopoint 10.0.1.2 ntu 1492 up”

[FCORFLG_3=""

}

# Huntine-configurable parameter: forward [P packets.
# [e this host a router? {ves/m)

#

IP_FLEWARD=" yas"

We also have to set up the comact routing tables so that the servers
connacted to this rauter will be accessible from outside workl. In our example,
all sarvers have IF addresses in the 192.168 2.0 subnet and wa hava the
following routes:

— Defaull route 1921681 .1
- Routato the 192.168.2.1 addrass wa the IUCY1 connaction
= Route to the 192.168.2.2 address via the IUCY?2 connectian

The traffic for aach individual server is forwardad to the unique connection
used just for this server. In this case, anly the packets with the address of the
clestination server will go to this server.

Example 11-4 shows the /etc/routs.conf file usad in our configuration:
Example 11-4 fetefrouls.conf file for vmiinued

1498, 168, 1.1 0,0.0,d T e el Tucll
14.0.0.2 0.,0.0.0 05,255,256, 255 el
19.0.1.72 0,0,0,0 755,755, 255,755 jucwd
default 19z, 168.1.1 0,0.0.0 jucyl
192, 168.7.1 10.40.0.2 255.205.255.255 jucil
192, 1648, 2.2 10.9.1.2 205,255,205, 255 gy
3. tuxdmstr

tuxOmatr is a first sarver in our colony. It has an IUCY connection IUCVO 1o
the second-layer routenfirewall vmlinuxs:

[UCYD 10.0.0.2 Peintopoint 10.0.0.1
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The real addrass of the sarver is implemeantad on the DUMMY0 interface. Wa
usad this approach bacauss we wanted to have the real subnet in the
connaction to the routerfirewall:

DUMMYO 1%2,168.2.1 255.255.285.284

Example 11-5 shows the corresponding eniries in the feterc.config file used
in our configuration:

Example 11-5 fetefre.config Me antnes for LixOmstr

i

# Hetworking

&

# Nurber of natwork cards: “ 0% for one, " 0 1 2 3" for four cards
#

RETCORFTG=" @ 1"

;

b 1P Adresses

#

[PADODR_0=*10.0.0.2"
[PADDR, 1=*192.168.2.1"
TPADIDR_2<*"
[PADDR_3=""

#

# Hetwork device names {e.q. "ethi®)
#

KETDEW 0="fucwD®

HETDEW _1="dummy]"

HETOEY 2=*"

HETOEW 3=*"

#

# Parameters Tor ifconfi, stmply enter "bootp® ar *dhepelient” Lo uwse the
# raspectiva service for configuration.

# Sampla entry for ethernet:

# TFCONFIG 0="192.168,81.38 broadcast 192.168.81.63 netmask 255,264, 255,224°
#

[FCORFIG 9="10,0.0.2 pointopaint 10,0.0,1 niu 1492 up”
[FCONFIG_1="192.168.2.1 broadcast 192.168.2.1 netmask 255,285,255.255 mtu 1492
|.|.|]"

[FLORFIG_2-""

[FCONFLG_3=""

¢

# Huntime-configurable parameter: forward [P packets.
# [s Chis host a router? (wes/na)

&
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[P_FORWARD="yas"

For the routing, we just need to set up the dafault route to the second-layer
routerfiirewall. This means that all the packets are traveling back fo the router.

Example 11-6 shows the /etciroute.conf file used in our configuration:
Example 11-6  huxdmsir saterouta.cont e

14.0.0.1 0.,0.0.0 £05.755,. 255,205 jueyl
default 10.9.0.1 0.0.0.4 g
4, TUX00000

TUXD0000 is our second server in the colony and uses the same approach
for the network satup as tuxOmsir, Example 11-7 shows the fetc/re.config file
anlries:

Example 11-7 felefic.conlig We enlries for TUX00000

4

# Hetworking

L)

# Nurber of natwort cards: “ 0% for one, * 0 1 2 3" for four cards
&

RETCONFTE=" £ 1"

i

# 1P Adresses

#

[PADDR_0="10.0.1.2°
[PADDE_1="193.168.2.2"
[PADDE_2-""
[PALIDR_3e""

#

# Helwork device names {e.g. "ethi®)
#

RETDEW_0="fucv0"

KETDEW 1="dummy)"

RETDEW 2-*"

KETDEY 3=*"

#

# Parametars for ifconfig, simply enter "bootp® ar “dhcpclient” te wse the
# raspective service for configuration.

# Sample entry for ethernet:

# TFCONFIG_0=-"192.166,81.38 broadcast 192.166,81.63 netmask 255,254,255, 224°
#

[FCONFLIG 0="10.0.1.2 paintapoint 10.0.1.1 ntu 1492 up”
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[FCORFTGE_1="192.168.2.7 broadcast 197 168.7.7 netmask 255,765,205, 2545 min 1442
up"

[FCONFLG_2=""

[FCONFLG_3=""

i

# Runtime-canfigurakle parameter: formard [P packets.
# Is this host a router? (ves/mo)

¢

[P_FEWERD="yes"

Example 11-8 shows the /etciroute.cont file used in our configuration:
Example 17-8 TUXI0MM] Aeferaute.conf fite

1.0, 1.1 00,00 205, 2hh, 255, 20h0 Tl
default 10.0.1.1 4.0.3.4 el

As you can see from the fetc'reconfig file entrias, we enabled IF torwarding on
baoth of cur routersffirewalls and servers, With IP forwarding enabled, Linux can
act as a router. In cur example we did not use any router daemons for the routing

purposes, but instead simply defined static routes.

11.2.3 How to permanently enable IP forwarding

By default, IP Forwarding is not enabded, In order to enable i, edi tha
rfetelre.config fle and maka sure IP_FORWARD is s&t lo yes. You can chack the
status of IP_FORWARD satting with the following command:

# grep [P _FORWARD fetcirc.config

The output shoukd be similar fo:
1P FORMARD="yes"

Run SuSEcanfig te commit the changes, and restart the netwark by typing the
falkowing:

£ orenetwark restart

Alternatively, you can execute the following command:

£ Jetcfinit.d/network restart

You can check if your IP forwarding is enabled by exacuting the following
command.

Focal Sproc/sysimet ipvd/Tp forward

If 1P forearding is enabled, the output of this command will be 1.
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252

Mow your server is ready to act as a router. You can verify this by pinging the eth(
interfaca with IP address 9.12.6.80 from the tuxdmstr Linux on 192.168.2.1 IP

addrass; you are pinging the external interface in our main router from the Linux
server on the 10.0.0.2 IF

As you'll notice, thers will be no reply to this ping because tha ping command will
use the [P address of the IUCVD connsction as the source address—nol the
address of the DUMMY (0 adapter that is used 1o assign the extemnal addrass of
tha server. When the packet is received by the main routenfirewall, this will reply
ta the address 10.0.0.2, bacause this address was specified as the source lor the

png.

Sinca we have not have defined any special route to the 10.0.0.0 subnet, the
packat will go the default gateway 9.12.6.75, and of course the gateway will drop
tha packet because it doas not have the route definition for the 10.0.0.0 subnat.
To rasolve this issue, we have to add the following route to the feteraute.conf file
on the vmlinux4 Linux system:

- Routa to the 10,0.0.0 subnet via the second layer routerfirewall

Exampla 11-9 shows the madified feloroute.conf file:
Exampls 11-8 Modiied felede.config e

F.12.6.0 0.a,0.0 £85.705.255.0 ethi
1492.164.1.2 0.0.0.0 255.255.255.255 ucwl)
default 9.12.6.75 {.0.0.40 ethi
1492, 168, 2.0 192, 168,12 25, 2hh, 2hh0.0 Tucil
10.0.0.0 192.168.1.2 205.255.0.0 fucid

After moditying this file, you should execuie the following command:

£ feteAnitd.dS route restart

Mow you should try to execute the ping command on the tuxOmstr Linwx again:
£ ping 9.12.6.80

It tha ping 15 succasstul, both of your routars are working cormractly. You will sea

output similar to Example 11-10:

Example 1110 Pinging the main router external tertacs

tugdmstr:™ # ping %.12.6.80

PING 9, 12.6.80 {9.12.5.80): &6 data bytes

4 bytes fram %.12.6.80: 1omp_seq=0 t1l=254 time=0.405 m
i4 bytes fram 9.12.6.80; lcmp_seq=1 ttl=254 Cime=0.425 m
4 bytes from 9.12.6.80; fcmp seq=2 ttl=254 Cime=0.430 m
il bytes from 9.12.6.80: fomp_seq=3 LLI=250 Lime=0.427 ms
b4 bytes fram 3.12.6.80: icmp seq=d tdl=254 time=0.403 ms
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=== $12.6.80 ping statistics =--
b packets tramsmitted, 5 packets receiwed, 0% packet Toss
round=trip mintavg/mas = 0,403,750, 40870, 430 ms

To access the sarvers on 192.168.2.0 subnet in our colony from the oulside
world, the routers on the network hawva to be updated to reflect this configuration,
This means thal all the traffic for the 192.168.2.0 subnet has 1o go 1o the IP
addrass 9.12.6.80 in our example.

In our test environmeant, we had the computars on the same subnef as our main
router extemal interface. So we simply added the static routs with the command
from the Windows 2000 command prompt, and wa wara able to accass the
Servers in our colony:

Cie poute add 192,168.2.0 mask 255.250.206.0 4.12.6,80

Al this paint, following our process, the routers for vour Linux colany inside the
z5aries should also be successfully set up.

11.2.4 The first IP Tables rules

Mow we can deploy the routers, We want fo limit the access to our servers in the

colony, as shown in Figura 11-4 on page 245, so in our example, we'll allow only
HTTP protocal 1o aur servers, Belora we implament our protection, howevar, we
try to ping our server with the command:

F ping 192.160.2.1

Exampla 11-11 shows tha rasult;
Example 1111 Plnging the saner
Cih\»ping 192.168.2.1

Finging 192.168.2. 1 with 32 bytes of data:

feply from 192.168.2.1: bytes=32 time=10ns TTL=253
Raply Trom 192.168.2.1: bytes=32 (ime<ldns TTL=753
Reply from 192.168.2.1: bytes=32 fime<ldns TTL=253
Reply from 192,168.2.1: bytes=32 fime<lins TTL=253

Ping statdstics for 192,168.2,1;

Fackets: Sent = 4, Heceived = 4, Lost = 0 (0% loss),
Approximate raund trip times in milli-sacamds:

Hinimm = s, Maximm = Dns, Average = Ins

The following steps will implement security rules for the servers,
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Note: 'Iu';ll'ﬂ d@saﬂja nmammgﬂf iha ptables mrmruﬂs in ';!.Iairlgr;iF' TEiJiaa"
R
1. Wa created a new chain for our rules with the command:

F iptables =N httpal low

2. Wa defined the rule, in our httpallow chain, which allows all connections from
the computer we're usmng for remote managament of the routerfirewall with
the command.

£ iptablas -& httpallow -5 9,12.6.133 -j ACCEPT

3. We defined the rules, in our hittpallow chain, which allows buikding a new
connaction only for the HTTF protocaol with the command.

# iptables =& httpallow -m state --state HEW -p TOP =-dport wew =] ACCEPT
§ iptables -4 httpallow -n state --state NEM -p UOP--dport wes = ACCEFT

4. We defined the rule, in our httpallow chain, which keeps alive the established
and related connections with the command:

§ iptables =& httpallow -m state --state ESTABLISHED, RELATED - ACCEPT

5, With the following command we defined the ruls, in our hittpallow chain, which
draps all other incoming packets:

# iptables -A httpallow -j DROP

. Finally, with the following commands, we need to define that all the packels
from tha INFUT and FORWARD chain will jump inta aur kttpallow chain:

§ iptables =& INPUT - hitpallow

# iptables -A FORMARD -3 hitpallow
Mow we were ready to fest our security implamentation. We pinged the server
with the command:;

# ping 192.168.2.1

Exampla 11-12 shows the output:
Example 11-12  Pinging after applying securty nlas

Cih=ping 192.168.2.1

Pinging 192.168.2.1 with 32 bytes of data:

feply from 9,.32.44. 30 Destination kost unreachable.
Heply from 9.32.44.0; Destination host unreachable.

Heply from 9.32.44.3: Destination host unreachable.
Raguest limad oul.
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With the Jusr/sbin/iptables command you can set up your rules for packet
ehecking.
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Note: By default, all checking poficies are set to Accept. This means that a
packets can come in, ga:s!i'nmL@'u mmnuthﬂmfauraawemﬁmulw
rastmlmns - g . S

‘fou can examing the current checking policies by using the -L flag with the
iptablas command. You should see output similar to that shown in

Exampla 11-13:

Example 11-13 Listing of the defaut /P Tables policies

# iptables -L

Chain INPUT (policy ACCEPT)

target prat opt source destination

Chain FORMARD [policy ACCERT)
target prot opt source destination

Chain GUTPUT (palicy ACCEFT)
target prof opt source destination

11.2.6 Using IP Tables

With the fusr/sbin/iptables commancd, you can create, change or delete your
own palicies for chiecking packets or you can modify bult-in poficies. You cannol
delate the buill-in chains, but you can append your rules 1o the axisting chains or
aven craate your own chains,

To manage whole chaing you can use the parametars dascribed in Table 11-1.
Table 11-1 Parameters for managing the whole chaing

Parameier Description

N Create a new chain

B4 Celete an ampty chain

-P Change the policy for a built-in chain

L Lis1 the rules in a chain

-F Flush the rulss aut of & chain

Z Zaro the packets and the byte countars on all rules in a chain
-E Rename the chain
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For manipulating rules inside the chain, you can use the paramaters explained in
Table 11-2.

Table 11-2 Parameaters for managing rwes i the chain

Parameler Description

A Appand new rule to a chain

! Inzart a niew rula in a chain & some position
-H Heplace a rule at some pasition in a chain
-0 Delete a rule at some position in a chain

0 Creleta tha first rule that matches inoa chain

11.2.7 How to create a rule
Each rule spacifies a sat of conditions the packet must meat, and what to co i

thase conditions are met.
The most comman syntax for creating a new rula is as follows:

§ fusrfsbin/iptables <¢ table -A INPUT -5 source -d destination b

f -p protocel -1 fnput_finterface -o output_imterface -f -p extension )
# -m match_extension - target

The pararmatars ara describad in the Tablks 11-3.
Teble 11-3 IF Tables parameters

Parameier Description

-1 table The table to manipulate. If you amit this paramater, the
fable iter" will be used, The "filker” table holds the rules
for packet filtering.

A INPUT Append a new rulks to an INPUT chain,

& EOUICE IP address or host name of the sounce.

<] deslination IP addresz or host name of the destination.

-p profoc Type of the protocol o which a rule is applied.

-i inpui_interiace The input netwark interface o matzh,

<0 autput_imarface The output natwork intarface to match.

f Fragmants ilag - if this is usad, the rule is anly valid for
sacond and further fragments through.
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Parameler

Description

o exlension

With this you invoke extension. The following “new
match™ exlensions are available (you can also use &
cusiom-supplied exension];

1. TGP (- tep), the parameiers ang:

~fzpflags
(ALL, SYMN, ACK FIN, RSTURG PSH NONE)

--5¢'n {short for ~fop-flags SYM AST AGK SYM)
--sport (source port)
-dpart {destination port]
--tep-optian (examine TG options)
2. UOP (4 udp), the paramseters ara:
--gport (saurce part]
==tipart {destination port)
3. ICMP (-p iemp), the parametars ans;
~lcmp-typa {icmp type)

-m maich_exiension

With this option you kxad "other match” extensions;

1. mac {-m mac), the parameters are;
-—-mac-saurce (source MAC addrass)

2. limit {-m limit}, the parameters are;

~limit [maximum svarage number of matchas per
gacand)

-limis-burat {maximum burat, before ~limit takes
ovar)

2. owmar {-m owner), the parametars ara:
- Lid-owmar (user 1D)
--gid-ownar (group 10}
--pid-oaner [process 10)
--sid-owner (session 10)
4, state [-m siate), the parameters are;

--shate (NEW - new packets, ESTABLISHED -
packeis which belong to the established connection,
RELATED - related packets, INVALID - unidentified
packeis|
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Parameler Description

- target What we do with the packst that matches the rule, The
built-in targets ars:

1. ACCEPT - packst will be accepted
2. DROP - packet will be dropped

Farf the targel, you can alsa use a ussr-defined chain.
By providing a kemel madule or iptables exlension, yau
can have additional targets, The defaul extension in the
plables distributicn ara:

1. LOG - kerms! lagaging of matching packsts; the
paramaters are:

-fag-leval {Jog leval)

--lag-prefi ithe siring up o 28 characters, which wil
ghow at the baginning of the message)

2. REJECT -the same as DROP, but sandar is sant the
[ZMP port unreachable smor message. In some
razes the message is not sent - BFC 1122, the
paramatars are:

«reject-with [you can aher the raplay packel used)
Thara ara also two spacial built-n targets:

1. AETURM - for a buit-in chain, the policy of the chain
iz executed; for 3 user-definad chain, he traversal
continues &l the pravious chain, just after the ruks
which jumped to this chain

2. QUEUE - the packet is quewsd to the userspace
PrOcASSng

For example, if you wanl to creats a rule for denying the ICMP protocol packets,
which are used when you axecute the ping command, for a specific IP address
you will dao this by executing the command:

§ fusrfshin/iptables <& input -5 [P address -p dcap -] DAOP

If you omit the protocol definition, aff packets will be denied. So for example, 1o
bbock access to your machine from network 172.168.1.0 with subnet mask

255,255 2550, axecute the following command:
# fusrfshinfiptables -A input -5 172, 168,1.0/265.255,255.0 -7 DROP

Or you can usa;

# fusrfshin/iptables -A input -5 172, 166,1.0/24 -1 DROP

As you can see. the subnet mask can ba spacilied with the number of used bits
far that mask.
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To disallow gny traffic from your server fo nefwork 172.168.1.0 with subnat mask
255.255.255.0, use this commanc;

£ fusrfshin/iptables -& autput -d 172,168, 1.0/74 -5 ORDP

Hare wa used the -d parametar to specify the destination addrass.

11.2.8 Using the inversion ! option

With some parametaers, you can usa the invarsion option |, which means that the
rule will be applied fo everything exceps the paramsters specified after !, For
axarmpla, if yvou want 1o deny packeals that come from all IP addresses axcepl
from network 192.168.1.0 with subnet mask 255.255.255.0, you can do this by
axecuting the command:

§ fusr/sbin/iptables -& input -5 ! 192, 168.1.0/24 -] DHOP

Hnn-: Tha nﬂasymimﬁ:a are mtpmnmm‘_ 80 hsm I:na yﬂ:u mstm‘t Iha
swﬁmwmmﬁlqﬁ : . . : : : : =

11.2.9 Making the rules permanent

To maka rulas permanant, you have 1o croate the script with the IPTablas
commands and integrate this script into your boot process, Using the example
from 11.2.4, “Tha first IP Tablas rules” on page 253, wa craaled a script similar to
that shown in Example 11-14:

Exampie 11-14 Script for asfting up rules

# bingsh

fusrfsbin/iptables -N httpallow

fusrfsbin/iptables <& hitpallow -5 9,126,133 = ACCEPT

fusr/sbin/iptables -& hitpallow -m state --state HEW -p TCP --dport wew - BOCEPT
fusrfsbin/iptables -& httpallow -m state --state ESTABLISHED,RELATED -j ACCEFT
fusrfsbind iptables =& httpallaw =j DEOP

fusrfsbind iptables -& INPUT -] WiCpallow

fusrfsbind iptables =& FORWARD =1 hitpallow

In aur exampls we named this script feteiinit dfilters. Because the default run
level for our system is 3, wa positioned this script o execule at the end of tha run
levva| 3 with the following command;

fn =5 fetcfimit.dfrcd dfs9afileers fetefinit,difilters

After rebooting, we verified that the rules were loaded by using the following
command:

# fusr/shin/iptables -L
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Example 11-15 shows our output:
Example 1115 Currant rinas

# Jusr/sbin/iptables -

Chain INFUT {policy ACCEFT)

Largel pral opl source desLinatian
httpallaw all -- anywhers anywhere

Chain FORWARD {policy ACCEPT)
Largel pral opl saurce dastimation

httpallow all == anywhere ariywhare

Chain QUTPUT (palicy ACCEPT)
target praf opt source destination

Chain httpallow {2 references)

target prat opt source destination

ACCEPT all -— toth?.itso.ibm.com  anywhers

ACCERT tep --  anpwhers anywhara stata NEW top
dpt:http

RCCEPT all == anywhers anywhars state
HELATED, ESTAELLSHED

RO all == anywhers anywhare

11.2.10 Sample packet filtering configuration for ISP/ASP

In this saction wa show hiow to craate packet filtering rulas 1o protact tha |SP/ASP
anvironment. For this environment, we assume that the following services will be
offered an the servers:

Waeb service - HTTP. HTTPS
FTP servica - FTP

SMTP service - SMTP
POP3 sarvice - POP3
Becura shall sarvice - 55H

ok B2 Pa —

For the rules for each service, we follow the approach described in 11.2.4, “The
first |P Tables rules” on page 253. Far aach type of service, we will allow NEW
TGP and UDF packats, and packats from ESTABLISHED and HELATED
connections.

In our example, we will allow all packets from the administration computer with [P
address 9.12.6.133; all other packels will be dropped. Example 11-16 on

page 262 shows the script we usad to sat these rules; we named this script
Jeteinit.dfilters,
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Exampls 11-16 [SPYASP packat fitaring securily

#1 tbinfeh

fucrfehinfiptables -N hitpallow

fusrfshinfiptables -A hitpallow -5 9. 02.6.131 -j ACCEM

fusrfshinfiptables -A httpallow -n state —-state ESTRELISHED,RELATED -j BOCEFT
fusrfshinfiptables -A httpallow -n state —state WEM o TEP ——doort wew - ROCEPT
fusrfshinfiptables =& Attpallow =n state ==state NEH = UDP ==dport wew =] AICEPT
fusrfshinfiptables =& Attpallow =n state -=state NEH - TCP ==dport hitps =j ACCEPT
fusrfshinfiptables =& httpallow =n state ==state NI =p UDP ==dport https =j AOCEPT
Fusefsbinfiplables =& httpallow =n sbale ==5lale NEM -p T0P eadport Thp=cébe -] ACCEPT
Fusefsbinfiplables =A httpallow =n stale ==5tale WEM -p UDP wdport TLp=débe =] ACCEPT
fusrfsbin/iptables -A hitpallow -m state --state NEW -p T0P --dport ftp - AOCEFT
fusrfsbin/iptables -A hitpallow -n state --gtate WEW -p 700 —dpart smtp -] ACCEST
fusrfsbin/iptables -A hitpallow -n state --state WEM -p UDP --dport smip -] ACCEPT
Jusefsbin/ptablas A httpallow -n state —-stabe WEM - TOP -—dport popd =] BCCERT
fusrfebinfptables -A hitpallow -m state --state WEW -p UDP --dport popd -] RCCERT
fusefebin/iptables -A httpallow -n state --state WEW -p TC0 ——dport ssh -] AOCEPT
fusefshinfiptables =4 httpallow -n state --gtate WEW -p U9 -dport ssh =] ROCEPT
fucrfehinfiptables -A httpallow -n state --state NEW -p TCP -—dport domain -j AOCERT
fusrfehinfiptables -A httpallow -n state --state WEW -p UD® --dport domain -] ACCEET
fusrfsbinfiptables -A httpallow -§ CACP

fusrfshinfiptables -A INAUT -j hitpallow

fusrfsbinfiptables -A FORWARD -J hitpallow

Note: This script should be stared aach time the server is restarted, as
described in 11.2.9, “"Making the rules parmanent’ on page 260.

We also created a script for deleting all rules from the fatelinit.dfilars scripl. This
serpt is callad /atelinit dfiters-down and is shown in Exampla 11-17.

Example 11-17  Scripl for deleting rules

# [binfsh

Jusr/sbinfiplables -F hibpallow
Jusr/sbinfiptables -F INPUT
Jusr/sbindiptables -F FORWARD
Jusr/shindiptables -X hitpallow

To delete alf rules, execute the following command:
£ Jetcfinit.d/ i1 ters-down

To re-enabla the rules, execute the fallowing command;
# Jeto/init.d/fil ters
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Basically, NAT is implemented using the same principle as packet fillering, using
three buill-in chains 1o control address translation. As you can see in Figure 11-6
those chains ara:

1. PRERCUTING - for DNAT, when packets first come in
2. POSTROUTING - for SNAT, when packets leave
3. OUTPUT - for DNAT of kacally genarated packats
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Source NAT

Source NAT is specified with rule -] SNAT and the --to-source option, which
specifies the IF address, a range of the |P addresses, and optional port of range
of ports. You can also use the -0 {outgaing intedace) option to specily that the
rule anly applies to traffic on a particular interfacs.

For example, 1o change the source address of your packet fo 17216821,
axecute the command:

£ iptablas -t mat -A POSTROUTING -o ethl -3 SMAT --to-source 172.168.2.1

lo change the source address to 172.168.2.1, ports 1-1023, use this command:

# iptables =t nat =A POSTROUTING =p Cop =0 etk =] SHAT %
==Lo-sourca LA2,168.2.1:1-1023

Masquerading

See 4.3.5. ‘Network Address Transkation (NAT)" on paga 88 for a discussion of
masquerading.

Hasquerading is specified using ruls -j MASQUERADE, For axample, to masquarada
everything leaving our router on ethl, wa usad:
f iptables <t nat =A POSTROUTING -a ofh0 =j MASOUERSDE

Destination NAT

Diastination NAT is specified with the ruka - DNAT and the --to-destination
option, which specifies tha IP address, a ranga of the IP addresses, and optional
port of ramge of ports, You can also use the -1 (incoming infterfacs) option o
apecily that the ruls is to apply only to a particular interlace.

To atter the destination of locally generated packets, use the OUTPUT chain.

For exampla, fo change the destinafion address to 192.168.10.1, execute the
falkawing command:

£ iptablas -t mat -A PREROUTING -1 ethd -j DNAT

--to-dastinatian 192,168, 10.1

lo change thae destination addrass of Wab traffic to 192 168.10.1, port 8080, usa
this commanid:

§ iptablas -L mat -A& PREROUTING -p tcp --dport 80 -i ebhd -j ONET %
—-to-source 192, 164.2. 1:A040

Redirection

This is a specialized varsion of DNAT, a convenient equivalent of daing DMAT 1o
the address of the incoming interface,
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For example, to send the incoming port 80 Wab traffic to our squid (transparant)
proxy, we usad the following command:

£ iptablas -t mat -& PREROUTING -i etkd -p tcp --dpart &0
-] REDTRECT --to-part 3128

Special protocols
Some protocols do not work well with NAT, so for sach of these protocols we

nead two extansions—one for connection trackng of the protocol, and one for the
actual NAT.

Inside the netfilter distribution, thare are currently modules for FTP:

1. p_connirack_fip.o
2. p_nat_ftp.o

If you plan to use NAT for FTP transfers, insert the following modules as shown:

# insmod ip_conntrack_fip
# insmod ip_tabla_nat
# insmod 1p_nmat_ftp

~ Attention: If you ara doing source NAT, you must ensure that the routing 5 5at
up correctly. That means Eyuuu]'mg&h&sauma addrass 5o it is differant
from your external interface {fur example, if you use unused [P addresses in
your subnat), you nead to-tell your rotier 1o respond to ARP raquasts !‘nﬂhal
- aﬂm as well, Thsaanbadﬁnabﬁnmathg aniF' all&s ' ——=

i 1p= addréss mid El uﬁdress de'.l et.hl:l

11.2.12 Examples for using NAT in the enterprise and ISP/ASP

In this saction, we show you how to usa NAT in the anterprise and in ISP/ASP
anvironments,

Changing the source address
In 11.2.3, “How to parmanently enable IP forwarding” on page 251, we showed

how to add a special routs 1o the 10.0.0.0/255.255,0.0 subnel, because some of
the packets coming from our sarver had the source addrass from this subnat,

However, nstead of providing this special route, we can use the SMAT translation
on he servers:

# iptablas -t mat -A PISTROUTING -a jucwd -] SHAT --to-source dummyd TPaddr
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Without any settings, the packet traveling from the intermal network via the

VM Linux routerfirewall will reach its Internet destination. But the source address
of this package s from our imfernal subnet—and the server we ars talking to
does not know how to sand the packet back.

To resolva this, we have to enablo the source network address tranglafion (SMAT)
for each packst going out of the router. This can be done with the following
command:
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# iptablas -t mat -& POSTROUTING -5 10,0,0,0/755.205.0.0 -0 ethd Y
=] SNAT ==fo=source 9,17, 6,84

With this rule, we are configuring the kernel to change the source address of
gach packel coming from the 10.0.0.0/255 255.0.0 subnet 1o the |P address of
our external interfacs 9.12.6.84.

When the packet from the intarnal subnet reaches the server on the Infemet, this
garver will reapond 1o the router; and when the padket comes back o the router,
it will send that packet back fo the computer on the mternal subnet, with the
dastination address of this computer.

Tlup Hinuplan to am prwlda FIP mnmln Iha hiamai h&ar!t I'm fnﬂmlng
im:r m:udulﬂs mtu tha |'[EII'[I!| ' ' :

# rmod 1p_¢mntrach_ft;} f
€ Tosmod fp st ftp

Port forwarding

If you use the DeMiltarized Zona (OMZ) approach for your sarvers, this can be
done using port farwarding, In the DMZ satup, you separate your Web/mail
gerver from the server that is connected (o the routerfirewall over a private
suonaet.

This server's private subnet is separated from the local subnet ussd for

computers accessing the Internat. The exampla of such a setup is shawn in
Figura 11-8 on page 263.
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12.1 About Amanda

Amanda is an open source backup scheduler, originally developed at the
Uniersity of Maryland for scheduling the backup of computing facilities thara,

Amanda uses a client-server arrangemaent to laciltate the backup of
natwork-attached servers, Using Amanda, it is possible to have a single
fape-equipped server backing up an anfire network of servers and dasktops,

Hnu. I_;Ika mamr nﬁ'iar Gﬁ-an Sa:ruma Sa:nlhm pmjma,.ﬁnmﬁanﬁmm hith
no wasanty. has o formal support, and s developed in peopie’s spare time.

 This cansidaration shauld be kept in mind when choosing a backup mmuy

12.1.1 How Amanda works

Backups ara scheduled on one or more sarvers equipped with offline siorage
davices such as tape drives. At the scheduled timea, the Amanda server contacls
the client maching to be backed up, retrieving data over the network and writing it
to tape, The data from the client can be stored in a staging area on disk, which
improves the performancs of the tape writing procass (or provides a fallback, in
casae of tape problams).

Amanda can periorm comprassion of tha data baing backed wp, using standard
Linux comprassion utilities (gzip, bzip). If network ulilization s high, the
comprassion can be done on tha client 1o reduce the netwark load and potentially
reduce backup times. This also lightens the kad on the backup server, which
may be processing many simultanaous backups.

Figura 12-1 shows Amanda's client-sarvar architeciure.
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caused hq.' tapes filling, incorract lapas-t:ielng-ltra_ded. and other possible faluras.

Maturally, thare is also an amrestore program to facilitale recovery of data from a
backup.

" For Linux servars, this only makes sense if Samba was being set up on the server anyway, since itis mare dificult to et
up Samba tham amandad.
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12.2 Using Amanda in a penguin colony

Use of Amanda can be halpful in a penguin calony bacause of its low averhead
and native Linux operation.

Note: Amanda iz a backup scheduler, and doos not actually parform the
backups itsell. The Amanda programs launch ulilities like tar, dump and
smbtar io pardorm the backup.

12.2.1 Planning for Amanda

The Amanda configuration process invalvas firstly determining the backups to be
daones, and creating configuration direcionias for these. The backup is then
referred to by that directory name in all Amanda commands.

Impertant: Amanda is a file-leval backup system. This means, for example,
that it is not aware of the infernal structure of databases (refer to "Complex
application backup® on page 129 for mare information on this).

Attha time of writing, there is no plan to extend Amanda to pravide ewarenass
of file infemals.

Amanda differs from ather backup utilities in regard o the backup cycle. Other
systems have a sef process for the time that a full backup is done in relation to
incramental backups (such as full backups on the weekend, and incremeanial
backups overnight during the week).

Amanda doas not work this way. It will switch between Jevel-0 {full] and level-/
(incremeantal) backups during the cycle specified in the amanda.conf file,
dapandant upon the number of tapes available, the fime since the last full
backup, and so on. It will make sura that at least ona leval-0 backup is availabla
al all times, and that a backup image is not overwritlen if it would be requirad 1o
form part of a backup.



* amanda.coni
» cligklist

amanda.conf

The file amanda.conf contains the following data for each backup:

Specifications of lape drives to be used for this backup st
Maximum network bandwidth to be used for this backup

¥ ¥ F ¥

Other atiributes of the backup set.

Qur sample amanda.conf file 15 shown in Example 12-1.

Crefinition of the backup cycle (number of tapes, duration, backup frequency)

Tip: The amanda.cont file provided wilh the Amanda product in a backup set

callad mrq:h'}mﬁalm amat dﬁal of irfurm:ﬁun abuut mrﬁmmg i

Amm:la hal:&ups

Example 12-1 Example omanda, conf file

£
# amanda.conf -

ard "ITH0RFChTve
mailto “amanda™

dunpuser *ananda”

inparallel 2
netusage 400 Kb
dumpcycle 4 week
Funspercycle 20
Lapecycle 25 Lap
humpsire 20 Nb
humpdays 1
bumpmu ] € 4
etimenut MK
dtimecut LK)
clhimepul 3
tapebufs #i
runtapes |
tapedev "fdav/nt
rawtapader */dev
tapetype [DH-348
labelstr *~1130[

# Spacify haldin
holdingdisk hdl

sample Amanda configuration file
" # your organization name Tor reports
# space separated 1ist ol operalors at your sile
# the user to run dumps under
# maximum dumpers that will rum in parallel (max 63)
153 # maximum net bandwidth for Amanda, in KB per sec
5 # the number of days in the nomal dump cycle
¢ the number of amdump runs Tn dumpoycle days
gt # Lhe number of tapes in rotafian
# minfmm savings (threshald) to bump level 1 -» 2
# minimum days at each level
# threshold = bumpsize * bumpmul t™(1evel-1)
# nurber of seconds per filesystem for estimates.
¢ nurber of idle seconds before 4 dump 15 aborted,
# max. nunber of seconds amcheck waits Tor clienl host
# tells taper haw many 32K buffers fo allacate.
# nurber of fapes to be used ina single run of amdump
ibml" & the no-rewind tape device to be wsed
imtibm0* # the raw device to be used (ftape only)
(=B40 & what kind of tape 1€ 15 (see Capetypes belaow)
0-4][0-%]*%" & label constraint regex: all tapes must match

g disks.
I

comment "main helding disk®
directory "/dunps/amanda# where the halding disk 15
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use #90 Hh # how much space can we use on it
chunksize 16b # size of chunk 1 you want big dump €0 be

# durped on multiple files on kolding disks
i

infofile */var/lib/amanda/ ITSOArchive/curinfo®  § database DIRECTORY

legdir  “/var/lib/amanda/[T508rchi ve" ¢ log directory

indexdir *fvar/ 10/ amanda, [TS0Archi ve/ i ndax” § index directary

¢ tapelist 1s stored, by default, in che directary that contains amanda,conf

define tapetype [EM-2400F<FA0 |
commenl "IEM 3490F-E40°

lapgth 913157 kbytes £ these numbers generated by the
filemark 32 khytes # Amanda tapetype progran
spead Z43 kps & (not supplied with SuSE)

I

¢ dumptypes

define dumptype qlobal |
commant "Global definitions

index yes

|
define dumptype always-full |
Jlobal
comment “Full dump of this filesystem always"
camprass nane
priovity high
dunpeycle 0
]
define dumptype root-tar §
qlobal
progran "GRUTAR"
camment "root partitions duwped with tar®
COMPTEss None
indax
exclude 115t "fusr/1ocal f11b amanda/exclude . gtar"
priority Tow
]
define dumptype user-tar |
rost-tar
comment. "user partitions dumped with tar"
priority mediun
|
define dimptype high-tar §
rapl-tar
camment. “partitions dumped with tar"
priavity high
I
define dumptype comp-root-tar |
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rant-tar
camment "Root partitions with compression”
canpress olient fast
I
define dimptype camp-user-tar |
user-tar
compress client fast
|
define dumptype holding-disk §
Jlobal
comment "The master=host holding disk itself"”
holdingdisk mo & do nol use Lhe holding disk
priarity mediun
I
define dumptype camp-user |
glebal
cament "Mon-root partitions on reasonably fast machkdnes®
canpress ¢l ient fast
priaorvity mediun
|
define dumptype nocomp-user |
COMp-USeT
camment *Hon-root. partitions on slow machines"
COMpTass none
|
define dumptype comp-rool [
glehal
camment. "Root partitions with compression”
camprass ¢lient fast
priority lTow
I
define dumptype nocamg-roat |
camp-ront
comment. “Root partitions without compressian”
Camprass none
]
define dumptype camp-khigh |
gl obal
camment "very important partitions on fast machines"
compress client best
priavity high
|
define dumptype nocamp<kigh |
camg=high
camenl “very important partitions on slow machines®
COmaTass nane
|
define dumptype nocomp-test |
glebal
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comment. “test dmp without compressian, no feto/dunpdates recording”
Camprass none
recard no
priority mediun
|
define dumptype comp-test [
nacomp-test
comment *test dump with compression, no fetc/dumpdates vecording®
campress ol ient fast
I

¢ netwark interfaces

define interface local |
comment "a local disk"
e 1000 kbps

I

define interface ethl |
cament *100 Mbps ethernet®
use S0 kbps

|

~Note: Amanda does not provide a tapa definition for the Hmmmmaé‘@é
dovioes supported by the tape390 driver. Therafore, we had to follow
instructions contained in the example amanda.conf f#e in order to create a
tapetypa entry. mmmmhmwammmmnmmmm
~Amanda, because the Iapatypne pmm Enat :mppiad with ﬁmEuEE

' bmrlas mmm =

Clnm mlq:lntm-a pn:ngrmn mmllahh we mlt agﬂ'mt ol .'-HJEGE-Edﬂ
 lapae driva 1o produca the tapetype entry shown n Example 12-1 on page 273.

disklist

The other configuration file you have to creats is named diskBst, which tells the
amdump program which disks (or directorias) on which hosts o back up.

f

# File farpat 1s:

£

£ hostrame diskdey dumpbype [spindle [interface]]
£

# IT5) machines,

b}

vmlinux? dasdhbi comp-root 1 local
vl inuEs dasdcl comp-wser ¢ local
vl Tnu2 fltatl2fvic sib-user 1 ethl
vl inux? dasdal cop-raol 1 eLhl
ymlinux? dasdhl conp-user 2 ethl
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As you can see, it is fairly easy to spacify the sarvers and devices to ba backed
up. The dumptype {third field) must be given for each entry, This value chooses
the type of dump from the amanda_ conf file.

The spindle attribute refars to disk configurations where different physical fila
gystems may exist as partitions of a singls physical disk (which is nat usually an
igsue for 25eriss). The altribute can be used lo increase performance by
ensuring that Amanda doas not simullaneously back up differant file systems that
ghara the same physical disk.

?h Unlm y::uu mdﬁr.aﬂy want o hm Imdwpa n:-parailr-u saquantmﬂg
- specity each fila system on a particular host with a differant spindle 'nra!ua t-:}
rrakbsmﬁ lhaz i gatll'm maxlmum akmlamwa ﬁpamﬁnn S

Amanda can also back up using SMEB, allowing Windows machines to be
included in your Amanda backup sets. An example of how this is configured
appears in the third line of our example disklist.

From the perspective of the Amanda sarver, the SMB share 1o be backed up is
part of the file systam of an Amanda client. On that Amanda client, however, the
SME code in Amanda usas smbelient to access the SMB share on the Windows
host, Files are refrieved from the source using SMEB, then sent using the narmal
Amanda protocals fram the cliant o the sarvar.

Restriction: Using Amanda to back up Windows shares does not retain the
Avcass Control List (ACL) infarmation from the Winclows file syster. If you
have mn’q:laxhl‘.‘:l_s Irt yiair Windows mmrs, Amanda is not the b&ﬂh&dﬂm

 soluticn. It is more suitable for lightwaight hadf.ur;ﬁ: e:li datacﬁmturmsm :

-dﬁaidapmﬂﬁmhraﬂmmh ; == ==

.n.lsn he !:Irmms of the Amanda p&r::lf.aga as dustntmad with- SUSE do rmt
have SMB support enablad in the amm;lad client., Tutasl this ﬁmcﬁm wu h-a;l
Ics rmuﬂd amhmm imm aur.-l.u'm- ===

Other files are created in the canfiguration directory, but are maintained by
Amanda. These include tapelist, which is a list of the tapes that belong to a
particular backup set and is updatad by the anlabel program.

Tape changer

Amanda can utilize a tape changer if ona is installad. It does this using a shell
scrpt identified in the tpchanger entry in amanda.conf. As long as your lape
changer pravides a program-level interdace, Amanda can make use of it. Sample
scripts for popular fape changers are supplied with Amanda.
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Without the tpchamger parameter set, Amanda automatically switches off any
multitape capability. So in order to use the aulomatic taps loader (ATL) on our
3490E-B40 (which automatically koads the naxt tape in the rack when the current
tapa is ejacted), wa had to either find a suitable script, or writa our own.

We usedthe chg-multi script provided with Amanda to drive our ATL. The script
provides enough basic function to support aur autoloader, but also can be used
as a template for writing your own scripts. The chg-multi scripl is ganeric, which
gaved us from having fo write specific commands in the script to drivie our ATL.

Amanda drivas the taps changer during a backup process. For example, since it
knows all of the labelled tapas in a backup sat and keeps track of which tape can
be used maxt, it can skip through the tapas in the rack until the required taps is
loaded. It can also load another tape if the backup requiras it.

Activating Amanda
The following lne neads to be added (or un-commented) to your fetofinetd.conf
configuration file to anable the Amanda chant,

ananda  dgram  udp walt  amarda  Suse/1ibSamandaanandad anandad

In this sxampls, /usrlib/amandaamandad is the path 1o the amandad executabla,
This line was already present on our SuSE installation {with the amanda package
installed), and simply had to be un-commentad,

inpmant: An{.rikna the inetd nmflm]raﬂnn I% mangm:g !,I'ﬁll musi dmal inatd
la infialize. You can use tEl-e fnlinwmg command: :

I:i'l'li'l'l -HHP 1I1I‘H

For the Amanda servar, two more lines must be addad to the inetd configuration
to support the index service. Again, these lines wera already in the
fetefinetd.conf file on our system and just had to be un-commented,

amandaide stream tep nowait root  Suse/1ib/amanda/amindexd amindexd
anidstaps stream bep nowail rool  Suse/Tib/ananda/anidxtaped anidstaped

12.2.3 Backing up with Amanda
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Prior to making any backups, you must plan and set up your amanda.conf and
disklist files, This is because all operations in Amanda are performed with
raspact to the backup st being used. All of the am commands require the backup
set name (the configuration dirsctory name) as a parametar,
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Tip: When craating your configuration. it i & good idea 1o haie ].ruurhuldmg

afed n a Sepatale fils system from the data being backed up. (}manﬂ&é
 staging files will becoma part of yul.irhardu.q:r aﬂ:l wur mlarmrhtﬂi badu@ﬂ
'hrthatme wﬂmwﬁhahug& ' :

‘ﬁ:u nm alsd axpaa‘lrnsrﬁ wih uang ﬂ'm m:lunlu pﬂramatar n Eﬁmmd&.ﬂmﬂﬂ
.uch&dahahuﬂlingmaﬁnmhemghmdup. : . ====S

Onees you've crealed your configuration, you can then label your lapes uging the
anlabel command. This command craates the label that Amanda uses to identify
tha tape. Various information i kepf here, including the name of the backup set
the tape belongs 1o and the date the tape was used. The amlabel command also
adds the tape to the tapelist file.

Note: You'll nead to label all tapes in your backup set prior to using tham for
backups.

When we ran amlabel on our first tape, we receivad this output.

# amlabel normal IT30Dai]y00

labeling tape in slot 4 {/dev/ntibm0):

redinding, reading label, not an amanda tape

redinding, writing label [T500af1¥00, chacking label, dana.

Hawing labellad your lapas, you can now test your configuration using the
amcheck program. This program will identity any problems with your
configuration by daing the steps that Amanda would normally take in praparation
far & backup.

?m Mmyﬂnwnda usarsﬂm amm: pnurm me bachup nm in 1?1a|r rmuhr
I:rar:Jmp process. This Is hﬂuﬁum il annnhﬂr;h datacts an BT, = I&ﬂaslar ta fix
the prablem and schedufe the haﬂlmp il Iatar—rﬂlm:!}mn mpaura bar:imp
i'naitailammgmm : : s e

A sampla run of amchack is shown hara.

i amcheck normal
Amanda Tape Server Host Check
WARNING: holding disk [dumps/amanda: only 299236 KB Tres
(796900 KB reguested)
anchack-server: slot 0 date ¥ Tabel [T500a1190) (first labelstr match)
MOTE: skipping tape-writable test
Tape [T500a11y00 label ok
NOTE: info dir feardTib/ananda/IT300a0 1y/curinfa: does not axist
MOTE: it will be created on the next run
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NOTE: dndex div fvar/Tib/amanda/ IT500a11y/ index: doss nat exist
Servar check took 2,702 seconds

Amanda Backup Client Hosts Check

Client check: 2 hosts chacked in 0,343 sacomds, O problams found
tbrought fo you by Amanda 2.4.2)

In this example, amcheack is informing us that we are slightly short of holding disk
space. It alse did a lape check, and the results are shown ('date X' on an
Amanda tape indicates a tape that has been laballed but not used).

The next two messages are mdications that we have naot done a backup bafora,
Amanda can keap two sels of information about backups:

» curnfo
This is information about the current status of the backup set, including which
disklist entries are backed up to what kevel, and 50 on.

» index
Optional {you must select it in your dumptype). the index keeps track of all

fites backed up, and is used by the amracover program to ease the task of
rastoring data.

Amanda will create the relevant directories as required,

Finally, amcheck contacts the clients istad in the disklist 1@ verify thal they ara
contactable, and that authonzation has been given o the backup server to obtain
files trom them,

The next step is 1o test a backup. Nomally vou would have the command issusad
from cron, but it is a good idea to run backups manually until yvou are comfortable
with the process. The following command will start the amdumg program,

commencing a run of the nomal” backup sst;
§ amdump normal
Tip: Tha amdump program does nat exsotite in the background, by defautt, so
if wou want to issue commands in your terminal window while amdump is

- running, you'l I mmﬁa f::ur::a amdmrq:f o m bm:i'qmund mHuHa amdump as
hlhws‘ : :

uﬁumm’n :

While the backup is running, the amstatus command can give you information
about the prograss of the backup, as shown in Example 12-2:
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Example 12-2  Oelpuf from ans tatus

¢ anstatus normal

Usirg SvarTibSamanda TTS00a1 1y andump fron Mon Jul 30 16:58:33 EDT 2001

vl inux2:f/bat 12w jc
vl inux? sdasdil
w1 inux2 dasdel
vnl inux 7 rdasdal
v Tnis dasdhl

SUMMARY part

partitiaon b
astimated b
failed o1
walt for dumping: 1
dumping to tape ;0
dlurping 211
dumpad ool 1
wait for writing: 4
writing to tape ;0
failed to fape i
taped 1
all dumpers active
Laper idle
netwark free kps: 2540
helding space 294932
dumperd busy : O;00:28
dumperl busy 00028
taper busy 1 000005
0 dumpers busy @ 0:00:00
1 dumpar busy ¢ 0:00:00
2 dumpars busy : 0:00:28

1

0 BZ2O%K dumping 31872k { 38.73%) {16:59:15)

0 [dumps too big, but cannot incremental dump new disk]
0 14%44k finished (16:59:21)

0 IE1BZ2ZK dumping E4064k | 46,235} [16:58;51)

0 293084k wait for dumping

real estimated

slze 5ize
197675k
1397244k [ 10.71%)
rITRdk [ 14.87%)
ik [ 0.00%)
R936k 264171k | 43.008) [ 5.A7%)
A9k 20076k [ T1.41%) [ 0.76%)
ak Ok [ 0.00%) [ 0.00%)
ik Ok [ 0.00%) [ 0.00%)
ik Ok [ 0.00) [ 0.00%)

4944k 20026k [ 71.41%) [ 0.76%)

k { 10.17%)
(100, 00% )
(100, 00 )
{ 19.82%)
{ 0.00%)
[ 0.00%)
(100, 00 )

not-idle:s  0:00:20 [ 73.56%)
no-dunpers:  0:00:07 [ 26,44%)

In this case, tha backup of dasdb1 on vmlinux2 has failed becauss it is oo large
for the tapa. Howevar, the naxt time amdump was run, the dump of dasdb1 on
vmlinux? was added 1o the tape, So why did this ocour?

Referring 1o FAQ lists for Amanda, when it has a large number of level 0 backups
to do (as would happen for the first backup in a set), it is sometimes unabla to
plan a backup ren that would pick them all up, The next tims the backup is run,
the file system is correctly backed up.
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Iiluu'iﬁﬂum Arrmn:ia -:ar'imt mmantry writa an |maga ttﬂap& il lrnuat spm
mm!ﬁmnmhm Each mﬂwnmaqﬁkﬂslﬂﬂﬂa aﬂmdlskmhﬂhmﬁad
. @}maatasasmqlamagulﬂamha mﬂanhtapﬁ,ﬂmmﬁu images for -
: sapaa‘aia disks can be wrilten across .’mpealn a HI&QEH U, a amgh :ma-g-a thﬁ
i Iargar lhmatapammha Eplrl a::maa l.eq:ms =

: Hj,n:u hau'& Iarg& pmnmaiu hi bﬂl:‘rtad up, it mll:h-a na-nmaryta u-uuﬁgura
them as separate enfries mwwﬁlmﬂs unﬂ&mm:hwpmrtsmagﬁ .
: apam'lm lapﬁn — .

Oneca the amdump program is complata, a mail massage is sent to the operators
given in the amanda.conf fle; see Example 12-3;

Example 12-3 Backup complefion report

Dates Man, 30 Jul 2001 [7:10:48 -0dd0

From: Anamda &dmie <amandaesm]iaox? ., 1850, 1bm. come

Te: ananda@vnl fnux. (€50, 1be.con

Subject: [T300a11y AMAKDA MALL REPORT FOR July 30, 2041

Thasa dumps wera to taps ITS0Dailyld.
The next tape Amanda expects to use 1s; 3 new faps,

FAILURE AND STRAMGE OUMP SUHMERY
vilinusZ  dasdol lev 0 FAILED [dumps too big, but cannot Tncramental dump new disk)

STATISTICS:
Tatal Full Maily

Estimate Time (hrs:min}  0:00

Run Time (hrszmin) 012

Dump Time {hrs:min) 012 012 0000
Qutput Size {meq) 5049, 4 504.9 0.0
Original 5ize [meq) 1271.0 1221.5 0.0
hwg Compressed Size (%) 41.7 41.7 -
Filesystens Dunped 1 4 i
hvg Dump Rate {kfs) 3.4 3.4 --
Tape Time {hrs:min) HAE] 003 a0
Tape Size {mq) S10.0 510.4 0,0
Tape Used (%) 5.2 57.2 0,0
Filesystems Taped 4 4 i

hyg Tp Write Rate {kfs) 2604.2 Zhi4.z2 ==
T
MOTES:

plannar: Mding new disk wmlinux? idasdbl.
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plannar: Kding new disk wmlinus? ;dasdcl.

planner: kding new disk smlinu?:/ftotl2fvic,

planner: &ding new disk vl inux? ;dasdal,

planner: &ding new di sk ol inux? ;dasdbl,

driver: WARNING: FdumpsSamanda: 296960 KB reguested, buk only 294188 KB available,
taper: tape [TS0Daily00 kb 522240 fm 4 [0K]

7
[UNF SUMMSHY

(UMPER STATS TAPER 5TATS
HISTHANE DISK L ORIG-KB OUT-KB COMPx: MMM:55 KBSs MMM:SS KB/

vin | nux? Sitotl2fvjc 0 164614 146048 8B.7  4:49 505.8  0:53 2761.8
vl inux? dasdbl 0 FAILEHD --—--—=mmmmmmmmmmemmms rommma o
vl inux2 dasdcl 0 44531 14544 333 0:22 6681 D:06 2685.1
vl inux? dasdal 0 393946 144544 36.7 2144 879.0  0:56 2602.8
wnlinux’ dasdbl 0 647442 218676 31.5 416 844,89 1:21 2664.0

{brought Lo you by Amanda version 2.4.7)

Driving the tape changer

The amtape program provides the interface to the changer script identified in the
amanda.conf file. Using amtaps, you can load the next tape in the rack, load a
tapa with a particular label, eject a tape. and other oparalions.

Tip: Refer ta the amtape man page for more information, and keep in mind
fmtiwmﬂ[[thravﬂy—fad yﬂu'lnrﬂyheatﬂahmuwhmmdhmuﬂma
sb::tshmn mmgw : . . .

The following sxample shows somea amtape commands in uss,

£ amtape normal shawe

amtape: scanning all & slots in tape-changer rack:
slot 0: date 20010730 Tabel ITS00R11y0)

slot 1: date 20010721 Tabel ITS00a11y01

slot 2: date 20010731 Tabel ITSO0A1Ty02

slat 3: date 20010801 Tabel ITSOMaiTy03

slot 4: date 20010801 Tabel ITSOOwily04

glot 5: date ¥ lahel TTS00a9 1 y05

# amtape normal resst

antape: changer 15 reset, slot 0 is Toaded,

f amtape narmal current

antape: scanming current slot in tape-changer rack:
wlat 0: date 20010731 Tabel ITSO0A11y02
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In this example, an oparator chacks which tapas are currently lnaded in the ATL.
Amanda scans each lape and cutputs the label information it finds. After this the
slots are empty, so the operator reloads the tapes and resels Amanda's status of
tha changar. Than, the oparatar rechacks the tapa in the currant slat,

important: With this typs of tape changer, Amanda does not keep track of
whan tapes have been changed or moved. The antape reset command is an
 administrative command that aqlwsﬂs Amru:h ihaiﬂm EtEI.IUE uf lh& .ATL haﬁ
ch.anrpd mirasal tn atarl === .

amadmin
Tha amadmin program provides commands that allow you to confrol the backup
procass. A number of options are available, mcluding:

Force a full backup of a disklist entry at the next run

Mark a tape to be reusable or non-reusable

Find which tapes the backups for & particular hast or disk are on
Cisplay information about the backups for certain hosts or disks

¥ ¥ ¥

Hi:tm Thmammmycummdsmﬂaﬁ&mm amadrrm W&mmaﬁjm
rafarlulkmmna%mmpag&lngaﬁmminhmmm == : .

In “Heparting with amadmin® on page 289, we discuss the use of some amadmin
commands for use with reporting.

Scheduling your backup

Onea your testing has gone smoothly, add an entry ta fetc/crontab which will start
tha backup aufomatically ai regular times. An exampls is shown here:

e o * % apanda  amdump normal

This will instruct cron to issus the command andump normal under the user
amanda every day at 2:22am.

iﬁpuﬁnt: ﬁam&nﬁrh%mmﬁ m:rn Elﬂﬂ-é makir@a Iﬂ-’iﬂﬂgﬂ%tﬂ mjrﬂad:r
It iz also possible to use the ancheck command in the schedule, to provide a

pre-tast for the backup run

221 * * * apanda amcheck -m normal
202 % % % apmanda amdump normal
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Thesa lines in the crontab will schadule an amcheack prior to the schadulad ime
of tha backup (in this casa, at 1:22am, with the backup scheduled for 2:22am).
The -n switch on the ancheck command instructs it to run silently, but to sand an
a-mail to tha backup operators if any problems occur. This alkows a problam that
wollkd cause the backup to fail fwrong tape loaded, network problem) to be
rectified bafore the start of the backup.

12.2.4 Restoring

The amrecover pragram s the front-end to the Amanda recovery process, and it
15 invoked from the system you wish fo resiore files onfo. It works similar to FTF,
making the backup set appear like an FTP server,

Mate: The amrestors program actually periarms the restoration. H vou kiow
which backup file on the fape contans your required dafa, you can invoke.
- amrestore directly. To make the restoralion process easier, amrecover uges
e backup ndexes to feed the corect information to amrestare foryou. -

Amanda restores files relative to the root of the paint the backup was taken from.
For exampla, on our test system vmlinux2, /dev/dasdb is the root file systam,
and (devidasdc? is mounted al ‘home, To restors files dirsctly into the directory
Fhomafol 20esting, we would changa to the home directory and star
amracovaer from there, The amrestore program will axpand the files into the
correct dirsctory.

ol can choose to restors files into a diffsrant directary, 50 that you can migrate
changes from a backup. For example, if you select ‘homedtat! 2backup as the
locafion to restora to, when you restore (homefot! 2festing, you'll find tha
rastorad las in the dirsctory homatat1 2backupitot 21asting.

Emﬁt. Aﬂ a:amph of amglu fil I'ﬂl:ﬂ'lfﬂ'l'j." samﬂn Is mmm in "Eﬂgb ﬂa
m‘diar:h:rw raah:r:alhn n'llh Hmmda“ -nn pags EﬂE == ===

12.2.5 Reporting

Amanda keaps extansive logs of the backup process, and comes with utilities o
read the kogs and report an attributes of the backup process.

amoverview
The amoverview program produces a summary of the history of the backup set.

# amaverview naormal
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date 17 o7 8 04

host disk a0 x o2
wvilinuxl dasdbl |
ynlinuxl dasdel 01
wmlinue? [ totl12/vjc o111 1
vmlinux? dasdhl E d11l 1
vmlinux? dasdcl ol1ral 1
vl inuxd dasdbl £ d
vmlinnxd dasdcl a1
vl imux? dasdal oIrir 1
nlinux? dasdbl oIl

It doasn’t kaok like much data, but thers is a great deal of information in this
output. The amoverview program prints the details of each disk in the backup set,
when a backup was perfarmed ar attempted, and the backup lavel taken at that
time. Let's look at the line for vmlinux2:dasdet

» A level 0 backup was taken on July 30.
»  Two level 1 backups were takean on July 31

» A level O backup, and then a level 1 backup, were taken on August 1.
The level 0 taken on this day have made the previous backups redundant,
Thesa prior backups would not be raquired for a disastar recovary restoration,
but may still ba usad if filas from prior to August 1 were required.

» A level 1 backup was done on August 2,

An E indicates that a backup was attermptad, but an emror occurred, Both
vinlinux2:dasdb1 and vmlinux3:dasdb experienced arors on their first attempt.
A possible reason is that the size of the backup was too large fo be faken with the
other backups being done at the time. Far both of these disks, you can sae that
tha laval O backup was done on the nesxt run.

The anoveryiew tool gives you an easy way to chack that your file systems are
baing backed up in a timaly manner.

amplot

The amplol program analyses amdumg files (produced during every amdump
run) and produces a graphical analysis of the dump.
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in the amanda.conf file. On this graph, we sea that network bandwidth doas not
appear to be a boitlanack. The graph alea shows that the halding disk is full
during tha last pan of the backup.
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The graphs can be used to point out ways to improve parformance, In our
example, even though we only have thres dumpers allocated, they are never all
active at once. In fact. axcept for an instant after the estimates are performed,
only one dumper i active at a tima for the duration of the backup. This would
seam to indicals that Amanda is being preventad from dumping more than one
image at a tima, which might be a combination of insufficient holding disk space
and large backup images,

The e-mail reports sent to the Amanda users at the end of a backup run also
contain useful information about the backup process.

Tlp ﬂmmpmt sant at m& aﬂdwui an mmnl:ia baﬂmpnm is ganerala-d ti;.r*lh-a
—amirepart program. Yoli cah fuf amrapnn atmy tifmies 1 get lha amﬂrrm n! a
bﬂdﬂ.-l[-' run, H&fartﬂ Ih&ﬂmrﬂmr't man page for IﬁS'ITLP::hDrtS ——

Reporting with amadmin
Apart from the aperational aspacts of amadmin that we cover in earlier sactions,
there are reporting sub-commands that are very usaful.

One of these sub-commands, infe, summarizes the data compression and
spaad statistics of the last thras backups for a disk_ or for all disks on a host, or for
all disks in tha backup set. It also shows on which tapes the most recent backup
data can be found.

f amadein normal Info vmlinuxZ dasdel

Curranl info Tar smlinus? dasdcl:
Stats: dump rates (kps), Full: 711.40, 679.0, -1.0
Incremental: 160, 32.0, 16.0
conpressad size, Full: 33,3, 13.35,-100.0%
Incremental: 43,88, 43.8%, 43.8%

Dumps: Tey datestop  tape file  origh conpk secs
0 20010801 [T500at 1y02 1 44931 19994 21
1 20010802  [T0Daf1y06 4 73 o2

This example shows information about our ymlinux2:dasdct. The dump rates ara
shown, as well as the size of the data written to tape, for the last three
incremeantal and full backups written (in our case, since thers have been only two
full backups, the last column of data for full backup i meaningless).

The balance sub-command gives an insight into the way that Amanda schedules
full backups within a backup cycle. The purpose of the command is fo view how
balanced the tape runs have been during the backup cycle, but through
interprating the display, you can gam an undarstanding of part of Amanda’s
internal schaduling.
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The following shows the output from amadnin balance, run earty i the backup
oycle,

£ amadmin normal balamce

due-data #Ms  orig KB qut KB balance

B2 Tha 0 0 m—

8103 Fri 0 ] ]

BI04 =at i 0 i -

BIOS Sum 0 1] 1] —

BSDG Mon 7 1041138 AE1120 -0, 3%

BIOT Tue 1 1297443 425824 +17.6%

BA0G Wed 6 FOZMEAY 1023456 +lEZ.TE

THIAL U G2RIRHL 1410400  BERED jestimated b rung per
dunpeyela)

This display tells us where full backups are currently due in the schedule.
Amanda esimatas the amount of data that will be backed up on these datas,
based on previous backups, and uses these values to calculate the balance of

the cycle.

According fo the current plan, & out of the 8 file systems in the backup s« are
dua an August 8. This maans that the size of the backup on that date will be
almast thraa times the average size of those backups. This creates a huge

imbalance n the duration of the backup.

To minimize this, Amanda will promots some of these full backups to sarlisr in the
oycla, in order 1o balance the worklaad maore evenly throughaut the backup cyele.

Important: Amanda will rever postpons a full backup to balance the cycle.

¥When Amanda promotes a full backup, you will see messages like this in your
backup repor:
NOTES:

planner: Full dump of wnlinuxd:dasdc] promoted from ? days ahead.
planner: Full dump of valinusd :dasdal premoted fram 4 days ahead.

In this case, Amanda decidad to bring the full backups for these two file systems
farward, in order to achieve a balanced backup cyele, Cver the course of your
backup cycle you may see these messages, especially if your file systems
change in size over ime,
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Hi:ta H-aier B:r the amau:lrmn man p&ga #m’furthar nfurmalm am:uut the ﬂm&q'
sub-commands availatile. : :

12.2.6 Disaster recovery using Amanda

Amanda can be deployed in a disaster recovery role, With the aid of a small
Linux system that loads using an initial root device (also known as a disaster
recovery "bootstrap” systam), Amanda can recover full systems up to the last
incremental backup.

The systam you use as a disaster recovery bootstrap would be like the
installation starter systam you first used to mstall Linux (unfortunately. you cannot
use one af the installation systems becauss amandad is not present on thesa
systems),

In 10.7, *Linux IPL from MS5" on page 228 we describa a way to build a VM N5S
which can be used to IPL Linux images, and this is a useful way to implament a
DA bootstrap. We describe other ways to build starter systems alsewhara in

Chaptar 10.

npmlant. ﬂemnﬂ:mrtuélrt&taél e anmm:h paﬁf:,&ga EI.'EI paﬂ nfynjlr {Hﬁ&tﬂr
recovary boolstrap system, and to add the amandad line to inetd.conf.
The procass would work as follows:
1. IPL the disaster recovery boolstrap image in your Linux guest,
2. Load the nefwork driver and establish network connactivity.

3. Load the DASD driver, carrecily mapping the DASDs as configurad in the
Linux instance 1o ba rastorad (a standard disk configuration would halp hera).

4. Reformat the device which will contain your root file systam.
5. Run amrecover to restors the root file system.

6. Exacuta step 4 for any Tirst leval’ file systems you have on separate devices
{e.g. lusr, mome), and mount these empty file systems at their correct mount
points.

hapm:m: #yuu use LYW, this step wlﬂ ncludaa TMBMFI of y::-ur L"-’HI
 corfiguration using vgcigrestore (assuming you backed-up your configuration
uging vigelghackup, and thal the backup resides on a non-LVid file Ej'-E'[lEH!HI
mm nmmul,r ma'éata ythur L"Jh'l mnliguramn R

7. Aun amrecover on the “first level® file systems,
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8. Hepeat steps 6 and 7 for any remaining fila systems you have, stapping
thraugh the arganization of your phyaical devicas as ragquirad,

Whils Amanda can be used in this way to provide disaster recovery capability, it
is not the most afficient method of providing full voluma backup for Linux
instances under VM, A better way would be to have VM pardom backups of the
minidisks all al once, and uses Amanda 1o provide ncremantal backups anly.
Rastoration would then imvolva a Yi-leval full volume restoration of the Linux
gystem’s minidisks, followed by incremental restoration of changed files using
Amanda.

12.3 Backup and recovery scenarios

This section Mustrates scanarios using the concepts discussed in this chapter

12.3.1 Single file or directory restoration with Amanda

In Exampla 12-4, we show a file recovery session using amrecover, The file
mrig tatalpl has baan delated from the root usar's home directory, and we want
to restore that file from our Amanda backup.

Example 12-4 A file restore session wsing amracover

wnl fnu 7+ # amrecover normal -3 wmlinaxg

HMRECOVER Verston 2.4.2. Contacting sevver on wmlinux? ...
220 vml inux? BMRNDA index server (2.4.7) ready.

200 hecess OF g

Setting restore date to today [2001-08-01)

200 Morking date set to 2000-08-01,

200 Config sel Lo normal

200 Dumg host set to winl Tnux?.

SCHD S os om disk 'dasdal” mownted at .

200 sk set to dasdal.

/

anrecovers histary

200 Dunp histoery for config "normal® host "l imux?* disk "dasdal®
200= 2001-07-31 1 ITS00a10w01 4

201- 2001-07-31 1 [T500aily0Z 3

200- 2001-07-30 0 TTSO0Daq 1yon 2

200 Dumg kistory for config "nommal" hest "wnlinu?" disk "dasdal”
anrecover> setdate --07-11 4

200 Morking date set to 2000-07-31,

anrecover> settape wmlinux2:default E

Usirg default tape from server vmlinuxs,

anrecovars of root  [§

fraot
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anrecover> s i

21-07-30

2001-07-10 .bash_kistary

2001-07 =30 Lexre

2001-07-30 .qaupgs

2001-07-30 gqtkro-kde

2001-07-30 . kdef

2001-07-30 , kde2!

2001-0F =30, kanl rped

201=07=30 .meopre

2001-07=30 .xinitre

2001-07-30 Klesktop/

2001-07-30 bin/

2011-07-30 dead. letter

2001-07-30 gdf

2001-07-30 1g5-2.4.5-5390-2. tar. gz

2001-07=30 Tpux-2,2, 19, tar.qz

2001-07-10 Tinux-2, 4.5, Lar. g2

2001-07-30 1imuxf

2001-07-30 mrig_total .pl

2001-07-30 netsaintf

211-07-30 sieve

2MIL-07-30 sieve.c

anrecovers add mrtg_total.pl

Added froot/mretg total.pl

anrecovers list B

TAPE TT500ai1x00 LEVEL O DATE 2000-07-34
froatfmrtg_total ,pl

anrecover> extract L]

Extracting files using tape deive [dev/ntibmd on host wmlinux?.
The Tollowing tapes are needed: TTS0Dal 1¥00

Restaring files imto directory /
Continue? [Y/m]: ¥

Load tape LT500a1Ty0 now
Continue? [Yin]: ¥

restares froot: File exists
set gmerfmode for .7 [vn] n
amrecovers quit

200 Goad bye,

vl inux s # cd root

vl inuss ™ § ls <1

total 45252

draxr-xr-x 11 root oot 0% Aug 1 03:31 .

draar-xr-x 18 root oot A0% Jul 17 10:0% ..

-r------- 1 root Toot BAOS Jul 26 106 (bash_history
“r=r=-r=- 1 root root 1124 Feb 2% 2000 exrc
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A== k==X 2 ront roat 0% Jul 17 1007 .qropg
W= e 1 root roat L105 Jul 18 04:47 gtkre-kde
A ====== ¢ raot root 086 Jul 18 03:27 . kde
A== ==a= b rast root 056 Jul 18 03:56 kded
afesesmsas 1 root roat 1 Jul 16 04:47 | kaml rped
-F-—-——- 1 root root 1 Jul 18 04:47 mcoprc
-raxr-Er-x 1 root oot 2185 Apr 11 21:50 .xinitrc
AW ====== 1 root root 0% Jul 18 (8:21 KDesktop
draxr=xr-x ¢ root root % Jul 17 14 bin
S CETEEEE 1 root netsaint  20E645 Jul 27 02:47 dead.lefter
drar=K== fi roct roat 0% Jul 26 0949 gd
-ra-r--r-- 1 rool roat 186%0 Jul 21 10:17 les-2.4,5-5390-2 ., Lar. gz
drwar-xr-x 14 1045 netsaint 0% May 26 11:17 limux
-F-r--T-- 1 root root 19343412 Jul 20 040 Tinux-2.2.19.tar. gz
W= e 1 root root 20R3A4ET Jul 27 0807 Tnux-2.4,5,tar.qz
-rWxr-xr-x 1 root roat ETETE Jul 26 08:44 wrig_total.pl
drdgr-xr-x 4 root roat 0% Jul 20 08:14 netsaint
“FWAP= X=X 1 root roat 16481 Jul 18 04:127 sieve
-1-F-=-—- 1 rool roolk 1293 Jul 18 04:12 sieve.c
1. The amrecover program s invoked. specifying the name of the backup set

(narmal) and the Amanda server to ba used (=5 vmlinuxz).

amrastora reports that it successfully contactad the index server on vmlinux2,
It sats defaults for the amrecover session based on current directory, today’s
clate, ate.

We request a backup history of the disk, to check that we can get the file we
are lnoking for at the dafe wa nesad.

We want the file as at 31 July, and tha backup covers this. The setdate
command is used to set the point-of-refarence for the restora.

The settape command specifies whera the backup tapes {and the tape
drive) are bocated.

. Wa can now look through the backup sat to locate the file to ba restorad. First,

wa changa to the directory the file was located.

Afler changing directory, we issua the 1s command lo list the files and
diractorias in the backup. Natica that tha fila wa want to restora, mrtg_total pl,
cdoas appear in the list, The date beside the file tells us the most recent
varsion of this file available. Since a level O backup was done on July 30, and
mcrameantal backups on July 31, it appears that the file did not chanage
betwaen the full backup and the incramantals

Having located the file, we add it to our extraction list using the add command.

Using the 115t command, wa can chack tha details of the recovary wa are
about fo do. amrestore tells us which tape it will ba using, and the path to the
file being restorad.
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10.The extract command commences the rastoration. amrecover prompis us
for mfarmation 1o complats the restora, including when to load the taps. Since
we ara racovering into our axisting directory {/root ), the atempt to create the
diractory fails {restore: ./root: File exists), and this is normal, Again,
gince the directory already exists, we do not need to change permissions.

11.The fila recovary is complate, and we can axit amrecover and check that the
file Is corract,
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System monitoring

In this chapter, we review methods by which an enterprise running Linux guest
machinas undar VM can record the computing resources consumead by those
guast systems, This information could then form the basis of a charge back
system,

We also discuss how to manitor the availability of Linux guest machines. This
includes system availability, response times and the availability of services such
as ONS, mail servers and Web sarvars.
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13.1 Why measure resource consumption

In the context of this redbook, there are essentially two reasons to measura
ragources consumed in a computing environment. Firsthy, a service provider
{whather an ASP, ISP or traditional antarprisa) will often want to bill #s users for
thair use of computing resources such as CPU time, dick space and natwork 110
bandwidth,

Secondly, there is a need fo ensure thal Service Level Agreements are being
adequataly met,

13.2 Charge back method

The charge back or billing methodology vou choose will depend on the typa of
services you'ra providing to your customars. For example, the billing
requirements of an ASP or ISP will probably be quite different from those used by
an antarprise using Linux on VM a8 a server conaolidation platform.

13.2.1 Service Provider accounting and billing

For an ASP or ISP, services and rates are the basis for a charge back system,
Each service provided by the service provider has a rate (or fee) that falls into
one of two categories: sign-up fees or usage fees.

The sign-up jer is a one-time flat fee charged o set up the user account for the
service, The usage fee is a predetermined, racurring charge that occurs during
gach billing cycle. The usage critenia may be basead on several models, ranging
from a simpla scheme whera a flat fee is charged for the use of tha service, to
sophisticated schemas where the exact usage of each resource (CPU, memory,
disk, network bandwidth et ) is meterad and billed 1o the user. Promoliens and
discounts are Irequently offered Lo encourage new users 1o sign up and currenl
users ko use more servicas,

At tha end of the billing cycle, tha billing software computes the total charge for

snab ssnne el masilla s esaisias as dablids a sassdil aned sssssmd das sesaliea s Bl oa



The sarvice provider must have an accurate way of billing the customer for such
things as application usage and system resourcs usage. Application usage 18
gasily tracked by methods as simple as using tmestamp checkpoints embedded
in the application programs. With this mathod, the customer signs on to tha
application, and the time is recorded. Whean the customer signs off, the time is
once again recorded. To ganerate a bill, the start and end timeas are usad to
calculate the charge for that particular user's session,

Billing for sywiem resource usage 8 more complex, as it requires a greater level of
measurament and racording. The first part of this chapter focuses on gystam
resource maasurement.

13.2.2 Enterprise accounting and billing

Enterpnses are using Linux under VM as a servar consolidation platform, For
example, you can consolidate many disparate file and print servers of
infrastructure servers (such as DNS, firewall, e-mail) onto a single 5/380 ar
r5ernes machina.

Thesa funclions may ba puraly intarnal within an arganization and as such, an
ASP or ISP billing model woulkd probably not apply. However, it's often necessary
ta charge back individual departmenis within an organization for theair uss of
computing resources. This requirement has existed since the sarBest days of
computing, when precious computing resource had to be shared among many

groups.

13.3 What can we measure

Thera are many measurement melrics available, However, nat all of thesea are
necassarily useful for charge back purposes. For thal reason, we'll facus an CPU
consumption, DASD ulilization and network bandwicth usage. Given that in the
context of this redbook we ran multiple Linux gusst systems undar VM, we'll use
a combination of VM and Linux tools to darive the resource measuramants.

13.4 CPU time accounting

In the following sections, we datail the various aspects of CPU time accounting,
including how to set up vitual machines for accounting purposas, and how fo set
up Linux process accounting.
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13.4.1 VM accounting

The VM operating system has the capability to generata accounting records that
can be usad for charge back.

The VM Control Program (CP) creates and records accounting records when
particular system events occur, Once accounting i running, CF creates an
accounting record whanever one of the lollowing events occurs:

A virtual machine logs off, or detachas a virtual processor.
A usar detaches a dedicated device.

A user raleases temporary disk space.

A virtual machine issues a DIAGNOSE coda X4

A SNACCS terminal session ands.

The system checkpoints (during shutdown, for example).
You enter the ACNT command.

¥ ¥ ¥F F F F ¥

¥When one of these events occurs, CF creates and stores an accounting record
that describes the svent. Then CP natifies the accounting virtual machine of the
new record. Accounting records remain in storage until the accounting virtual
machine refrieves them. The default imi for accounting 15 20 records. If the
number of recorcs in storage reaches that number, CP notifies the primary
gystem operator. The buildup of records in storage indicates that retrioval is not
active, You can change the limit with the RECORDING command.

13.4.2 Setting up virtual machines for accounting

Note: If VM accounting has not been enabled at your installation, this section
- will show you how to set up this process. For more detailed information on
setting up a virtual machine for accounting, refer to the I-'atﬂﬁ VRrsion cﬁ‘ﬁla
WM Flanning and A&nmnnﬁan publication. : :

The VM installation media supplies a sample directory entry for an accounting
virtual machine. This entry contains the required [UCY authorization for
connecting to the CP accounting system sarvice, Also supplied is a sampla

system configuration file that definas the user 1D for the accounting virtual
maching as DISKACNT.

The user 10 for the accounting virtual maching is defined as part of the
aYSTEM_USERILS statement in the system configuration file so that i is
automatically logged on by CF at IPL. A sample FROFILE EXEC for the
accounting virtual machine is also supplied.
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To sat up a virual machine to begin recording accounting information
automalically, you must have the proper PROFILE EXECT and user directory sel
up. The fallowing steps show this procedure:

1. Logon as MAINT,
2, Determing the write password of the accounting virtual machne's 191 disk,

Note: Tha accounting virtual machine has been spacitied in either the =

- SYSTEM_USERIDS ACCOUNTY ar ACCOUNT2 system configuration file
statement, orthe SYSACNT macrsinstruction, Before finking to the accounting
virtual machina's 15*1 dah find r;:ul Its wrilﬁ a:-aammd b].r armmhng its uwr

: M!j.r wﬂl‘y z

i the mmmgmwﬂmm;nas 101 ﬁsﬂ-; does nut hamwmapmmm
mmﬁsmpﬂymaanﬂmdﬂalh&mrﬂmrr s s

Verily that the directory entry for this virtual machine cantains the required
IUCV authorization for connecting to the CP accounting system service (for
axampls, VGV *ACCOUNT).

3. Link to the accounting virtual machine's 191 disk by entering:
link Lo diskacnt 191 as 391 wr

When CP responds with ENTER WRITE PASSHORD: enter, for example, the
following:

WA

where wpass is the write password of the accounting vifual maching. The
accounting virflual machine’s 191 disk is now your 331 disk,

4, Access the 391 disk by antering.
dccess 341 x

It you racaiva a massage that says X' 391 'DEVICE ERAOR, you must format the
39 disk by antering:

farmal 391 x
CMS responds as follows:

FORMAT WILL ERASE ALL FILES O DISK ¥ (391).00 YOU WISH TO CONTINUE?
(YES M),

Answar yes and when CP responds with ENTER D15 LABEL, enter:
acnl

You can use any 1- to 6-character label name.
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5, Copy the file named DVM PROFILE from MAINT's 193 disk (we have
accassad the 153 disk as k) to the 3971 disk by enlaring:

capytile dvm pratile K prafile axec 2

Note: Tha DVM PROFILE is tha PROFILE EXEC for the accounting, symplom
record recording, and emor recording virtual machines. The RETRIEVE ﬂtlit].r,
which doss the IUCY connect 1o the "ACCOUNT a;rnlam servics, is hvnkm:l

: ﬁ’ﬂm thrs PHEJFIL;E EHE&

6. Heleass and detach the 391 disk by entering:
release x (det

7. If the accounting virtual machine is nof logged on, uss the XAUTOLOG
command to log on the accounting viriual machine automatically, To do this
for the DISKACNT user ID, anter:

xautelog diskacnt

8. You canuse the CP command QUERY RECORDING to ensure that
accounting is active, for example, by antering the following:

quary recording
Example 13-1 shows an example of the oufput.
Example 13-1 Query recording output

RECORDING — COUNT LMT USERID  COMMUMICATION
EREF ON Q0000000 002 EREP ACTIVE
ACCOUNT  ON  O0O0DLRE 030 DISEACHT ACTIWE
SYMPTOM ON  QD00000 Q02 OPERSYMP ACTIVE

13.4.3 Virtual machine resource usage - record type 01

Thera are a number of VM accounting records available, but for Linux guest CPU
consumplion data. we're primarily interested in record type 01. This record is
produced whenever a user logs off or whenever the ACNT command is entarad.

Among ather things the record contains information on the following:

Usar ID (Linux guest nama)

Mumber of seconds connected to CP

Milliseconcls of processor time used, including time for supervisor functions
Milliseconds of virtual CPU time used

Mumber of paga reads

Number of page writes

Mumber of requested virual 1'D stars for non-spooled 'O

¥ ¥ ¥F F ¥F ¥ ¥
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13.4.4 Processing accounting records

Onrar tima, the accounting virtual machine's A disk fills with accounting records,
CP sands a message o the primary system operator when the A disk is 75% full,
whian it is 90% full, and when it is comphately full. You can also kog on the
accounting virtual machine and check the disk yoursell, When the disk is full, you
must process some of the old records and erase some files to make room for
new onas.

The CMS Utility ACCOUNT can be used to process accounting reconds. Since
2V 4.1, the CMS utilities have been bundled into the base 2VM installation
and ara no longer a separate, chargeabla product.

Hi:ntn. quam GME Emnmarru‘am Ul!ﬂﬂjr Hﬂhmrrﬂu ﬁ:r mplm hlnrrriallm
about the ACCOUNT utility. = i

Exampla 13-2 from the ACCOUNT command illustrates that we can usa WM
accaunting to gather data on CPLU consumplion for all Linux guests running

under VM.

Example 13-2  Culpat from fhe VM ACCOUNT command

VM OSYSTEM USAGE OWER THE PERLCDH 07120 To mf1z2im ALL SHIFTS
ISERTD SES5  CONNECT RATIO  BEAL-CPU  WIRT-CPU 0BG READ PG WRITE 510

[UEOMSTH 1 Q0Ca3h Q094 000 00 1Y 0000 00 1O e 1084 JAREE
VHLTHUER 1 Q0CH44:50 00001 0596:31:23 0234:57:0] 1a6d4 Q581 107830
VHLIKU®E 1 Q007T0E:1a Q0663 0001:03:31 0000:43:40 230647 236045 19061
VMLTNUEC 1 Q0070214 00587 0001:12:23 0000:48:30 230075 256174 b I8
VMLIREE 1 Q00697230 Q030% 0002: 15:00 0001:5%4:22 621859 634902 2553131
VMLTNUES 1 Q0003147 00635 0000:02:59 0000:01:50 L0490 16233 2829
VMLTHUEA 1 Q007016 00453 0001:32:53 0001:08:39 ACAL] a03E2 240205

VHLIRES 1 QOo0iRl23] === Qo000 : 00 D000 : 00 0 0 a 1
VMLIKUEG 1 Q0CA63418 00562 O001:32:00 O0001:12:04 142006 230437  4BATHEZ
VHLIRIE S 4 Q00078235 O0B0s Q00007 40 0000:0h: 19 1! Tk M0
YHLTHIES 1 Q00020 =ss=s Qo000 : 00 0000 0000 ] AL I

VHLIHUES 1 Q00573223 00548 0001:02:44 0000:45:3% 13402 115050 704383
TOTALS 41 020AR0:20 00033 0615:45:31 OM42:50:15 1915303  MPeRoSE 10406017

13.4.5 Linux process accounting

Progesy aecounting 1s the method of recording and summarizing processas
executed on an individual Linux guest machina, Pracess aceounting collects
metrics such as the elapsed CPU time, average memory use, 110 informalion,
and the name of the usar who ran the process. The kernal will log process
accounting information after a procsss tarminates,
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H:i:ta I}apmmg ur:i the r:mdal:af mﬁd&méﬂmg Lmu: ﬁawam undéq' 'IM i‘t
might be sutficiant 10 use VM accounting to record CPU consumption at E
: gaaﬁst Em.ral rﬂths-rihﬂrt mrmrdmg at a prun&ss lmr-al ﬂia |rH:Inrn:h.lal Lmu: :

If you do require Linux process accounting, you should first install the acct rpm
package, if you are running SuSE, this package resides in the ap1 package
directory, with the filename acct.rpm.

Atter installing the rpm. you can edit /etcirc.config to enable accounting at Linux
oot time with the following command:

£ rpi ~1vh acct.rpm

The parameter o edil in /ete're.config is named START_ACCT, Make sure that it is
set as follows:

START_ACCT=yes

inpmﬂnt Hemeni:ertn Fiin me mm-ﬁig nmummd artenrnu r'raveqﬂed
H@‘r&cmﬂm.""

Ones the Linux system has baan rabooted, procass accounting will be started
automatically.

The Tastcomn command can ba usad to show the last commands that have baan
executed in & Linux system. Tha information displayed includes the command
namea, who ran the command, and the amount of CPU time consumed.

The sa command is a tool for summarizing and reporting on logged procass
accaunting data stored in the acct file. Refer to the sa man page for a complete
descriplion of the syntax available.

13.5 Disk space utilization

In the context of this redboolk, we aré running many Linux guest systems under
the VM oparating systeam. As such, each Linux guast will have a number of
minidisks. A simple approach to billing customers for the amount of disk space
they consumea would be to use axisting VM utilities to report on DASD space
utilization.

If the WM installation uses the User Directory (1.e., nat DIKMAINT], then wa can
use the CP utility DISKMAF to provide us with space utilization information for
Linux quasts.
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Example 13-3  Owdput from [NSKMAF

WOLUME  USERID CUU DEYTYPE  START ERD SIIE
] a 1 GAp
LI5328  LIMMNIZ 208 I3 000l 3da 03336

From this example we can see that the Linux gueast system LINMNT2 has 3338
cylimdars of DASD allocated 1o i,

If the VM installation is using tha Directory Maintenance (DIRMAINT) wtility, then
the systems programmer can issue the command:

dirm dirnap
This command will generate a report detailing the current DASD utiization an the
VM system. Example 13-4 illustrates the output that is generated:
Example 13-4 Oulput from DVAM DIRMAFP
FSER, DIRECT Map of Minidisks  14:38:05 20010712

Valser Type unerid  Addr Syshlfin - Start End Langth  Flags

LIUSRL 3390 0 o 1 Gap
L2000 491491 * 1 10 11X
L1000 Q200 * 101 on 0]
MONWRITE Q203 * 1101 3138 234

LISRE 3390 0 ] 1 Gap
LI2don Q201 * 1 00 JiHx)
WINMRITE (200 * o0l 3130 334

13.6 Network bandwidth usage

Thera are two oplions for aftributing bandwidth consumption to individual Linux
guests in a VM environmenl. You can either use the SNMP server thatl is
provided as part of VM's TCP/P stack, or you can use SNMP services provided
within Linuz, Inoour cass, we've chosen o focus on SNMP services within a Linu
environment. For detailed information on configuring an SNMP virtual machine
under VM's TCPIIP stack, refer to 2 VM TCPAP Planning and Cusfomizatian,
SC24-5081,
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13.6.1 An introduction to SNMP

Simple Metwork Management Protocol (SNMF) is an application-layer protocol
that facilitates the exchange of management information between natwark
devices. It is part of tha TCP/IP protocol suite. There are two standard levels of
SHNMP: SNMPv1 and SNMPv2, Thare is a third version of SNMP SNMPv3, but
acceplance of lis as a standard is still pending.

The two primary components of an SNMF implementation are the SNMP agent
and the Network Management Application. it is a client server anchitecture where
tha SNMP agent is the servar and tha SNMP manager is the client.

An agent is a software component that resides on a managed device and collects
managamant information. A managed device could be a UPS, a router, a sarver,
or ane of a multitude of other device fypes. In our context, & managed device will
be one or mare Linux guest machines. The Network Management application
can manitor and confrol devices on which an SNMP agent is running.

Thé three commands that are most commaonly usad in SNMP communications
are read, write, and trap; they have the following characlerisfics:

Read This command is used by the network managament application
to query SNMP agents for management mfarmation.

Write This command is used by the network management application
to modify variables maintained by the SNMP agent.

Trap Thig command is used by SNMP agaents to sand alers o

network management applications when defned thresholds are
met, or specific events ocour.

The collection of management information that an agent is responsiole for is
called the Management Information Base (MIB). MIBs are organized
hierarchically in a tres structure and are comprised of managed objects,
Managed objects are the leal nodes of the MIB tras.

SNMP is typically used to gauge network performance, find and reschve network
problems, and plan for network growth, However, you can also use SNMP 1o
monitor vendor-specitic hardware such as the cument load on a UPS. the CPU



Hi:ta Ala‘wum the HFM pad{a;ga is Emlad u-:ummp tha pmpct has nuw
been renamed to Net-GNMP. :

UCO-5NMF includes various SNMF tools: an extensible agent, an SNMF Borary,
taols for requesting or setting information from SHMP agents, tools for generating
and handling SNMP traps, a version of the netstat command which uses SNMF,
and a Tk/Perl MIB browser. You will probably also want to install the
ucd-snmp-utils packages, which containg UCD-SNMP utilities.

Hﬁtl: Tﬁa Itl.ﬂumrrg.amm-pla ﬂliﬁiﬂtﬁ hlﬂr wa mt.alad anc?cmhﬁur&di .
~BNMP usnga SUSE system, with UCD-SNMP 4.2.1. The m&ps iy diffar i
~¥OU are runaing aiﬂf&mﬂ I_n'mn I:Estrimhm of if ;,n:lu ansl nl'lnlngﬂ difﬂrﬂnt

h'nral i:li LICD-ENMF'

To install the UCD-SHMP package, entar the following command:
# rpm =ivh fsusefcdl/n2 fucdsomp. rpe

Once the package is installed, an example configuration file can be found in
fusrishare'docpackages/ucdsnmp/EXAMPLE .conf. Copy the EXAMPLE conf fils
ta tha fetc directory as follows:

# cp fusrishare/doc/packages fucdsnnp/ EXANPLE .conf /etc/ucdsmmpd.canf

13.6.3 SNMP configuration

We now want to configure SNMP for our local environment by editing the
ratefucdsnmp.cont file, Example 13-5 shaws the simpls modifications we mada fo

tha file:

Example 13-5 Changes fo selcticdsmmo, conf

L sec.nane  soupce commni ty
can?sec local localhost lecalitsg
com@sec mynelwork 9.0.0,0/8 itso

As shown, we sat the community name {which is synonymous with a password)
o Tocal1tso, norder to access the SNMP data from our local system. If we had
wanted to access this maching's SMMP data from another maching in the
network (lmited to users with an [P address of 3.x.5.x), we would've used the
password 1tso.

These modifications will be enough to get SNMP working in yvour enviranment;
haowever, you should spend some time reviewing the configuration file fo ensure
you have the correct parametars sat for your installation
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Mow we edited the file fetc/rc.d'snmpd. We wanted to change the startup
command sa that the SNMP dasmon uses our /slc/ucdsnmpd.conf as the
configuration file.

Theratora, we changed the following lina:

startproc Suse/shin/sompd =f || return=trc_failed

to read:

startproc Suse/shinfsmpd -fletc/ucdsenpd.canf || return=$rc_failed
Finally, badora starting the SNMFP servicas, we edited /etc/rc.config by changing
tha following line:

START SHMED=" fig®

ta read:
START SHMPD='yes®

As a rasult, the SNMP daemon will start automafically from now on whan Linux is
bootad, Howaver, it is nat actually running yat.

Note: Ahws ramﬂnﬂ:rarfu ro- run EuEEmnﬁg aﬁar rnakng m[.r dmngas fﬂ
Ht;-‘mﬁmmg. ==

W were now ready to start SNMP senvices manually by using this command:
# rosnnpd start
To tast our SNMP mplemantation, we usad the snmpget command. This

command quarias SNMP agents on specified hosts for one or more OID values.
The syntax is as follows:

siipget HIST COMMUMLTY OID

Try the following command and vou should get a similar responss:
£ sompget lecalbost Tecalitse J1,3.6,1.2,1.1.1.0
systam, syslescrad = Lingg tuxd9d 2.2, 06 #1 SMP Wed How 8 10:57:03 GHT 2000 s300

The OID 1.3.6.1.2.1.1.1 maps to the systemn dascription. To see all of the
available objects in our tree, we used the snmpwalk command, This command
queries an entire treg, instead of individual OI0s.

The basic syntax is the same as snmpget (although the two commands have
several differant options):

£ snmpwalk localhost public .1
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13.6.6 MRTG installation and customization

i you are using SuSE, you can gat tha MRTG package from the n1 packageas
directory, filename mrtg.rpm

To install the MATG package, enter the following command:

£ rpm -ivh mrtg. rpm
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In qur example, we craated a configuration file to monitor the network traffic on

the localhost and provide us with CPU statistics. We first used the cfomaker ool
ta craate the configuration file:

# cfgnaker localitscdlocalhost = fetofmrtg.conf

The cfgmaker program will discover the network interfaces that are defined fo

your Linux quest, and wrile this information (along with appropriata HTML tags)
inta the configuration file. In our example, the Linux guest has an OSA-Exprass
Fast Ethernat inferfaca,

Note: We encountered problems when MATG tried to discover interface:
~information for virtual CTC or IUCY davices. Referto 13.6.8. WMRTG reparting
for ViFual CTC o LUCV devices” on page 314 for 3 discussion of the extra

steps needed lo gat bandwidth reporting ta function using these devices,

Example 13-6 Ethemet interface as dafined in fatcimity.conf

larget [Tocalhost 3]: 3:local itsollocalhast:
SetEnv [ localhos L_3] 1 HRTE_[HT_[F‘="9 26730 HRTE_[I"IT_EIESCR='ELhIJ"
MaxBytes [localhast_3]: 1250000
Title[lacalhost_3]: Traffic Amalysis for 3 -- wmlinue?
PageToplocalkhest_3]: <HI=Traffic Analysis for 3 == wmlinus?</Hl=
=TABLE=>
=R« Tl=5ys tomz < Tl <TOevml inux? Guest Machines!TD=</TR>
=TH=<Tl=Haintainer:</T0> <TleLCR <Caral Tnedjavadog., orp</ Tle</TRs
<TR=<TO=lescription:</Tle<Tleethd </TD></Th=
TR Tl fTypes </ O <TheethernetCsnacd (6] </ Tl=</ TR
TR Tl A Fame 2 TO= o [l T TR
=Tf=<T0=Mox Speed;=/Th> <Tl=1250.0 kBytes/s=/T0=</Th=
2TR==T0=1p:=/T0= <TOe9. 126,73 [vnl inus?, i Eso. ibm, com)=/T0=</Th=
< TARLE=

We now neaded 1o edit the newly created mrig.coni file. At the fop of the file, we
added an antry for the working directory where MATG will place the HTML and
PNG files. Bacause we wara using Apache as the Web server in our exampla,
we elected o use a subdirectory called mrtg off the default Apache
DocumentRoot. We added the following WorkDir entry in the file fete/mrtg.conf:

WorkDit: Jusr/Tocalfhttpd/htdocs mrig

Batara running MRTG, we also decidad to add some additional CPU reparting
dafinitions into the fete’'mrig.conf file. This is an exampla of the extra reporting
that can be achieved using SNMP—we are not limited to simply network
statistics; instead CPU, mamary, disk and many other rasource maasuremants
are available
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Example 13-7 CPU reporting definitions i fete/mrtg,conf

LoadMIBe: Jusr/share/snmp/mi b/ UCD-5HMP-HIE, txT
Target [localhost, cpu] s ssCpuRaslbser. DassCpufanldle. 0 Tocal 1 tseBlocalhast
Routerlptime [ localhast.epu] @ localitso@localbost
MaxEytes[localhast.cpu]: 100
Title[1ocalhast.cpu]: CPU LOAD
PageTop[localhost.cpu] : <Hl=lser CPU Load %</H]=
Unscaled[lTocalhast,cpu] : ymd
ShartLegend [ Tocalhest.cpu] :
YLegend [ localkest.cpu] s CPU UETTization

Legendl [Tocalhest.cpu]: User M) in % [Load)
Legend? [localhest.cpu]: Tdle CPAU dn % [Load)
Legend3[Tocalhost.cou) :

Legendd[localbost .cpu] :

Legendl [Tocalbest.cpu]:  User
Legendd[lacalkost.cpu] :  I1dle
dptions[localboest.cpu]:  nopercent

LoadMTBs: fust/share/snmp/mi bs/UCD-SHNP-MIE. txt

Target [Tocalhost, usrsys] sssCpulanlser, DhssCpuRawsysten.0: Tocalitsodlocal host
Routerilptime| Tocalhost,usrsys]: Tocalitsodlocalhost
MaxBytes[localhost usrsys]: 100

lMtle[localhost.usrsys] - CHI LDAD

PageTop[localhost . usrsys] s <HI=CHAI (user and system) Load he/Hls
Unscaled[localhast.usrsys]: ynwd

ShortLegend[localhost. usrsys]: &

fLegend [Tacalbost.usrsys] s CPU UtdTization

Legendl [Tocalkost.usrays] : User CPU in &% {Load)
Legend? [ Tocalbost. usrays] s System CPU in & (Load)
Legend3[Tocalbost . usrays]

Legendd[localhost . usreys]

Legend [localhost . usrsys]:  User

Legend®[1ocalbost.usrsys] = System

dptions[localbest.usrays] =  nopercent

LoadMIBs; Jusre/share/somp/mf b UC0-5HMP-HIE, txt

Targel [localhost, cpusun] s ssCpufastlser, MhssCpuRawlser. d: Tocal i tsoflocalbost +
ssCpuftawsysten, OkssCpulawsys tem. 0z local itso@lacalhost [+
ssCpulawlice, DEssCpubasflice. D2 local itsedlocalhost
MaxBytes|localhost, cpusum]: 100

Title[localhost.cpusum] : CFU LOAD
Fagelop[localbest.cpusum] : <HI=hctive CPU Laad %</H1=
Unscaled[localhast, cpusum] @ ymisd
ShartLagend[localhost.cpusun] 2 %
YLagend[localbost.cpusun] = CPU Utdlization

Legend] [Tacalkost.cpusum] = Active CPU in % {Load)
Legend? [1acalbost.cpusun] -

Legendi[1ocalbhost. cpusun] =
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Legendd[1ocalhost .cpusum] =

Legend [ [Tocalbest.cpusum]:  Active
Legend [ Tocalbest cpusun] 2
dptions[localkbest.cpusun]: nopercent

13.6.7 MRTG reporting

We wara now ready to run MRTG. In your case, you should first run such a tool
manually, and then, when you're happy with the reporiing, you can use cron to

automate the recording. The first couple of times MATG is run, it givas waming
massages such as those shown in Example 13-8. These messages are normal
and can be sately ignored.

Example 13-8 Waming meszages whan first unning METE

Rateup WARMING: Jusr/bin/Srateup could nob read the primery leg file for fux390.au.ibm.com
Bateup WARNING: Sfuse/bin/Sratesp The backup log File for tuxd90,au. ibm.con was invalid as well
Rateup WARMING: fuse/bin/Srateup Can't remove tux3%0.au, ibm,com.old updating log file

Rateup WARNING: fust/bin/frateup Can't rename tux3%).aw, ibm,com. Tog to tux380.au. ibm.com,old
updating log file

Rateup WARNING: fusr/bin/Srateup could not read the primary log file for lTocalhest.d

Rateup WARMING: fuse/bin/frateup The backup log Tile Tor localhost.d was iavalid as well
Hateup WARNING: fuse/bin/frateup Can't remove localhest.d.old updating lag file

Rateup WARMING: Jusr/bin/Srateup Can't rename localhest.l.log Lo Tocalkest.d.eld updating 1oy
file

MATG must be run regulary to caplure SNMP statistics, with the recormmended
interval being every 5 minules. You can update the fetc/crontab file to automate
the running of MATG, as shown in Example 13-9:

Example 13-9  An selotrontab defintlon b run MATS avtomabically every § minules

5 i - * i raot  Susr/bin/mrtg Setofmrtg,conf = Sdev/null 7=&]

Using our example, we now saw a number of HTML pages populating the
directory fustlocalhttpdhitdocsmrty.

An axample of one of the pages MHTG genaratas is shown in Figura 13-1 on
page 313;
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In this example, we ran indexmaker against our MRTG configuration file, telling it
to write the newly created index_himl file lo the MATG HTML direciory.

An axampla of tha index himl paga is shown in Figure 13-2 an page 314.
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connections with 2 VM TCP/IP stack.

We found that the MRTG program ¢ famaker does not correcily recognize Virtual
CTC er IUCY devices as their iSpeed value in the MIB tree is set to 0. To gat
around this, wa manually added a speed value into tha MIB tres by adding a
paramater mto /etc/ucdsnmpd_cont as folows:

interface interface_nane interface_type speed_in_bits/sec
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Example 13-10 Changes to selciicdsampd.conf far (UCY or CTC devices

intarface ebed 111 10000000
[nterface Tucwd 1101 1000000

In this example, we specified a maximum speed of 10Mbps. The 111 refers fo
the interface as a “Stack-to-Stack” device. For a complete listing of all available
interacs types, we relerrad (o the fike fusr’shara/snmpdmibs/ AMAI Type-MIB. ba

Hutu' The spe-acl 'I-I'EJI.EE‘IQH macr!‘r ml nut aﬁentihaaﬂhm spaﬂd ﬂl ﬂiﬁh
d-wlnﬂ. It will onby alter the scaling of the I.l'IF[TE graphs. You may need tr:@ a!tnr
this spaad \raduﬁ to wﬂ ~,r::.uar ﬁﬂ'ﬁl‘ﬂl‘lmm la enaur-e ma -:raph m&ﬁnq Js
: rrtammgﬁ.ﬂ ==

With thase changes in place, wa recycled tha SNMP dasmon as follows:

# rosnnpd restart

At the level of SUSE we were running at time of writing (SUSE 7.2 beta, kemnel
2.2.19), we lound that adding a speed valug in the MIB tree for the Virtual CTC or
IUCY davicas was not encugh fo get bandwidth information. The CTC and IUCY

drivers at that level did not perorm the necessary byte recording.

To resolve this Issue, we made patchas to both the CTC and IUCY drivers for the
2.2.19 laval of the Linux kamal. These patches ara in the file
che-ivcy-bytastal palch and can be downloaded from:

Fip: S s, redbaoks . Thm. con/redbooks /56246799
Ensura that you have the source coda for the 2.2.19 Karnel in fusrsrelinux (this
patch was only tesfed at 2.2.19). Copy the patch that you've downloaded from
the Internat to the directory Jusrsralinu'drivera/s390inel’. You should see

(among others) the files cte.c and netiucve These ara the source filas for the
CTC and IUCY drivers, To apply the patch from the shall, type:

f patch «b <1 cto-fucv=bytestat,patch

‘fou should sae the oulput:

patching file cto.c
patching file metiucy.c

If thera ara no ermors listed, the module source code 15 now patched, Now
compile the modulas, To do this, go to the /usrsrelinux diractory.
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Compila the module support info binaries by typing:
£ make madules

Once this has finished, type:
£ make modules_fnstall

Thig will install the modules into thair runtims direclories.

You can now use the modules; refer fo Linux for 5330 Device Drivars and
Instaftalion Commancds for information on module syntax. You should now have
accurate byte recording for the Vifual CTC and IUCV devicas.

13.6.9 Monitoring multiple Linux guests

So far we've oullined how to sst up SNMP and MBTG for a single Linux guest,
However, as previously mentioned, in the context of this redbook we ran multiple
Linux guest systems, s0 now we describe how to add mare Linux guests info the
MRATG reparting model.
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To add more Linux guests into the MHTG reporting modal, you first need to sef
up UCD-SNMP an ary additional Linux guests that you wish to manitor. If you
have establishad UCD-SNMP on a master Linux system that you use for cloning,
than na further installation or configuration raquiremeants may be necessary.
Howeaver, if you do not use a cloning technique, then you have to set up
UCO-SNMP according to the guidelines in this chapter,

Once the Linux systems that you wish to monitor have SNMP running, you can
than run the MATG cfomaker utility to snmpwalk their MIB free. This will
determing what network interacas they are using.

The syntax of cigmaxeris as follows:

clognaker comunity_naneBhost_name > config_file_name

Hun it against another Linux quest, as follows:

§ clgmaker iLsofvmlinus?,itso. ibmocom = mrtg.conf. vl inux?2

Mow edit tha mrtg.conf.ymlinux2 file, extracting the necessary interface
informeation and adding it 1o yvour existing fetcimrg.conf file.

In our exampls, we added the definitions shown in Example 13-11 to the
fete'mrtg.cont fila:

Example 13-11 Intarface information gathered from walking vminux2's MIE tree

larget [vml inuxz. itso, ibn.com 4] : 4;itso@ml inue?. itso, T, con:
Seceny [vml Tnux2. 050, ibn.con 4]: MRTG [NT [P="9,12.6.99" MRTG INT DESCR="eChl"
MaxBytes [vmlinux?. iCso. fbm.com 4]: 1250400
Title[vmlinusZ.itso.ibm.com 4] Traffic Analysis for -- vmlinu?
PageTop[vml inux2, itso.ibm.com 4] : <Hi=Traffic Analysis for -- wmlinuxd</H1=
=[RHLE=
<R TO=5y 4 tems < T <Thevml Trus? Suwest machine.</Th=</Th=
=TR=<Tl=Haintainer:</T0> <T0=5EN <simonB4?, orge</T0=</Th=
TR=<TI=0escription: </ The<Tl=ethl </T0=</Th=
TR T FTypesef Tl <TleetharnetComacd (6)</Th></ TR»
TR Tl 1 fHame 2o TlEe [l f Tl2ec ) TR
=[R=<Tl-Hax Speed:</Th= =T0=1250.0 kBytes s</Tl=</Th=>
<[R==Tle [ pa </ T <Tl=d.12.6.9% (wnlinux?, itso, 1bm, com)</Tl=</Th=
= THELE>

Figure 13-3 on page 318 shows an example of an MHTG Web page reportng on
natwork traffic for four Linux guest systems,
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Following is an fetc/crontab datinition to run mrtg_total automatically once a day:
00 * * * root  fusrflecal/binfmrtg total.pl Jetc/mrtg.conf

We were now ready 1o edit the MRTG configuration file to add extra paramelers
for sach network inferface so that the metg_total scripi will generate cumulative
traffic information about each interface.

Using one of the inlarfaces from our previous example, we added the lines in
italics 1o the feta/mrg.cont file; see Exampls 13-12 on page 320,
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Example 13-12 Added paramaiers fo molvde cumoulaive iaffic information about each intearfacs

##¢ Interface 3 > Descr: 'ethD' | Mame: '' | Ip: "9.12,6.73" | Eth: '00-08-29-6e-ch-ce' #ok
Target [localhost_3]: 3:local 1tsoBlocalhost:
f=Flatal [Tocalhost 3] Traffic Totols for 9.12.6.53

§-#Tokol-tnit[locolhost 3] o
#-#Tokal-Ratio[localhost 37 pes
SetEny[localhost 3]: MATE_INT [P="9,12,6.73" MRTG_INT DESCR="ethd"
MaxBytes[localhost 3]z 1250000
lMtle[lacalhost 3] Traffic dmalysis for 3 == wmlimuxd
PageTop[localkest 3): <Hi=Traffic Analysie for 3 == wmlinuxf</Hl>
=TAHLE=>
<TR=<Tl=5y 5 beams </ Tl <Thevml inus? Guwest maching.</Th=</Th=
<TR=<T0=Maintainar:</Th= <T0=SEN <5imonfdZ, orges) T/ TR
TR TOescrption ;<) Toe<Thegthd ) The/ The
2 H=s =1 fTypese/T0= <[l=ethernetConacd (6] T0=</TR>
TR TO 1 Fame 2 < T 2 o f TO) THe
2[H=<ll=Hax Speed:</Tl= <T0=1250.0 kBytes/s</Tl=</TH=
sTh=<T0=1pe=/T0= <The9.12.6.73 (vmlinux?. i tso. ibm. com) </ T0</Th=

We would add additional lines, with ralevant labels and comments, for each
device wa ara reporting on in the MATG configuration file.

The graphs generated by the mrig_total script reside in the same directory as all
tha other MRTG HTML files. Figura 13-4 on page 321 and Figura 13-5 an

page 322 are two examplas of raffic reporting by day and by manth for ona of
our OSA-Express Fast Ethemaet cards (as you can see, this was a tes! system
and the traffic was only heavy for a short period),
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btep: S/ proowsl ads . sourceforge. net fnetcaintplug/netsaint-plugins-L. 2. 9-4. tar.gz
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Bafora starting the compilation, we needad 1o create a NetSaint group and user
I to be used for file cwnership. The following twe commands illustrate how to do
this:

# groupadd netsntg
# useradd netsaint -g metsntg
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¥e wera now ready to run the configuration script to mitialize vanables and
create the makefile.

# feonfigure -=prefisfusrMocal/netsaint  =<With-cilurl={cqi=bin/netsalnt |
==with=htmurl=/natsaint --witk-netsaint-usar=netsaint %

--with-netsaint-grp=netsnty --with-gd-1ib=/usrlocal/Tiby' 4
=<l th=gd=1tc=/usrTocal MincTudal

Whin that complated succasstully, a makedile had bean built and we ware ready
o compile NetSaint core code and tha CGls:
§ make all

After that completed successfully, we installed the binanes, decumentation, and
sample HTML files:

f make install
We created and installed sampla configuration files using the fallawing
commands:

# pake config

# nake install-config
We neadad fo change directory to the plugins install dirsctory, and mn the
configuration scrpl for the NetSaint pluging, as follows:

# od [home/netsaint/netsaint-plugins-1.2.9-4
£ Jleonfigure =-prefig=fusr/Tocal/netsaint --with-netsaint-user=-netsaing
==ii Ch=netsal nt=graup=netinty ==with=cgiurl=/cgi=bin/netsaint

After that completed succassfully, we compilad the pluging with the falawing
command:

£ make all

Finally, we installed the binaries to the directory fusrflocalinetsaint/ibexac/ as
foalkows:

£ nake install

13.7.3 Configuring the Web interface

The next step is to configure the Web interface so thal you can access NetSaint
status pages and run the NetSaint GGl programs from your Web browser.
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Hi:ta Ih& Ian:wnng a&ﬂmu makaa H‘i& mnwmn lhal yﬂu am nﬂnmg:
Apache as your Web server. :

We edited our Apache configuration file {by default, this usually resides in a file
called /etchitpdhtipd.conf).

We addad tha fallowing lne (in our example, we addad it at the bottom of the file):

Alias Mmetsaintd Susvflocalfnetsaint/sharaf

Mext we neaded o craate an alias for the NetSaint CGls:
ScriptAlias Jogi-binfnetsaint) Jusvy/local/netsaintfshin/

hq:atlhnt: The Ecripmllas definition must {JIH‘EJH the tlahui't .ﬁq:ra:aha c-g bin
Soripiflias eniry inhe hilpd.contile. : :

Mow wa restarted the Apache Wab server; if running SuSE, this can be done as
follows

£ reapache restart

You shoukd now be able 1o go 1o the NetSaint Web interface by painting your Web
browser at the following URL:

http:/ fwhatever_your_hostname_1s/metsaint

You should be greeted with the screan shown in Figure 13-6 on page 327
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<[irectory fusr/local/netsaint/sbin=
AllewOverride Authlonfig

order al low deny

allow from all

Dptions ExeoCGl

= Drectory=

Nirectary fusrflocal fnetsaint/share=
Allowdverride AuthConfig
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ordar allaw,deny
allow from all
=/Directory=

At this point we'va only fold Apacha that access to the NetSamt CGI's and HTML
files requires autharzation. We now needed 1o define the users that are
authorized 1o accass those files using the Apache htpasswd program. The
command syniax is as follows:

# htpasswil =c Susv/lacal fnetsaintfete htpasswd. users netsaintadnin

This will create a file called hipasswd.usars, with the first user |0 being
netsaintadmin. The htpasswd program will prompt you for a password for that
user ID). To create additional users, use the following command:

# htpasswd JusrSlocal fnetsaint/etc/hipasswd. ISers <usernane

We now neaded to craate a file called htaccess (ves, that is a perod at the front
of the file name). A copy of the file must reside in two locations:
fusrflocalnetsaint/sbin, and fusrlocalinetsaint/share. The contants of the file
shaukd be as follows:

futhName "NetSaint Access

AuthType Rasic

Authlserfile fusr/local/netsaint/etc/htpasswd. users
require valid-user

Finally we nesdad to maks some modifications 1o the GGl configuration fils
fusrfiocalnatsaint/elenescgi.conl,

The following changes were made for our configuration:

use_authentication=1
authorized for system information=*
autharized_Tor_canfiguratlon_TnTomatlan=*
autharizad_for_system_commands=*
autharized_for_all_services=*
autharized for all _hasis=*
authorized_for_all_service_commands=*
autharized for all kost comands=*

The use_authentication=1 parameter enables authorization checking. The
authorized for parameters all have a value of asterisk (*). This maans that any
user who has successfully been authenticated by Apache will have access to
thase CGls.
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We start by opening the file /usrlocalinetsaintetehosts.clg in an editor.

Host definitions
W first nead 1o discuss the host delinition section. The syntax of thal saction Is
shown in Example 13-14;

Example 13-14 Host definiions syrfax

host [<host_names]=<host aliass:zaddresss:<parent hests=:<hest check command=:
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wnax_attempts>;enotification_interval>;<notification_periods;
cotify_recovery= penatify_down=;<noti fy_unreachables,
=gvent handler=

Exampla 13-15 shows our coding:
Example 13-15 Hos! definifions

host|Gh=-router] =65 W 3.1 Router;9, 165,122,219, ; check-router-alive; 2060 2457, 1, 1;1;
host [tux3s0]=Lux390 VN Guast 9,185,122, 217 sib-router check-host-aliva  10; 120; 246731131,

The (35-router is actually a VM TCF/|F stack on a z'VM LFAR running on a 3672
G5 processor, The tux3d80 host is a Linu VM guest connectad to the VM TCPIP
stack via Virtual CTC links.

In tha host defnition for the Ga-routar, we say that wa want to run the
check-routar-alive command against this machine. The check-router-alive
command is defined in the file fusnlocalnatsaint/eto/commands cfg. It sends a
single ICMF ping to the defined maching every 60 sacands.

To changs the chacking interval from 60 seconds to anather value, you must
change the interval_length paramater; this is sat in the netsaint.cfg file. If thera is
1007 packet loss, or if the round trip average is 5000ms (5 seconds) or langar,
an error is flagged. Thase settings are can be configured in the commands.cig
fil.

Hi:tr Fwaﬂmplah 'IhEGI'H:I'IH:Ilﬂ of alttha as.rmlﬂ:lh mnﬁmrﬁm t:ipmn&
rafar ke N-ntSami ﬂn-eunwntallm : :

Similar definitions wera baen made for the twxdB0 host, Naote, howevear, that we
defined the GS-router as the parent host of the tue3S0 machine. This is
particularly usetul whan we use the status map and 3-D status map CGls,

bacause we can easily see the relationship between difierent machines in our
network.

Host groups

Meaxt, we need Lo review the host groups section. As the namea implias, this allows
us to group togather ana or mare hosts for the purposes of notifying support staft
whien an outage is detected,

The syntax for this section is:

hos tgraup [<group_name>|=<group_alias=;<contact_groups=;<hostss
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In qur example, we coded the following:

kostaroup[G5Panouirs] =A1T Linue Guests wnder WM oa 65511 nuy-admine; tus390
hostgrovplrouters] =A11 routers;linus-adning; iLso-router WP2000-router, 55-router

Mote that we only defined the lux390 host under the GEPenguins group; if we
had mora Linux guests undar this VM systam, then we would add their names
hara,

Command configuration

The command configuration section can be used to define tha funclions you wish
ta run when an axception occurs. For example, we chose 1o use the datault
g-mail notification, which notifies the dafined user whenever a problem is
datected:

Example 13-16 Send an s-mail whan an axcaption is dolectad

command [nabify-by-email] =/binfecha -e "#*&%* NetSaint 0,006 *****\nhnlalification Type:
SROTTFTCATTONTYPES \n'mService: SSERVICEDESCY\nHost: SHOSTALTAS\ndddress: HOSTADDRESSSnStata:
SSERVICESTATES\n'\nDate/Time: SDATETIMES\n\nAdditional Infoc\n\ndOUTPUTE' | /bin/mail -5 '+*
SHOTIFLICATIONTYPES alert - SHOSTALLASS/$SERVICEDESCY 15 $SERVICESTATES **' SCONTACTEMAILS

Contact configuration

The contact section defines wha to contact with the notification that an outage
has accurred. We defined the netsaintusar as the recipient of all contact

Messages,
Example 13-17 Contact sectlon

contact[netsaintuser] =Hetsaintlser; 24u7 ;240751215121 a1 onot i fy-by-emai 1, noti fy-by-epagershost-
nokify-hy-email  host-nolify-by-epager; raol

When there is a problem, the netsaintuser will be notified via e-mail, and also via
a pager message sent through an e-mail pagear gateway.

Service configuration

MNatSaint not only monitors the availability of whola host machines, but it can also
monitor individual servicas running within a machine, For example, we can defme
servicas 1o be monitored such as POP3, HTTP, and DNS. Natsaint will check that
thase services are indeed active on a8 machina.

The syntax of the service sections 15 shawn in Example 13-18:

Example 13-18 Senice section

seryice[<host>] =adescription=j<volatile=y<check_pariods;<myx_attemplss;
<chack_interval>p<retry_interval=j<notification_group>;
anebification_interval=;<notification period=;<notify_recovery;
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enotify_critical>;<nofify_warning>;<event_handar>;<check_comand=

For the Gh-router, we defined the fallowing service definition:
Example 13-18 Girower senvice defimbion

seryice[6a-router] =PING;0; 247 ;3;5; 1 Tim-admins ; 2403247 ; 1; 1;0; jcheck_ping

Becausa this machine was simply acting as a router to our Linux guest, all wa
neaded to do was ping the machine regularly to venty that it was sl up. For our
tux380 host, we added several more sarvice definiions, as follows:

Example 13-20 ux3) host sanvics definibion

service [ tux3a0] =PING;0; 2057 3;5: 15 1 inux-adning ;2402457 1;1;0; scheck_ping
seryice[tux390] <HTTP; 02007 ;33 2: 13 1 inux-admins ;24024573 1;1;1; ;check_http
seryice [ tun390] =0NS;0; 2407 53225151 nux-adming; 290; 24x7:1;1:1; scheck_dns

Along with regular pings to check machine availability, we also checked that the
Web server and DNS were running.

The final step to completa before running MetSaint is to edi the nscgi.conf fils, In
our case, we wanled o add definitions for site-apecile graphics and anable
MatSaint process checking by making the following additions:

Example 13-21 Changes fo nscgi.conf file

hos texCinfo[fus3o0] =/serverinfo/ tux 390, hinl jbluetue, it bluetux, Jpg;bluetu, gd2 ) Linus 359405
hos Lex b inFo[85-router] =/ serverinfo/ g5, hinl s651con. i FiGhicon. jpg ;651 con. gd2 Systam 390 G5;

netsaint_check_command={usr/1acal fmetsaint/1ibexec/check netsaint 4
FusrfTacal /netsaint/var/status, Jog & "use/Tocal fnetsaint/bin/netsaint” funcoment this Tine

We addad graphics (aif, jpg and gd? files) so that the various scraens available
in the NetSaint Web interface will display our unique icons.

Hi:ntm ‘ﬁ:m mad 1 mﬂammgﬂmmﬁmﬂ Tcn:re-am ngﬂI&a !.I"I:Ill mri
ELE-Eﬂ'IE‘LIﬂI’[]FpI‘H_:ﬂ-EIﬂEE Hl]‘lld‘l Epﬂﬁﬂiﬂiﬂﬁﬂpﬁﬂk&gﬂ : :
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13.7.6 Starting and stopping NetSaint

Hi:nh: Haiar !ﬂ the Haiﬁamt duf.‘:urmrbta:lmn far aﬁurru:lfaaia daﬁmpﬂun ::-t' ﬂ
ﬂmlms mrallatrbu fm‘ manlng smppiag Emd mstarﬂng Matsmm_ ===

There are four methods of starting NetSaint: manually from a shell in the
foreground; manually fram a shall, but running NetSaint as a background task:
manually as a Daeman; or automatically, as the Linux system boots.

Whils initial testing is carried out, we recommend that you manually run NetSaint
as a fereground task. When you're comfortable that everything is configured
correctly, you can automate NetSaint to start at boot time with the following
aonmand:

JusefTocal fnelsaint/bin/netsaint fuseflocal fnetsaint/ele/netsaint.cfy

To stop NetSaint when running in foreground mode, simply press <CTRL-C>to
get out of the program, Refer ta MNetSaint documantation for ather mathods,

13.7.7 Using NetSaint

Once you have completad the configuration, you're ready to start NetSaint. Go to
tha main Web page to begin verifying that i is indeed working as you axpact

Type in the valid URL fram your Wb browser (it should be somathing like the
following:

http:/Syour_kostname/netsaint

You'll ba prompted for a valid user |0 and password; i you followed the example
in this chapter, the user [D should be netsaintadmin. You will then be greated by
the Wab page as displayed in 13.7.3, “Configuring the Web nterface” on

page 325,

To varily that your configuration definitions are succassiul, select tha option
Status Summary. Using that screen, as shown in Figure 13-8 on page 334, you
can then drill down 1o individual servers,
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ramwnands using a VAML plugin such as Cortona, Cosmo Player or
WorldView,

Figure 13-9 on page 335 and Figurs 13-10 on page 336 show examples of these
CGls.
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dawn further, thus pinpointing exactly what the problem | |a

In Figure 13-11 on page 337, we can s2e that the Linux guest vmlinux1 is
currently down:
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dis0 examinad |usl & rew Or e many ways in wnicn organzarcns can maoniwar
thair Linux systams.

Comprehensive monitoring can be done very cheaply through many, very
professional, Open Socurce packages. And as the popularity of Linux grows, more
and more tools are becoming available every month. Thase tools are being
writlan bath by the open source community and by an ever-incraasing number of
software vendors, such as Tivoli,
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Undoubtadly the methods and sophistication of accounting for Linux resource
congurnplion will continue to mature, as we have sesn on other platforms,

338  Linux an 1BM i@ server 23aries and 50390 ISPYASP Solufions



Web application servers

One of the most significant developmants to appear recently in the software
world is the Wab application servar. Althaugh technically “application server” is a
ganaric tarm, in common usage it refars to a sarvar that mplements tha Java 2
Enterprise Edition (J2EE) standard. Some Java application senvars includs [BM
WebSphare Application Server, BEA WablLogic, Lutrs Enhydra, and Tomeat and
Haszin from the Apache Project.

Properly deploying WebSphere Application Server or any other application
server is a very complex undarlaking with many key decision points that are
dependant on the particulars of aach application. Fully explonng such a
daploymant is bayond the scopa of this book.

There are issues with WebSphere Application Server (and other application
sarvers) that raquire special consideration in the Linux for z5eries and 5/320
anviranment. In this chapter, we discuss some of these issues and provide
possible solutions.
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14,1 WebSphere issues

In order for you to affectively deploy WaebSphera on Linux for zSeries and 5/390,
we nead to explain how WebSphare workloads ditfer from the other workloads
we've discussed. Thess differences have a major effact on your deployment
options and the relative merits of those options.

14.1.1 Java Virtual Machine (JVM)

As an implementation of the J2EE standard, WebSphere is based complataly on
Java technology. This means that all of WabSphers (both intemal and application
companants) runs in a Java Virlual Maching (JVM). In some seansa, the JVM can
be viewed as its own small viriual server, which emulates a sort of system with a
limited sat of mstructions and functions. Compiled Java byte-code is execuled by
tha JVM, which runs as a process undar tha hast oparating system.

Some implementations of the JVM include Just-In-Time compilation (JIT). This
tachniqua involves compiling the Java byte-code info nafive instructions just
bafore axacution. This technique potentially provides significant improvements in
axacution tima.

As a result of this interpreted implementation, Java applications tend fo be
someawhal maore CPU-intensive than would atherwise De axpected. For starters,
the byta-coda intarpratation can take up to half of the axecution tima. Thara Is
also some overhead associated with Java's garbage collection routines, In the
casa of JIT compilation, some extra CPLU tirme s still required 1o padorm the
translation to native code, though the total is usually still much less than for fully
interpreted byte-code,

The J¥M is also a pure stack-based machineg; there aré no “registers” to pass
parametars, so data is always allocatad an the stack (and thus usas memory).

14.1.2 Objects

Java is considarad an object-oriented language. Objact-orientad programming is
a fool for mproving software enginesrng methods and programmer
effectivenass, not pedormance. Several artifacts of Java's object-orientation
affact the resource demands of Java coda;

» Loading of class hierarchies - loading one class requires loading all that
class's ancestors, as well

» Indirection - most data accesses are through at least two levels of indirection,
which makes mamory access a more significant pant of overall perormance

S40  Linux an 1BM i@ server 23aries and 50390 ISPYASP Solufions



»  [ynamic binding - most methods are looked up by name (i.e. a string) rathar
than by an address, thus requiring lols of string parsing overhead at ru niime’

» Cache-unfriendly behavior - objects tend to be less aasily kept in cache,
aspacially for architecturas with a large number aof distinct objects

In general, thase behaviors mean that Java code fands to be a large consumer of
mermory, bath in terms of usage and bandwiclth,

It 1z mportant te also recognize that the architecture of WebSphere applications
thamselves can have a significant impact on the run-time behavior, Applications
that are written as a faw, relatively large objects can take advantage of a deep
private cache (such as that provided by the pSenes) and thus are not as afficient
on a sharad-cache architacture such as the z5eriag, Conversely, applications
composad of many smaller objects will tand to be more efficient on the z5arias.

14.2 Options for running WebSphere

IBM WebSphere Application Server presents saveral different options for
daploymant in the Linux for zSenas and S/390 anvironment. Each deplaymant
option has its own advantages and disadvantages, and is more appropriate for
some environmeants than others. [n fact, the particular behavior of a specific
WebSphara Application Server appication may make it more appropristaly
implemented in a particular way.

Mota that bacause of the ralatraly high memaory and CHPU demands of
WebSphers, we do not currenily recammend running many (tens of hundreds) of
separate WebSphere Application Server instancas on Linux for zSeries and
5/390.

14.2.1 WebSphere Application Server for zSeries and S/390 Linux

Ona option is to use WebSphare Application Sarver V3.5 far Linux for z5eries
and 5390, This version is shipped with the Java 1.2.2 JVM rather than the Java
1.3, and thus will not hava the perdormance anhancemants offarad by the naw
JYM. Howewver, this option allows the user to leverage their existing expertisa in
Linux

We hope that aventually WabSphars Application Sarvar V4 will b released for
Linux for z5eries and 5390, and that some of the performance enhancaments
will carry over 1o this platform; however, at the time of writing no such releass has
been announced.

" Thiz & nat ta say that tis techniqua is necessarily a nagative; it actually smpifies ralocation, for ane, But nothing
comeas for fres, and thana ig & runtime cost associated with it,
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14.2.2 WebSphere Application Server for 2/0S

Anather configuration option is to deploy WabSphare Application Server for /05
on a separate LPAR running 2/05. Al tha time of writing, the current released
version WabSphera Application Servaer for 2/05 is V4, which includes Java 1.3
JYM. This JVM is expected to have significant performance gains over the Java
1.2.2 JVYM included in WebSphera Application Server V3.5,

An additional cost will be the software and staffing costs associated with 205,
This option may be most appropriate if 2705 is already installad in tha
organization and parsonnel are available 1o support it

14.2.3 Separate servers

A third option, of course, is to deploy WebSphere Application Server on separate
servars - pSeres AlX servers, for exampls. This method allows WebSphers
Application Server to have exclusive access to all the memary and CFU
resourcas on the machine. [t also significantly increaseas the complexity of an
installation, requiring additional hardwara, powar, network, and other resources,
Howaevar, in stuafions where WebSphere Application Server is running extremaky
complex applcations at very high utilizations, this may be the best way to handle
the workload.

14.3 Planning for WebSphere Application Server

A kiey factor in planning for WebSphers Application Sarver is minmizing the
impact it has on othar 2'VM guests while ensuring it has sutficlent rasourcas to
meei its parformance targets. Fortunately, the zSenes architectura provides
powerful tools ideally suitaed to achisving thase goals. By combining z/VM and
LPARS, we can deploy WebSphare Application Servar in ways that maximize
periormanca and manageabiliy.

We strongly recommend that WebSphere Application Server servers be set up in
their own LPAR. separate from the other Linux for 25eries and 5/390 guests
(Wab servers and such). This applies to WebSphere Application Server for Linux
for z5eries and 55390, as well as 1o WebSphere Application Server for /05, In
both casas, having a dedicated sat of resources with the same general access
patterns makes management simpler and minimizes unexpected interactions.

We also recommend that WebSphere Application Server servers be daployed as
2M guasts. The additional flexibility conferrad by 2°VM in administering the
servers Is significant, especially in a production ISF or ASF emvironment,
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14.4 Test environments

One parficular advantage of running WebSphere Application Server as a VM
guest is that it allows the aasy creation of development, test, and staging servers,
This becomas especially imporiant since it is not currently feasible to ren
individual WebSphere Application Servers for hundreds of clients, if customer
applications need to be run on a shared WebSphere Application Server
enviranment, then it is critical that there be cordonad-oft areas where
applications can be thoroughly tested before being deployved an the production
Server,

This is one area whara the z5erias architacture has a distinct advantage. By
creafing test and staging servers as additional z°VM guests, it is possible to have
a last environment that is essentially identical to the production environment,
without additional equipment costs. These guasts should ba created within the
WebSphere Application Server-dedicated LFAR to maintain segragation from
other Linux for zSeres and 5390 guasts.

An example deployment scenario is presentad in Figura 14-1. Nota that while the
axample shows the WebSphere Apphcation Server LFAK as running on CFs
rather than IFLs, this is only necessary in the casae of WebSphere Application
Sarvar for 2085; the procassors for that LPAR can ba IFLs if running WebSphara
Application Server for Linux for 25enes and 55390,
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Integrating and replacing
Microsoft servers

In this chapter we will discuss how to use you YM Linux images 1o replace
axisting Microsoft servers or integrate into the axisting Microsaft Windows

natwork.

15.1 Using Samba as a domain controller
Samba can alsoe act as Windows NT 4.0 Primary Domain Controller (PDC) for
Windows clients. When sat up in this tashion, it has the following capabilities:
» Parform domain logons for Windows NT 4 072000 clisnts
»  PFlace Windows 9x cliants in user level security

» HRetrieve a list of users and groups from a Samba POC fo Windows
oNT2000 clients

»  Supply roaming user profiles
»  Allow Windows NT 4.0 style system policies
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Note: Samba 2 2.1 is required for PDC functionality when using Windows:
p00SPodllante - -+ - - 1

15.1.1 Setting up a Samba PDC

The following setlings shoukd be made in the /etc/'smb,conf file for Samba to act
as Windows PDC:

» In the [global] section, we add the following values;

= nethios name = YMLINUZA /& NETBIOS nama of the sarvar

— workgroup = SAMBAITS0  // domain name

- 05 level = 64

- preferred master = yes /¥ we want to act as preferred master

— domain master = yes I wie want o act as domain master
= local master = yas Ji we want o act local master
- spcurity = user il passwords are kept on the Samba server

- encrypt passwords = yas

- domain Tegons = yes i we allow domain logons

- Togon path = V\&N\&Uhprofile Jf where the user profiles are stored

— logon drive = H: i whers user home directonies will be mauniad
- Togen home = \\SNSU i user home directary

= Togon script = Togon.cmd (f genaric logon script for all usars

k= In the [natlogon] section we defing the nalfagan share. Tha Togon script
value in the global seclion is relative to this share.

= path = fsambashares/netlagon / directory for nellogon share
- writeable = no
- writelist = ntadmin /! anly administrators can write hare

» [profiles] section, here we defina the share lor storing usar profiles.

- path = fsambasharas/ntprafiles
— writeable = yes

— create mask = 0A00

= directory mask = 0700

The /etc/smb.conf from our tast system is as follows:

§ Sanba config file created using SHAT
F from tated. 1tsa.ibm.com (9.12.6.123)
£ Date: 2001703507 14:05:20

# Glabal parameters

[global]
workgraup = SAMBALTSD
nethios name = YHLIRUES
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seTver string = Samba POC 2.2.1a on VHLTRUXS
encrypt passwords = Yes
map Lo guest = Bad User
keepalive = 30

domain logons = Yes

as level = G4

praferred mastar = True
domain master = True

Wins support = Yes

kernel aplacks = Ka
winbind uid = 104000= 20000
winbind gid = 10000-20000
template shell = fbhin/bash
winbind separater = +

[homas]
comment = home-directory
read only = Ho
craile nask = 0750
brawseable = Ma

[printers]
comment = AT Printers
path = fomp

create mask = 4700
printabila = Yes
browseable = Mo

[windowsshare]
comment = Share for WEESAMBA Domain hers group
path = feambashares/windowsshare

[netlogon]
path = fsambashares/netlagan
writa list = ntadmin

[profiles)
path = fsambashares/nbpraliles
read only = Mo
create mask = Q60
directary mask = 070
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15.1.2 Creating a machine trust account

For each machine participating in a domain, & machmea trust account has to ba
created on the Domain controller. The password for the machine account acts as
a secrel for secure communication with the Domain controller. This means that
the POC cannot be spoofed by another computer with the sama NETBIQS name
trying 1o access the data. Windows 9x computars are never irue members of a
domain becausa they do not have a machine trust account and thus thare is no
secura communication with the Domain confraller,

In the current releases, Samba requires a UNIX user 10 to exist because Samba
computas the Windows NT SI0s from the UNIX UIDs. This means that all
machine accounts must have an enfry in /eteipasswd and /etc/smbpasswd, You
can creale a machine trust account in wo ways:

1. Manually

Liging the useradd command, we added a machine {in our example) with the
NETBIOS name TOT11:

# useradd -g 100 -d fdev/null -c Peters W2K -m -5 fbin/false TOTILY
Tha following entry is now added to the /etc/passwd fila:
TOT11E: x:500; 10 Peters_K2K: fdevinul1: fhin/false

Mow you naed to creats the /etc/smbpasswid entry with the following
command:

# snbpassed -a -m TOT11
icdded user TOTI1H

Maw you should join the domain from the client computer.

Important: Manm!i; craating is the same as craating an account wﬂh
Server Manager in Windaws NT, Fram the time you craals amamhu t;uﬂ
acceunt manually te the time you join Lo the domain, every chent 'rﬂlh the
NETEIOS nama can join tha domain. Thsmaamﬂlmi rtcangahlnm'
data fmm*ﬂw mrnm m;aﬁaq FD& nhe-ranﬂ? mﬂhtha mmherﬂ r:E a

2, Automaticalky

The recommended way of creating an account is to add it on the fly. For this
you nead to add the following parameter to your /ete'smb.conf fila;

add wser script = fusr/binfuseradd -d Sdev/mull =g 100 -5 fBinffalse -M 5u

S48  Linux an 1BM @ server 23aries and 50390 ISPYASP Solufions



lmpi:rtmt hﬁanwaﬂaianlymamafcm mmdmmmmaﬂma
accounts. Therelore, It is necessary to craate an Hﬂwhwm'nhmmd
ﬁafmui ﬁrmr@m&mmm&ﬂﬂﬂwuwﬂamﬂm' .k
mmmrdfrqmﬁie-ma uaadhrme-ﬂﬂmmu-tmmm 1

15.2 Using Samba in Windows domains

Integration of the Linux and Windows workds is a big challenge of today's T
industry. One of the aspects of this challenge is how to usa the same account
created in a Windows Active Directory databasse on the Linux servers, For
axample, if we incorporale a Samba server into the Windows 2000 Active
Diractory and want to shara the disks from this Samba server, wa would normally
naad fo reproduce all user [Ds, group 1D, and passwords on the Linux server, To
avoid this work, the package Winbind was writtan.

Winbind combines the workds of UNIX and Windows NT/2000 by allowing a UNIX
gerver to become a full member of a Windows domain, Aftar joining the domain,
the UNIX server sees all users and groups as if they were native LINEX users and
groups. This means that whenever the UNIX programs query for the user D or
group 10, they ask the Windaws Domain contraller for the specified domain fo
validate the user or group 10

Winbind hooks inte the operating systemn at a low level, via the NSS name
resolution modules in the G Borary, This redirection fo the Windows Domain
controller is transparent. Usars on the UNIX machine can use Windows ussr and
group names as they would use “native” UNIX names. For example, they can
owmn the files with their user |0, kg in to the system and even run an X-window
sassion as Windows Domain usars. The only difference in user namas is that
they have the Domain name incorporaled into the user nama, for example
DOMAINwWsernama or DOMAIN'groupname, This 13 necessary for Winbind so it
can datermine which Domain controller is responsible for authentication.

¥Winbind also provides the Pluggable Authentication Module {FAM) to provide
authantication via a Windows 2000 domain to any PAM-anabled application. This
sobras the problerm of synchronizing passwords batwesn the systems, becauss
all the passwords are stored in a single location on the Windows Domain

controller or Active Directory.
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F .foonTigure --pretii=fust --l1bdir=/elc --wl LR-privatadir=fetc
--lncalstatedir=fvar/log --with-codepagedir=/usr/1ib/samba/codepages \
--sbindir=fusrfsbin --with-smbmount --with-automount --with-vfs \,
--Mith-quotas --with-profile --with-msdfs --mandir=%{ mandir] %
~=WiCh=-swatdir=/ust/l 1b/samba/swat %

«=wi th-sambabook={usr/ 1ib/samba/swat/using_samba --with-pam %

«=wi Lh=pam_smbpass

3. After the Makefile is created, compile the package:
f make LOCKEDIR=/var/lock/sambha
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4. Stop the Samba dasmon:

§ fetcfinit.d/smb stap
5. Install the newly compiled Samba:

£ make instal | LOCKDIR=/var/l1og/sanba
6. Start the newly installed Samba:

¢ fetcfinit.d/smh start

To check if you are really running the new version, exacuta the following
command: the cutput should ba similar ta the fallowing:

£ smod =Y
Yersiom 2.2.18

If you managed to do all the tasks just described, you are now running the katest
version of Samba. Congratulations!

Mow wa need to compile ufilities from the Samba appliance source code. To do
this, follow these steps:

1. Unpack the latest source:

£ od Just/src
# tar xzf samba-appliance-0.5-sre, tar.g2

2. Start the configuration script for Makafile:

F od samba=appl Tarce=0,5/30urce g

£ op Jusr/sharefautomake/contig.sub .

# Jfeonfigure --prefix=fusr --1ibdir=fetc --with-privatadirs/atc \
--localstatedit=var/log --with-codepagedi r=/usr/1ih/sanba/codepages
==5bindir=fusrfshin ==with-smbmount =-with=-automount -=with=yfs
-=uith-quotas --with-profile --with-msdfs --mandir=%[_mandir|

==l Chi=sWatdl r=fusr/1ihy) samba/ swat -snable-static=yes -epnable-shared=nal
==ii Lh-sambaboak=us e 11bS samba/ swat/using sanba --wi Ch-pam Y

—-W1 Lh-pam_snbpass

3. After the Makafila is crealed, compile the fallowing packages: samadit,
nsswitch and winbind:

# make nsswiteh LOCKDIR=/var/Tock/ samba
£ make binSsamedit LICKEDIR=/varfock sanba

4, Copy the following files into your Samba bin direciory {in SuSE 7.2, this is
fusrisban);

F op binfwindindd Jusr/sbin

£ cp binfshinta fusr/sbin

£ cp binfsanmedit Jusr/shin

# cp nsswitch/1ibnss_winbind.so f1ib/1ibnss_winhind.sa.2
# cp nsswitch/pan winbind.se /1ib/security/pan_winbind.so
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15.2.2 Joining the Active Directory

By using the togls wa compiked, we now join our Linux Samba sarver fo the
Windows 2000 Active Directory. In our example, we installed Windows 2000
Sarvar with the following setup:

Windows 2000 server with P2 installed

Camain name; 50.0m,com

METBIOS domain name: [TSO

Hast name: itsont.itso.ibm.com

IP Address: 9.12.0.60/255.255,255.0, gateway 9.12.0.1

¥ ¥ ¥F ¥ ¥

The VM Linux Samba servar has the following attributas:

» Samba 2.2 1a with Winbind extansions from Samba-appliance-0.5 varsion
»  Host name: vmlinuxB.itsa.ibm.com
» P Address: 9.12.6.72/255.255.255.0, gateway 9.12.6.75

o join the Windows 2000 Active Directory we usa the sanedit command. Follow
thase steps o join the Linux Samba server to the Windows 2000 Active
Diiraclory:

1, Maodify the fete/smb.cont file fo mclude the following parameters;

Workgraug = [T50

tecurity = DOMAIN

password sarver = 9,127,006
ancrypt passwords = yes

2. Connect to the Windows 2000 sarvar:
Foramedit =5 ITHINTL =W ITS0 =0 Adwintsteatar

Type in the Administrator password; the outpul of the command should be
similar to the following:

# samedit -5 ITSONTL -W [T50 - Adninistrator

added 1nterface 1p=9.12.6.72 beast=9.12,6,255 mnask=255,205,255,0
Enter Password:

Server: YW ITS0KRTL: Bser:  Administrator  Domain: 1730

Conmection: lst sasslan setup ok
il sessfon satup ok
K

if tha METEICS server name (in our example [TSONTT ) could not be resolvad
into the [P address by your DNS server, you can add the NETBIOS server
nama inta the fatc/imhists file, which pravidas the NETBIOS-to-IP addrass
resolution, You can ses the example of the /ate/imhaosts file in Exampla 15-1

Example 15-1 Tha setcimhosts fils

# This File provides the same function that the
# Tmhosts file dees for Wirdows,
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# [t pravides another way to map nethios names to ip addresses,
4 See the section on 'mame resalve order’ in the manual page to
# smb.conf for mere information,

§ Sample entry:
# 192.168.1.]1 samba
9,12.0.60 [T50NT]

3. After successiully logging nto the Windows 2000 sarver, use the following
commands (Example 15-2) o add your Linux Samba server to the Activa

Directory:
Example 15-2 Adding a usar fa 2 domain

# samedit -5 ITSONTY -N D750 -U Adeinistrator

addad interface ip=9.17.6.72 hcast=9.1F, 6,755 nnask=255.705.255.0
Entar Passward:

servers VAITSONTL: User:s  Administrator  Damain: [T50

Cannection: lat session setup ok
nd sesslon sefup ok
)

[ITSONT 1\ Bdniimi stratord@ I T50]E creabeuser VALINUGAS -L
createuser WMLINIESS -1

584 Create Domain User

Domaln: [T50 Mame: walinuxsd ACE: [W |

Hesatting Trust Account to insecure, initial, well-=kmown value: "vml inuxd®
vitl inuxd can ned be joined to Che damatn, which should

be done on a privale, secire network as sgon as possible

Create Domain lser: 0K

[ITSONT 1 Admini s trator] T50)

- Note: In the case that you gel message ‘Create Domaln User: FAILEDY, this
 means that account was created, but i is disabled. To start using the account
you need fo reset and enable & in “Active Directory Users and Groups” ool on
i'aa eri:mra zmn ﬁar'.rar ‘I'E:u u.rﬂl =ﬁnti tﬁlsmuﬂ mdwﬂulmma mm{umm

Thers is an altamative way to join the Windows 2000 Active Dirsctory by using
smbpasswd. To use this approach, follow these steps:

1. Create a computar account with the “Active Directory Users and Groups” toal
an the Windows 2000 server, with the name vmlEnuxd.

2, Rasat tha account by right-clicking it and select *Reset Account.”

3. On VM Linux server, join the domain by execuling the command:
F smopasswd -7 [T50 -r [TIRT1
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15.2.3 Setting up Winbind
Before starting Winbind, add the following lines to the fetc/smb.cont file:
»  winbind separator = +

This is the separator for saparating the Windows Domain name from the usar
name; for example, ITSC+Administrator,

»  winbind uid = 10000-20000

This maans that Windows Domain usars will be mapped ta this ranga of UNIX
user [Ds,

= winbind gid = 10000-20000

This maans that Windows Domain groups will ba mapped to this range of
UNIX group 1Ds.

* winbind cache time =15
» winbind enum users = yes
» winbind anum groups = yes
»  lemplate homedir = homeSsD%LU
This is the definition for the home directory of Windows Domain users.
» template shell = bin'bash

This is the login shell for Windows Domain wsers kgging into the VM Linux
Samba server. I you do not want ta allow remata kaging tor Windows Domain
usars, usa ‘hinfalsa.

Mow yiau can stard Winbind with the command:
£ windind

You can test the Winbind functionality by listing users and groups fram the
Windows 2000 Active Directory.

Usars:

£ whinfo -u

You will see output similar to that shown in Exampla 15-3.
Example 15-3 Windows Domain uzers

# whinfa =i
[TS0+Admini stratlor
[TS0+Hamast
[T0+TISR_HFA5MI2E
[T30+iwa

[ TS0+ IWAM_NF550IR2E
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[T50+krhtgt

[T504m1 ken
[Ts0+open]dap
[Th0+teta?
[Ta0+TsInternatlser
i

sars:

£ wbinfo -g

You will see output similar to that shown in Example 15-4.
Example 15-4  Windows Dormain groups

# whinfao -g

[Ts0+0emain Adnins

L Is0+lemain Users
[T50+H0omain Guests
[Th0+Domain Canpulets
[T50Hlpmain Cantrol lers
[T50+ert Publishars
[Ts0+5chena Admins
[Ts0+Enterprise Admins
[Ts0+Graup Policy Creator Owhers
[TS0HInsUpdataProny

#

15.2.4 Setting up /etc/insswitch.conf

To tully incorporate Winbind functionality info the Linux sacurity layout, you
should also modify fete/naswitch.conf with the following entries:

»  passwd: files winbind

» groups: filas winbind

You can check the setup of the nsswilch configuration with the 1d command as
shown in Exampls 15-5,

Example 155 Chacking fhe i data for Windows user name

#4d IT50+ive

id=100008 [T50+ v} gid=10000{ IT500amain Users) groups=10000{ 1T50+0kmai n
sers)

#
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With this setup you can now share a directory from your Samba sarver and
assign the Windows Domain group parmission ta il In this case, Windaws
Domain users can use Samba shared directories. In our example, we created the
directory /sambashares/windowsshara with the commands:

f nkdir fsanbashares

£ nkdir fsambashares/windowsshare
Then we assignad full permissions for the Domain Users group from ITSO
Domain as is shown in Example 15-6,

Example 15-6 Sefting the parmissions for the Windows Domain Users

# chyrp "ITSM4Damain Users® windowsshare

s -1

tatal 12

drwr-xr-x 3 root roat 0% Aug 3 12:446 .

drwer-xr-x 1% root rogt 095 hug 3 12246 .,
dFWET=K[=X 2 raat [ T5040m % Aug 3 1240 windowsshare
# chimod 770 windows shara

#ls -l

tatal 12

drwEr-%r-5 1 root roat 4096 Aug 3 12:46 .

drwgr-gr-x 1% root root 0% Aug 3 12:46 .

drwerss--- & root [ TS0+ 0k 4096 hug 3 1E:47 u1 nodawsshare

To share /sambashares/windowsshare, add the following lines to the
Jefcismb.cont file as shown in Exampla 15-7.

Example 15-7 Dofining a windows share

[windowsshare]
carment = 3hare for [TS} lomain Users group
path = fsanbashares /windowsshare
read anly = Mo

15.2.5 Setting up the PAM authentication

With the Winbind package you also get the Pluggable Authentication Modules
(PAM) for Winbind. This madula allows the setup of your Linux servar to
authanficate the users against the Windows Domain controller, This means that
you can log on 1o the Linux sanver running Winbind with the usemame from the
Windows Active Directory. In Figura 15-1 on page 357 wa show how this process
i5 daone
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if the user does not exist, this information comes back fo the semvice and samvice
denies the access.

To achieva this, modiy the file for the sarvice which you want to access with this
user I0. In SuSE 7.2, thase files are located in the /ete/pam.d directory as shown
in the fallowing:

£ 15 -1 fetc/pam.df
total %2
drwxr-xr-x I root roct 4046 Aug 2 17:50 .

Chapiar 15, Integrating and replacing Microsoft sarvars 357



drexr-sr-x 38 root root AR fg T O0R:E2 L

«PW=Tem e 1 roat root 5 Jun 17 22:23 chfn
=f=F==pf== 1 rout root M5 Jun 17 22:23 chsh
=[H=T==|'== 1 reat roGt GAL Jun 18 01;03 ftp
-fM=T==r== 1 root root 95 Jun 18 06:30 {map
~Mi=T-=F-- 1 roat root 749 Rug 3 10:37 lagin
--T—-F— 1 root root 623 Aug 2 17:50 login.org
=t=T==F== 1 root root 2% Jum 18 0104 netatalk,pand
“M=T=sf=s 1 root roct 517 Jum 17 20:33 other

« [l um e 1 roat root M5 Jum 17 22:21 passwd
=f=Fe=f== 1 roat root U5 Jun 18 08: 30 pop
-FM-r--f-- 1 rFeal root 311 Jum 18 01:23 ppp
~FW-T-=1r-- 1 reat root 327 Jum 18 12:39 proftpd
-r-T--F-- 1 roat root 283 Jun 17 22:11 rexec
=[i=T==[== 1 roat root 456 Jul 18 09:38 rlogin
=FM=T==["-= 1 roat root Fa2 Jum 17 22:11 rsh
«[W=T=m e 1 roat oot 216 Awg 3 13:54 samba
=f=F==p== 1 root root 435 Aug 2 155D sshd
-FW-r--r-- 1 roal root 352 Jum 17 22:36 su
—~Pi=T === 1 roat root 198 Jum 17 23:05 sul

B VI 1 root root a0 Jun 17 23:16 suda
-m-r--r-- 1 root root 318 Jun 17 23:3% xdm

1. To allow use of the Windows Active Directory user names 1o log on to your
Linux system, modify the /ate/pam.diogan file as shown in the fallowing:

# cat Jfetc/pam.dflagin

£:PN-1.0

aith requl red fHibfsecurity/pam_nalagin. sa

alith P | red flibfsecurity/pam env. so

aith Fegui T Flibfsecurity/pam mail. 2o

Ath sufficient flibfsecurity/pam winbind.sa

account  reguired f1ibfsecurity/pam unix.so audit

account  requiTed fibfsecurity/pam winbind. so

passwnrd required SHbSsecurity/pam_pacheck.sa  nullek

passuord requlred b security/pam unix, so il Tok %
use first pass use authtok

passuord requlred {libfsecurity/pam winbind. sa

session  ragulred fibfsecuritypam_unix. so

session  required fMibfsecurity/pam 1imits. 5o

Mow you can try to log on to the Linux servar running the Winbind dasmaon using
the Windows Active Directory account. The following was our successful kagon:

£ telnet wilinuxd

Trying 9.12.6.72. ..

Comnacted o ovmlinued.

Escape character is '*|',

Welcome Co SuSE Linux 7.2 {53%0) - Kernel 2.4.5 [2).
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wmlinugd Togin: ITS0+Tve

Password:

Last Togin: Fri Awg 3 17:15:32 from local host
Have a lot of fun...

No directory fhome/[TS3 1!

Logging in with home = */*,

15.3 Replacing Microsoft Exchange Server

An Internet Services Provider has to offer at kast a basic mail serving
functionality 1o its customers, Once messages have been delivered into tha
mallbox of the reciplent’s message store, the recipient needs message access
mathiods to retrieve and work with the massages. These mail servars usually ara
based on the simple Post Office Protocol, version 3 (POP3), POP3A treats the
message storeé as a single in-box. The user agent can ratrieve and dalate
massagas from this in-box. Once massages ara ratneved and deleted from the
POP3 server, it is the user agent's responsibility, if necessary, to retain messages
in some local massage store. While a POP3 client can leave mail on the server
(b not deleting it), the FOP3 protocol lacks mechanisms fo categonze, file, or
search the mail, 50 the POP3 server message store can quickly become
unmanageable. Also, most large-scale POPS sarvers anforce a storage limit,
refusing to accept new mail for a user whoss limit has been excesded.

Thus, the POP3 madal strongly encourages the complate transfer of mail to the
chent, where a well-designed client can provide many maore capabilitios to the
user. This has the advantage that the communication with the server is simple,
but it has the disadvaniags that the ussr cannal conveniently use more than ane
computer to raad mail: the mail remains on whichever computer the user reads it.

Enterprise customers, which ara thinking about consalidating their servers on
Linux on zSerias, usually are using maore complex mall sarving applications,
based on or at lsast supporting the Internat Mail Accass Frotocol, version 4
(IMAP4), This newear accass protocol defines a much richer massage stors,
allowing mail to be stored in mulliple mailboxes. A rich set of message and
mailbox manipulation functions axists. Whila a FOF3 massage can be handlad
only as a single block, IMAP4 allows access to individual parts of the message,
Provisions axist to allow massage stores to be replicated to a local store (and
resynchronzed kater) for the mobile usar, The IMAF4 model, in contrast to the
POP3 model, involves staring mail on the sanser, whare it may be accessed by
any client, and using the client's storage only for caching messages for efficiency
of for travaling.
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The standards described so far allow messages to be transmitted through the
Internet, but anly “in the clear”. Features such as authentication and encryplion
are needed to make message transmission secure. Authentication allows
massages fo be signad, so the racipient can confirm that tha sender is tha
parson claimed. Encryption allows data o ba sent in such a fashion that anly a
recipiant with a key can decrypt the data. For e-mail, direclory services ara
neaded to access user information, such as a given user's e-mail addrass.
Lightweight Directory Access Protocol (LDAP), is the standard that describes
how to access directory data. Direclory services will play an even greater rola for
storing and accessing public keys to enable sacure messaging.

Earligr e-mail systems were developed for a homogeneous group of usars on a
single netwark. They typically have a large sat of features allowing the creation
and manipulation of compownd documents. Theair delivery systems often support
guarantead daliveries and receipt notifications. Additional integrated funclions for
calendars and schadulas are not uncommon. On the other hand, they often do
not scale well fo large usar communities, bacause they were devalopad for a
amall, homogeneaus domain. They cannat exchangse mail with ather systems
axcepl through specially designed gateways, which lose information in the
procass of converting betweean mail formats.

For thess reasons, widely accepted groupwara and a-mail systams (such as
Microsolt Exchange or Lotus Noles) are now designed to also support the
common Internet standards like PFOP3 and IMAP4, Of course, the rich document
layoul offerad, for example, by Lotus Notes is kst whan sanding an e-mail 1o a
servar that is not of the same kind, and advanced functions like calendars can
only be used betwaan two Lotus Motes sarvars, But the pure mailing functionality
ig still sustained, even when communicating with simple POP3 sarvers,

50 amail serving application on a Linux sarver running on z5eries is expacted to
at lzast support the IMAP4 pratocol, and to communicate with Lotus Nates or
Exchange clients. Additionally it is preferrad that a functionality comparabla to
those of the major groupwara applications is offerad. Vanous apphications are
availabla that maat these requirements, some commarcial, some opan source,
We will have a closer look at one example of each group.

Maturally, from an IBM point of view, Lotus Domina is the recommandad
application for mail serving and collaboration, Howewver, although thers is an
Irtel-bassd Linux version, until now no Linux version for z5eries is available, so
wa will nof discuss this software now.
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a single machina. While AFS makas fila sharing easy, it does not compromisa
the securily of the shared files. It provides a sophisticaled profection scheme.

AFS uses a client'server computing model. In clientiserver computing, there are
two typas of machines: Sarver machines stora data and parform sarvices for
client machines; client machines perdorm computations for users and access
data and services providad by server machines. Some machines acl as both
client and server. In most casas, you work on a client machine, accessing files
starad on a file server machine.
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Creating AFS directories
Creale the AFS direclorias with the commands:

¥ mkdir Jusvfafs
£ mkdir fusrfvice
f mkdir fusrivicelete
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Loading AFS modules into the kernel

1.

Change to the directory as indicated (assuming that /usrsrc/openafs-1.1.1 is
the source code directory);

f cd fusrisre/openafs-1,1.1/5390_1inuc2d/dest/ oot client/usr/vice/etc

. Copy the AFS kernel library files 1o the local f'usrvice'sic’'modioad directory

with the command:
Fop -rp madload fusefvice/ete

Caopy the initialization scripts 1o the kcal directory for mitialzation files (in aur
axample, 'etcinitd):

fop -p afs.rc fetedinit.diafs

. Run the AFS initialization script to kad the AFS extensians into the kemel:

£ febefinit.dfals start

Configuring server partitions

Each AFS file server must have at least ane partition or logical volume dedicated
ta storing AFS volumes. Each parlition is mounted on fvicepxx, where xx is one
of two |lowercase letters, The Nvicepix directories must reside in the machine's
root directory, In our example, we sslectad the (devidasd 0204 part] as the
partition for AFS file sarving. Follow these steps to configure the partitions:

1.

Create the mount directory:
Fnkdit fvicepa

Craata tha file systam on the partition, add an anfry to the /elefstab file, and
mount the partition with the command:

Fonkedfs Sdev/dasd/ 0204/ partl b $0%6
An exampls of the /slctstab file after adding the mounting antry is as follows:
£ catb Seteffstab

Sy fdasd/ 0204 part] EHAp 5WAp defaults 0 0
Sdeyfdasd/0201 fparel S ext? defaults 1 1
Soey/dasd0200 partl  Mvicepa ext2 defaults 0 2
prac [proc [rie defaults 4 4

Foncunt Svicepa

Enabling AFS Login
AFS also pravides the PAM authentication for PAM-capable clients. The following
gteps show you how 1o set up the configuration for aach service for which yvou

wish to usa AFS authentication, You can skip this section if you do not want to
use client functionality on this sarver.

1.

Copy the PAM libraries into the /lib/security diractory:
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If you plan to use the AFS Authentication Server (kaserver process):

Fod [Tib/security
f cp fusrisrcfopenafs-1.1.1/5390_Linucid/dest/ ik pam_afs.s0.1 .
Fln =% pan afs.s0.1 pan afs.so

If you plan to use Kerberos implementation of AFS authenfication:

& od [lib/security
#op fusrfsrcfapenafs=1, 1, 1/ 839024 dest 110 pam_afs. krb.so. 1 .
£ In -5 pam afs.krb.so.1 pam_afs.krb.so

For each service from fete/pam.d, put the fallowing ling into the auth section:
auth sufficient (lib/security/pam afs.so try first pass ignore_root

Insart this line just after the antries that imposa conditions undar which you
want the servica to fail. The ignare_mot parameter maans that tha AFS PAM
module will ignore the local superuser root and also any user with UID 0.
Following is our /etc/pam.d/login file for login service:

§ cat fetc/pam.d/Togin

FEPAN-1.0

aith required  Jlibfsecurity/pam nologin. so

ailh required  flib/securily/pam env.so

auth raquited  flib/security/pam mail .so

auth sufficient /1ib/security/pam afs.s0  try_first_pass ignore_root

auth requisite  STbMsecority/pam_undx.se oullok #set_secrpe

account  reguited  JHbSsecuritySpam unix.so

paisword regaired  Jlibfsecurity/pam_pwcheck.sa nullok

password required  Slib/security/pam unic.so nullok usa TTrst pass
ise_authiok

session requited  /1ib/security/pam unix.so nane € debug or trace

session required  JTibfsecurity/pam_1imits.50

Starting the BOS Server
The BOS (Basic OverSeer) Server is used to monitor and contral other AFS

gerver processes on its server, Follow these staps 1o install and start the BOS
Server:

1.

Capy the files:

#od Susrfsrcfopenafs=1, 1,1/ 8390 Hrox2d/dest/root, serverfusr/fafs
£ op o-rp * Jusrfafs

Start the BOS Server, include the -noauth flag to disable authorization
chacking (authentication is not runming yat):

# fusrfafs/bin/bosserver -noauth &

Verify that the BOS sarver craated usnivice/steThisCell and
fusrivice/etc/CellServDB as symbolic links to the comesponding files in the

fusriats/etc directary:
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£ 1s =1 fusrfvicefete
If the links do not exist, creale them with the commands:

Fod fusefvicefete
Fln =% fusefafs/ete/ThisCell Thiscell
£ In -5 fusrfafsfetc/Cal 15ervDE CellServllB

Defining cell name and membership for the server process

Hare we assign the cell name. You should know that changing the name is vary
difficult, so you should plan the name carefully, Usually, the cell name is the same
as the name of the Intemet domain you are using, There are two important
restrictions: the name cannot include uppercase letters or more than 64
characters.

Usa the following steps to set the call name:

1. Change to the directory with the AFS programs with the command:
§ cd fusr/afs/bin

2, With the bes setcellname command, sat the call name.
F ./bos setcel lname vl inuse, 1250, ibm.com 1tso,ibm.con -noauth
As yau can saa, wa issuad bos setcel Iname with two parameters:

- maching name = ymilinwsd. fso.bm.com
= gell name = itso.ibm.com

3. Verily that the sarver you are installing is now registerad as the call's first
databasa server:

# /bos Visthosts volinusf, 1E50. 1bm.com -noauth
Cell name 15 1tsa. ibm.com
Hist 1 is wml inud

Starting the database server process

Mow we craate four database server processes in the /usrafs/localBosCaonfig
file and start them running. They run on the database server machine only.

» Tha Authantication Sarver (the kaserver process) maintains the
Authentication Database,

» The Backup Server (the busserver process) maintains the Backup Database.

» Tha Protaction Server (the ptserver process) maintains the Protaction
[Catabasa.

»  The Volume Location (VL) Server (the vlserver process) maintains the
Voluma Location Database (VLDB).
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Note: AFS's authentication and authorization software is based on aigoritims
- and other procadures known as Kerberos, as originally developed by Pm}mi
 Athena at the Massachusefts Instituta of Technolagy. Some cells choosa to
;mmeﬁFEMﬂ?ﬂlImﬁmEHMrmdmﬁmmmhﬂm@nﬂh

- with Kerbaros as oblained directly from Project Athena or other sources. iryau
~wish to da this, contact tha AFS Product $l_.pp-l:|-ngm|:l ru:i'ﬂil:r I-Bmlahqqt
Emaﬂﬂq!mndmmﬂmmtahtm N EEEEE

Follow these steps lo create these server processas (we assume that you are in
tha /usrfats/diractory):

1, Start the Aulhentication Server;

£ ./bos create sl inuxd. itso. ibn.com Easerver simple Y,
fusrfafs/bin/kaserver -cell itso,ibm.com -noauth

2. Start the Backup Sarver:

§ ./bos create vl inucd, 1tse. T, com buserver simple
fusefatsfbin/buserver -call itso, (ba,con -noauth

3. Start the Protection Server:

# /bos create sl inugd, itso, Tbn,com pEserver simple
fusrfafs/bndptaerver =cell 1850, thm,con =noauth

4, Start the VL Sarver:

§ ./bos create il inncd, 1tso. T, com vlserver simpla
fusrfars binvlsarver -call jleo. ibm, com -naauth

Initializing cell security
MNow wa initializa the cell's security mechanisms. We bagin by creating twe nitial
antrias in the Authentication Databasa:

* A generic admnistrative (in our example we call it admin)

After installation, all administrators can use this account or you can create a
saparate account far each of them.

» The aentry for the AFS server process, called afs

Thare are no kagons under this user |0, but Authentication Server's Ticket
(sranting { 1G5) module usas the associated key to ancrypt the sanvar tickets
that it grants to AFS clients,
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entry never expives. Nax ticket Tifetime 25.00 houvs,
last mod on Wed Aug & (9:47:12 2001 by <none=
permit password reuse

8. Quit the kas server:
ka= |:|u|'t

6. Mow we need o add admin to the /usr/als/atc/Usarl st file, to enable admin to
issue privileged bos and ves commands:

f ./bos adduser wmlinud. 1tso. ibm.com admin =cell 1tso.ibm.com =noauth
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7.

Maxt dafine the AFS sarver encryption key in /usnafs/etc/KeyFile:

F .0 Doy addkey vl imued, 1tse, T, com <kvne 0 -cell ifsc.ibm.con -neauth
input key:
Retype input key:

For the input key, type in the password you used for creating the afs entry in
step 1.
Verify that the checksum for the new key in the Keyfile is the same as the

chacksum dafined for the key Authentication Databasa's afs antry that we
displayed in step 2.

£ /bt Tstkey valfnusB, 150, ibm.com -cel 1 1050, 1bm, com -noauth
key 0 has cksum 824768179

Eeys last changed on Wed Aug 8 12:03:59 2001,

Al done.

As you can gea in our axample, the keys ara the sama,

Maow wa nead 1o craala the Protection Database Eniry for the admin user, By
default, the Protection Server assigns AFS UID 1 to the admin user, because
it is the first antry you are creating. If the local password file ('efc/passwd or
anuivalent) already has an entry for admin thal assigns it a UNEX UID athar
than 1, it is best 1o use the -id argument on the pts createuser command to
maka the new AFS UID match the existing UNLK UID, Citherwise, it is best to
accept the dedault. In our example we already have the admin user on the
systom with a LD of 501:

£ fpts createuser -name admin -cell ftse. ibn.con -4d 501 -noauth
Wser admin has 1d &01

10 Mext add the admin usar o the systam:administralors group and then check if

11

this was successtul-

£ _Jpts adduser admin system:administratars -cell itso.ibm.com -noauth
# /pts menbership adnin -cell i€s0.1bm.com -noauth

Groups admin {1d: 1) 15 & menber of:

sysbemzadmini sCralors

Now we need 1o restart the bos server with the -a1l flag to restart the

databasa sarver procassas, 5o that they start using the new sarvar ancryplion
ke
£ Jfbos restart vmlinusB, itso. ibmocom -all -cell itso.ibm.com -noauth

You can chack whether the AFS server processas are running with the
command:

# ps ax | grep afs

Hoha 5 a0 Jusefafe/binfbosservar noauth
11419 § 5 G0 Jusefals binkasarver
11420 5 0:00 Jusrfafs hinShusarer
11421 # 5 000 Jusrfafs/bindptserver
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11422 ¥ % G0 fusrfafs/bindvl server

Starting the file server, volume server, and salvager

To start the fs process, which consists of the File Server. Volume Server, and the
Sahager (fileserver, volserver and salvager processes), ollow these steps:

1. Change to the dirsctory with the AFS programs with the command:
£ od Jusriats/bin
2, Create the fs process:

¢ /bos create sl inued, 1tse, T, com fs fs Susrfafs/bindfileserver b
JSusrfafs/binfvalserver Jusrfafs/bin/salvager -cell itso.ibm.con -noauth

You can verify that the fs process has started successfully with the command:

£ ./bos status sl inuxd. itso.fbocon fs -long -noauth

Instance fs, (type is fs) currently running normally.

Auxilary status 1s: file server runming.

Process last started at Wed Aug B 12:3%:05 2001 (2 proc starts)
Command 1 15 'Jusefafs/bin/fileserver’

Comnand 2 1s 'Susrfafs/binfval server!'

Command 3 is 'Sfusv/afs/binfsal vager'

You can sea that in our example the servers are running with no problems.

3. Because this is the first AFS file sarver in our cell, we need to create the first
AFS volume, root.afs:

£ fvos create wnlinued. iLso. b, con fvicepa reot.afs -cell iCso.iba.com b
-nuauth
Volume B3RAT001Z created on partition fvicepa of wmlinusd.itso.1bm.com

As you can saa, wa usad our vicepa partition for the rool.als AFS volume.

Starting the server portion of the update process

start tha sarver portion of the Update Servar (the upserver process) fo distributa
the contents of directonies on this maching to other server machines in the call. It
becomas active when you configure the client portion of the Updale Server an
additional server machines.

Distributing the contents of its /usrala’slc directory makes this server the cell's
system canirol machine. The other senvars in tha call run the upelientete
procass (an instance of the client portion of the Update Server) to retrieve the
configuration files. Use the -crypt argumant 1o the upserver initialization
command to specity that the Update Server distributes the contents of the
fusrfafs/ete directory anly in encrypted form. Several of thea files in the directory,
particularly the KeyFile file, are crucial to cell security and s0 must never cross
the network unencrypted.
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( You can choose not fo configure a system control server, in which case you must
update the configuration files in sach servers /ustafalele directory individually,
The bos commands used for this purpose also encrypt data before sending it
across the natwork.)

Distributing the contants of its /usriafabin directory to other servers of its system
type makes this sarver a binary distribution maching. The other servers of ils
systam type run the upclientbin process (an instance of the client partion of the
Update Server) to retrieva the binaries,

Thé binaries In the fusrafa’bin directory are nat sensitive, so it is not necessary
o encrypt them before fransfer across the network. Include the -¢1ear argumeant
fa tha upsarver initialization command to specify that the Update Sarver
distributes the contents of the /usr/afs/bin directory in unencrypted form unlass
an upchentbin process raquests encrypted transfer.

Nota that the server and client portions of the Update Server always mutually
authenticate with one another, regardless of whether you use the -clear or
-¢crypt arguments. This protects their communications from eavasdropping fo
some degree.

Slart the Update Server process with the commands:

£ cd fusrfafs/bin

£ ./bos create wlimeed, 1tse, 1w, com upserver simle |,
Flusriats/binfupserver ~orypt Jusrfafs/ete -clear fusrfafs/bin® 4
=call itse. Thm.com =noauth

Starting the Controller for NTPD

Keaping the clocks on all sarver and client machines in your call synchronized is
crucial to several functions, and in particular o the correct operation of AFS's
distributed database technology, Ubik. The time skew can disturb Ubik's
pafformance and cause sarvice outages in your call,

The AFS distribution includes a version of the Network Time Protocal Dasmon
(NTFL}) for symchronizing the clocks on server machines. If a time
gynchronization program is not already running on the machine, then in this
gaction you start the runntp process o configure NTPD for use with AFS.

Hi:lti.r' I}u mﬁnnmmf.pﬁrwﬂﬁw tupufanrm&r HTFD ararwhmm :
mmmrﬁalhnpmhmllhmnnmgmmdmcﬁm SN

In our exampls we did not have another time synchronization protocol running,
50 we decided 1o use runntp from the AFS sarver:

1. Craate the runntp process:

Chapiar 15, Integrating and replacing Microsaft sarvers 371



Belore installing and conliguring the AFS clent, we need 1o copy the necessary
files from the build directory:
¢ ed Jusefsec/openafs-1.1.1/5390_linux?d/dest/root .client/usr/vice/ate

feop -p* JusriviceSete

cpr omitting directory "¢

cp: amitting directory ~mod]osd'
fop =rp € Jusrivicelelc
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Defining cell membership for client processes

Every AFS client machine has a copy of tha /usrvicedetc/ThisCell file on its local
disk to define the maching’s cell membership for the AFS client programs that run
on it. The ThisCell file you created in the fusrafs/sts directory (in *Defining call
name and membarship for the sarvar process” on page 366) is used only by
Server processes.

Among other functions, the ThisCell file on a client machine detarmineas the
following:

»  The cell in which users authenticate when they log anta the machine,
assuming it is using an AFS-modified logmn utility

» The call in which users authenticate by detault when they issue the klog
eammand

»  The cell membership of the AFS server processas that the AFS command
intarpraters on this machine contact by default

HMODO: Should “To define this™ be "To define cell membarship™?

To define this, remove the symbalic link created in “Starting the BOS Servar on
page 365 and create the new ThisCall file by copying the server copy of this file
from fusrafsiste ThisCell. With this vou define the sames cell for both server and
client processes, which gives yvou the mast consistent AFS parormance:

£ od Justivicefetc
£ mm Thistell
fop fusriafsfete/Thistell ThisCell

Creating the client CellServDB file
Tha fusrivice/ete/CallSendB fike on a cliant machine's local disk lists the

database server machines for each cell that the local Cache Manager can
contact. [f thara is no antry in the file for a cell, or if the list of database server
machines is wrong, then usars working on this maching cannat access the call.

Becauss the afsd program initializes the Cache Manager, it copies the conlents
of tha CellSarvDB file into kemal memary. The Cache Manager always consults

tha list in kermel memary rather than the Cell5ervDB file fsalf, Betwesen raboois
of the maching, you can use the fs newcel 1 command o updata the list in kermel
memary diracthy.

Follow these steps to create the CellServDE file:

1. Remave the symbolic link created in “Starting the BOS Server” on page 365

£ od JusriviceSete/
£ ™m Lal 15arlf
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2, Create CellServDB with the local cell entry and display it to venfy the file:

Focat JusefafsSete/Cal15arvDB = CellSaryill
f cat CellservDB

=ltsa, ibm.con  fCell name

9, 12.6.72 vm| inuxd

Cﬂmiguring the cache

The Cache Manager uses a cache on the local disk or in machine memaory to
store local copies of files felched from file sarver machnes, As the afsd program
initializes the Cacha Manager, it sets basic cache configuration parameters
according to definitions in the local /usrivice'ste/cacheinfo fila.

The file has thres fields:

1, The first fiekd namas the local diractory on which to mount the AFS file space,
The convenltional kacation is the fafs directary,

2. The sacond fiald dafines the local disk directory to use for the disk cache. Tha
conventional locafion is the /usnivice/cachea directory, but you can specify an
alternate directory if another partition has more space available. Thera must
always be a valua in this field, but the Cache Manager ignoras it if the
machine uses a memary cache,

3. The third fiek] species the number of kilobyte (1024 byte) blocks to allocate
for the cache.

The values you deline must meet the following requiremeants:

»  On a machine using a disk cachs, the Cache Manager expacts always to be
able 1o use the amount of space specified in the third field. Failure to meet this
raquirement can cause sericus problems, some of which can be repaired anky
by reboating. You must prevent non-AFS processes from filling up the cache
parftition. The simplast way is to devote a partition 1o the cache exclusively.

» The amount of space available in memory or on the pariition housing the disk
cache directory imposas an absolute limit on cache size.

» [ha maximum supported cacha siza can vary in aach AFS release; saa the
Release Notes for the current version,

» For adisk cacha, you cannot specify a valus in the third fisld that exceeds
95% of tha space available on the parttion mountad at the directory namead in
the second field, If vou violate this restriction, the afsd program exits without
starling the Cache Manager and prints an appropriate message on the
standard oulput stream, A value of 20% is more approprate on most
machines. Some operating systems (such as ALX) do nat automatically
regsenve some space o prevent the partition from filling completely; for them, a
smaller value (say, 80% to 85% of the space available) is more appropriata,
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» Foramemaory cache, you must leave enough memory for other processes
and applications to run. If you try 1o allocate more memory than is actually
available, the afsd program exits without initializing the Cache Manager and
produces the following messaga on the standard output stream:

atsd: memache allocation failure at mumber KB

The number valus is how many kilobyles wers allocated just before the
tailure, and so indicates the approximata amount of memary available.

‘fm I:Iﬁ:l-: mﬂm mmlliar’mm Iﬂ lﬁ l:ln ru-:d ;Jqﬂﬁmifwall mtl ajmmaiﬂm
caches mnallarﬂ'mﬁ MB da riot pprinrn‘n well. The nm:ha alze dﬂpﬂlﬂ:m ﬂm
numhafn’éusars umng tha dmrﬂ mad1m 1| .

Configuring a disk cache
To configure the disk cache, parform the following steps

1. Create a local directary for caching with the command:
£ nkdit fusrfvicefcache
2. Craata the cacheinfo file; in our exampla, wa dafina a 50 MB disk cache:
# echo "fafs:/usrivice/cache: 000" = Jusrfvice/etefcacheinfo
Configuring a memory cache
To configure the memary cache, do the fallowing:
Create the cacheinto file; In our example, we creale a 25 MB memory cachs:

£ acho "fafs: fusrfvice cache: 25000 = fusr/vicefele/cacheinfo

Configuring the Cache Manager

By convention, the Cache Manager mounts the AFS file space on the kcal /afs
directary. The afsd program sets several cache configuration paramaters as it
initializes the Cacha Manager, and starts daemons that improve performance,
These options are stored in the afsd options fila. |n the afs configuration file there
ara thrae pradefined cache sizes:

* SMALL is suitable for a small machinea that serves one or two users and has
approximately 8 MB of RAM and a 20 MB cache.

* MEDIUM is suttable for a medium-sized maching that serves two to six users
and has 16 MB of BEAM and a 40 ME cache

» LARGE is suitable for a large maching that serves five to ten users and has 32
ME of HAM and a 100 M cache,

By default the distributed afs conf file options are sat to MEOTLM,
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Follow these steps to configure the Cache Managear:
1, Create the loecal dirsctory on which to mount the AFS fils space:
£ nkdit fafs

2. Copy the AFS configuration oplion file to the felc/sysconfig directory (n the
case of the Suse 7.2 distribution we used, you need also o create this
diractory):

£ nkdir fetc/sysconfig
£ cp Jusrivicefetc/afs.conf fetcsysconfig/afs

3. Edit tha /efc/sysconfiglats file if you want to incorporate any changes:
Change AFS_SERVER=off to AFS_SERVER=an,

In our example we added -nosettime, bacause this is a fila server that is also
a client. This flag prevents the machine from picking up the file server in the
call as its source for the comact time,

Thera are also two more parametars you can use:

- -memcache spacifies that the machine will use a memory cache,
— =yerbose specifias that the trace of Cache Manager's initialization will be
displayed on the standard output stream.

Example 15-8 shows an example of the AFS configuration file,
Example 15-8 Ouwr jefcysconiigials Me

#1 fbinfsh

& Copyright 2000, International Business Machines Corporaltion and obthers.
# All Rights Reserved.

i

# This software has been released under the terms of the [BW Public

# License. For detafls, see the LICENSE file in the top-Tevel source

# directory or online at hitp://wew. openafs. org/d1 ] fcenseld. himl

# Canfiguralion imformation Tor AFS clisnt

# AF5 CLIENT and AFS SERVER determine 1F we showld start the client and or
# the basseryer, Possible values are on and of £,

AFS CLIERT=an

AF5_SERVER=0n

# AFS client configuration aptions:

LARGE="-stat 2800 -dcache 2400 -daemons 5 -volumes 128"
MEDTUW="-stat 2000 -dcache 800 -dacmons 1 -volumes 70 -posettime®
SHALL="-sTal 300 -deacke 100 -dasmons ? -vaolumes H0°

DFT 1OMS=3HED LM

# Set to "-verbosa® for a ot of debugging information from afsd. Only
# useful For debugaing as 1€ prints _a Tof_ of information,
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VERBOSE=

F OPTIONS are the options passed fo afsd.
DETLONS="SOPTIONS SVERBISE"

# Sample server preferences function. Set servar preferences using this,
# afs_sarverprefs() |

b Susrfafsuslete/fs setserverprefs shost> <rank=

il

# Either the name of an execulable scripl or a sel of commands go here.
# AFS_POST_INIT=afs_serverprefs
fFS _POST _INIT-

15.4.5 Completing the installation of the first AFS server

The maching is now configured as an AFS file server and clisnt maching. In this
final phase of the installation, we inftalize the Cache Manager and then create
the upper levels of AFS file space, among other procedures.

Verifying the AFS initialization script
Follow thess step 1o complete this fask:
1. Shut down the bos server:
# fusrfafs/bin/bos shutdawn valinugg. f tso. ibn.con -wait

2. Issue the ps command to learn the bosserver process's [D and then kill that

process:
§ ps ax | agrep bosserver

ansn 1 5 o0 fusefafs binbos server -noauth
# kil -9 90a0

3. Rabaot the VM Linux sarvar, log on as root, and then start the AFS
mitialzation script and wait for the message that all daemons are started:
Fod f
£ shutdosn -k now

Toging root
password: Toot_passward

§ fetefinit.d/afs start

Starling AFS services.....
afsd: &11 &F5 dasmons started.
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4. As a basic test of comrect AFS funclioning, try to authenticate as admin:

F fusrfafs/bin/klog adnin
Fassword: adnin_passed

5. lssue the tokens command 1o verily that the klog command was succassiul:
# fusrfafs/bin/tokens

Tekens held by the Cache Manager:

User's (AF5 [0 501) tokens for afsfitso.ibm.com [Expires fug % 18:04]
—-End af Tist--

6. |ssue the bos status command to verity that the output of each process
reads “current 1y running normally™

F Jusrfafs/bin/bas statius wmlinuss, 10,1 b, com
Instance kaserver, currently running mormally.
Instance buserver, currently running mommlly.
Instance ptserver, currently rurning mormal 1y,
Instance viserver, currently rurming rormally.
Instance fs, currently running romally.
Auxilary status 1s: file server rumming.
Instance upserver, currently running sormally.

7. Ched the wolumes with the command:

£od )
# fusrfafs/bin/fs checkvalumas
AT volumelD nane mappings checksd,

Activating the AFS initialization script
After confirming that the AFS initialization script works correctly, we faka the
action necessary o have it run automatically at each rebool.

On the SUSE 7.2 distribution you can do this by creating two symbolic links into
run kvel 3, which is the default run level used:

fod fete/init.dfred. df
Fln =5 .. als 59%als
£ 0n -5 .. fafs Kdlafs

Configuring the top levels of the AFS file space

If you have nol previously run AFS i your cell, you now configure the top levials
of your cell's AFS fila space. We created the root.afs volume in “Starting the file
server, volume server, and salvager on page 370, Mow we saf the Access
Control List {ACL) on the fafs directory. Créating, mounting, and setting the ACL
ara the threa steps required when craating any volume.
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After sefting the ACL on the roat.afs volume, create your cell's root.call volume,
mount it as a subdiractory of the /afs direclory, and sel the ACL. Create both a
read'writa and a regular mount point for the reot.cell volume. The read’write
mount point enables you to accass the read'write varsion of replicated volumas
when necessary. Craating both mount paints essentially creales separate
read-only and read-write copias of your file space, and enables the Cacha
Manager to travarsa the file space on a read-anly path or read’write path as

appropriale.

Then replicats both the root.afs and reot.call valumes. This is required if you want
to raplicate any other volumes in your cell, because all volumes mounted above a
replicated volume must themsehas be replicated in order for the Cache Manager
ta accass the replica.

¥When the root.afs volume is replicated, the Cache Manager is programmed fo
accass ita read-only version (roat.afs readonly) whenever possible, To make
changes to the contents of the root.afs volume (when, for example, you mount
anather calls roof.call volume at the second level in your file spaca), you must
mount the mot.afs volume temporarily, makes the changes, release the volume,
and remove the temporary mount point.

To s&t up the ACL for the fals directory, follow these steps:

1. Edit the ACL on the /afs directory with fs setacl. We add the entry that
grants the 1 {lookup) and r {read) permissions to the system:anyuser group.
With this we enable all AFS users who can reach your call to traverse trough
the directory. If you prefer o enable access only 1o locally authenticated
users, substifute the system:authuser group.

Hﬂu le' dﬂml‘mq systm mlni ii.'.tratur: i'im.ra d &Hn :lggi'rts.= Tim la
Ihe datault antry thal AFS piaces on svary new voluma's faol difectory.

# fusrfafsfbin/fs setacl fafs system:anyuser rl

2. Create the root.cell volume and then mount it in the subdirectory of fafs,
whera it serves as tha rool of our call's local AFS file space. Al tha end wea
create an ACL eniry for the system:anyuser group:

§ fusrfafs/binfvos create wmlfouss, (850, 1bm.com fvicepa root.cell
Volume G36E70915 creabed on partition fvicepa of wmlinusd.itsa, iba.com
Jusrfafs/bin/fs nkmount [afs/itsa.ibm.com raot.cell

Susefafsfbin/fs setacl fafs/itso.ibm,com system:anyusar rl

3, To shorten the path names for users in the local cell we create a symbalic link
1o a shortenad cell name:

£ cd Jafs
£ In -5 itso.ibm.com 1€s0

Chapier 15, Intagrating and replacing Microsaft sarvers 379



£ 15 -1

total &

druxrwsras 2 root root 2048 Rug 8 20:44 .

drugr-xr-x 22 root roct 4096 Rug & 20229 .,

T r=xr=y 1 admin  root 17 Aug 8 20:44 itso <= i0so.1bm.con
drs rexras 2 roat root 2088 Bug 8 20241 dtso.ibm.con

4, Create a read'wnita mount poant for the root cell volumea (wa created the
requiar mount point in step 2). By convention, the readiwrite mount point
bagins with a pariod:

# od Jusr/afs/bin
£ /fs mimount fafss,itso.ibm.com roat,cell -rw

b, Defing the replication site for tha root.afs and root cell volumes:

£ L fvos addsite vl Tnuss, 150, ibm.com Svicepa root,afs
Added replicalion site vmlinuxd.ibso. ibm.com Svicepa for volume raol.afs
£ fvos addsite vmlinusB,itsa.ibm.com fvicepa raot.cell
Aided replication site vmlinuxd.itso, fbm.com fvicepa for volume root,cell

6. Verify that the Cache Manager can access both the root.afs and root.call
volumes before you attempt to raplicate tham:

£ .M exaning fals

Yolume status for vid = S26E70012 named root.afs

Current disk quota s hikID

Current blocks used are §

The partition has 673719 blocks avallable out of 6FiF440

£ 0Ty exanine farsfitse. b, con

Yolume status for vid = S26B70915 named rool.cell
Currant disk quota is &0

currant Dlocks wsed are 2

The partition has &7371% blacks available out of BTITI40

7. Releass the replica of root.als and reot.cell you created in the previous sleps:

# .fvos release root.afs
Released valume roat.afs successfully
# _fvos release root.cell
Released volume root.cell successfully

8. Check the volumes to force the Cache Manager to naotice thal you have
released read-only versions of the volumas, then examine the volumes agaimn:

# ./fs checkrolumes

AT wolume 1D nane mappings checked,

f _iTs examine fafs

Yolume status Tor vid = H3RES0912 named root.afs
Curranl disk quota s 5000

Currant blocks uzed are §
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The partition has 4737248 hlacks available out of AF37440

§ .0fFs exandne fafs/itsoe, bm,com

Volume status for vid = HIGETOOLS mamed root.cell
current disk quota §s 000

Currant blocks used are 2

The partition has 4737294 blacks available aut of 6737440

Storing AFS binaries in AFS

In the conventional configuration, you make AFS clisnt binaries and configuration
filas available in the subdirectories of the fusr/afsws directory on client machines
(afews is an acranym for AFS workstation). You can conserve local disk space by
creating /usrafsws as a link to an AFS voluma that housas the AFS client
binaries and configuration files for this system fype.

In this saction we create the necessary volumeas, The conventional location o
which to link f'usr'afaws is /fafslcellname'sysname’usrafsws.

Follow these steps to complate this task:

1. Create volumas far storing the AFS cliant binarias far this system typs. Inaur
axample wa create the volumaes 2390 lnux24, 5390 fnux24.usrand
2390 _Nnux usr.afsws:

F . 0vos create sl imued, 1tso, T, com fvicepa $390 1inux?q

Yolume B36EF0Y1E created on partition fwicepa of smlinuxd. tsa, b, com
£ Jfvos create il inud, Ttse. T, com Svicepa 390 [inux2d.use

Volume 536870921 creabed on partibion fvicepa of wmlinusd. {€sa.ibm.com
# ./vos create wnlinudd, itso. itm.com fvicepa 5390 Tinuxdd.usr.afsws
¥olume B36E70024 created on partition fvicepa of smlinuxd.itsa, 1bm, com

2, Maw mount those volumes:

§ /s mimount <dir fafsS itso,bncon/s390 Tinux2d =vol 2390 Tinux24
£ 05 mbmount -die Safs/itso. tho.con/s390 Tinus?3 usre

-val s380_TinuxZd.usr
& Jfs miomount -dir fafs/ . itso, ibn,con/s 3901 fusrfafsws

<yl 300 Tinus2d,usr. afsws

3. Releasa the new rool.cell replica and check the volumes so the local Cache
Manager can access them:

£ ./vos release root.cell

Released volume root.cell successfully
f .05 checkreolumes

AT wolume D nane mappings checkad.,

4, Grant the lookup and read access 1o the system:anyuser group an each new
directory's ACL:

# od fafs/.itso.ibm.com/s390 11nuxid
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£ fusrfafsfbin/fs setacl -dir . usr usrfafses -acl systam:anyuser rl

5. We sat an unlimited quota an the s3%0_linux.usr.afsws volume so wa do nof
have any problems copying appropriate filas for distribution, without
excesding the quota;

# fusrfafs/bin/fs setquota Jafs/.itso.ibm com/s390 Vinue?d usr/afsws 1
6, Copy the neccessary files;

§ od fale/.iLso.ibm.com's390_1 inuc?4/usrfafens/

# cp -tp Jusr/srcfopanafs-1.1.1/5390_1inue?4/dest bin .

# cp -tp Jusrisrcfopenafs-1.1. 15390 1Tinux?4/dest/etc |

# cp -rp Justisrcfopenafs-1.1. 155390 Tinux24/dest/include .
§op -Tp Justisrcfapenats-1.1. LAs390 24 dest /b,

7. Set the parmissions to allow system:authiuser 10 ook up and read on
directorias ‘ele, finclude, and ib and deny the access for the group
system:anyuser 1o those diractonies, The group systam:anyuser still neads
the lookup and read parmissions 1o the bin diractary to anable
unauthenticated users to access the klog binary:

# od fafs/ . itso.ibm.com/s390 Timwe?d/usr/afans
£ Jusrfafs/bin/fs setacl -dir etc include Tib -acl systen;authuser vl %
systam:anyuser rane

8. Create tha symbolic link /usralsws on tha local disk to the directory
fats/itso.ibm.com/ @ sys/usr/alsws:

# 1n -5 fafsfitso.ibm.comfdsys/usrfafsws Jusrfafsus
Tip: Hf you do not want to type the whole path 1o AFS suite commands, such

a5 fs, you should incheda the foflowing paths luIJﬁF'A‘T!-I mulmmrfml :§
mnahiaﬂmfalﬂah&mdfusﬁ&fﬂmfﬂc SR

Congratulatians! You have just complated the installation of the AFS sarver on
your VM Linu,

15.4.6 Installing clients on other servers

In this section we describe how to install the AFS cliant on the sereer from which
you want 10 accass the AFS files.

Transfer the installation files to the client server

Follow thesa steps 1o transfer the installation filas fram the server whers you
compiled the OpenAFS package to the client sarvar, In our example, the sarver
with compiled packages was vmlinux8, itso.ibm.com.,

1. Createthe gz package:
# od usrfsrofopenafs-1. 1 1/s390 Tinu?df
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£ tar -c -7 dest > s3%0 _Tinx?dafs.gr
2. Transter the file fo the chent computer with fip; for axampla, create the
diractory and unpack into this direclory:

£ nkdir fafsinstall

£ od falsinstally

£ ftp wmlinuxd. {ts0.1bm, com
Connected oo vml i, 1150, 1ha, can,

ftpe cd fusefsrcfopenafs-1.1.1/53%0_1 inux?4
ftp= bin
fip= get 5300 linux?4afs.gz

11253760 bytes received 1n 00:00 (24,35 NB/s)
fip= bye

21 Goadhye,

F tar zxf <390 linux2dafs. gz

Creating AFS directories on the local disk

Creata the directarias for holding binary and configuration files with the
commands:

£ nkdir fusrfvice
£ onkdit fusefvicefete

Loading AFS into the kernel
Follow these steps to load the AFS modules into the kemnel:
1. Copythe AFS kemeal fles into tha fusrivies/ste'modioad diractory:

£ ed fatsinstall/dest/roat.client usr/vice/ate/
§ cp -rp madload fusrfvice/ete

2. Copy the initialization script and start it:

Fop -p afs.re fetofinit.dfafs
f jetefinit.dfafs start
Starting AFS services.....

Enabling AFS login

Follow the instructions in “Enabling AFS Login® on page 364 10 enable AFS kagin
on the client server. Keap in mind that the installafion files are now in the
iafsinstall directory, not in /usrisrelopenafs-1.1.1/5390_Enu24

Loading and creating client files
Follow these steps to complete this task:

1. Caopy the client files:
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£ od fafsinstall/dest/roat.clientfusrfvice/fatc)
#op=p * fisrfvicefets

cp: anitting directory "0

cp: amitting directory “modload’

Fop =Tp C Juseivice/ete

2, Craata the /usrvicelstoThisCall file. With this cell yvou defing the membership
af this client server:

F echo "itso. 1bn,com®” = Jusvfvicefete/ ThisCall
3. From your AFS server, copy CellServDB to usrvice'sle/CeallSarvDB.

Configuring the cache

We already explained, in “Canfiguring the cache” on page 374, how the cache
works and what the needed parametars ara. Hare wa just oufline the procedura
fo implemeant this on the client machina. In our example, wa uss the disk cachs:

1. Create the directary for the cache:
£ pkdir fusrfvicefcachs
2. Craata the cacheinfo file with a cachesize of 25000 KB:

§ echo "fafs:/usrfvicefcache: 25000 = fusrfvicefetcfcacheinfo

Configuring the Cache Manager

We explained the function of the Cache Manager in “Configuring the Cache
Manager” on paga 375, Follow thess steps o set up the Cache Manager on the
chent sarver:

1, Create the directory for the cache:
Foakdir fafs
2. Copy the configuration file:

F nkdirv Fetc/sysconlig
# cp fusr/vice/etc/afs,
#op JusrfviceSetc/afs.conf fetcfsysconfigfafs

3, Edit the configurafion file to suit your needs, Following is cur example file;

£ finfsh
# Copyright 2000, [nternational Business Machines Corporation and athers.

# Al Rights Reserved.
i

# This software has been released under the terms of the [BW Public
# License. For details, ses the LICENSE file in the top-lavel source
# directory or anline at hitp://www. openats.org/dlflicansel0. himl

# Canfiguration information for AFS clisnt
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# AFS_CLTENT and AFS_SERVER detarmine i1f we should start the client and ar

& the bosserver, Passible walues are on and off,
AFS CLLERT=an
AFS SERVER=0ff

# AFS client configuration aptions:

LARGE="-staf 2800 -dcache 2400 -dasmons 5 -volumes [28°
MEDTUW="-stat 2000 -dcache 300 -daemons 3 -volumes 0 -memcache”
SMALL="-stat 300 -dcache 100 -dacmons 2 -volunes B0°

(PT IOMS=3HED LM

# Sel to "-verbose Tor a lobt of debugging informmtion From afsd. Only
# useful for debugging as it prints _a lot_ of information.
YERGOSE=-

# 0PTIONS are the options passed fo afsd.
DPTIONS="S0PTIONS FVERBDSE®

# Jample server preferences function. et servar preferences using this.
# afs_serverprefs() |

# JSusrfafsws/etc/fs setserverprefs <host= <rank=

l

# Either the name of an executsble scrfpt orF a sat of Comnands ga here.
# AFS POST_INIT=afs serverprefs
AF5_POST_INIT=

Starting the Cache Manager
1. Rebaot the YW Linux server, log on as root, and then start the AFS
mifialzation script and wait for the message that all daemons ara started:

fed
F shutcdodn <k now

Togin: root
password: Tool password

# fetcfinit.dfafs start
Etart1ng AFS services.....
afsd: A1 AF% dasmars started.

2. Follow the instrections in “Activating the AFS initialization script” on page 378
to anabla the script to load automatically.
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the Tokens tab and click Obtain New Tokens.... You will see a window similar to
Figure 15-5 on page 390.
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z/VM 4.2 Linux features

In this chapter, we describe the enhancements shipped with IBM's 2VM 4.2
Operating System that can banafit custorners running Linux guast viflual
machnas,

We review the System Administration Facility, which can help in the creafion and
managemsant of mulipls Linux guests. This faclity can also be used Lo migrate
from an axisting Virtual Image Facility (VIF) snvironment.

We also review the VM LAN Support introduced in 2°VM 4.2, This facility allows
"M 1o supporl multiple internal, vifuakzed LAN segments. Individual guest
machinas can define a virtual network intadace card (NIC) and then connact to
tha virtual or guast LAN segment using existing communications saoftware, such
as the Linux TCR/IP stack (we refer to these as “guest LAMS" to avoid confusion
with virtual LAN, sinca that tarm has baan adopted by an |[EEE standard,
B02.1q).
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16.1 System Administration Facility

The Systam Administration Facility is in part based on a number of ease-of-use
functions developed for the 5390 Virtual Image Facility (VIF) product, These
functions include the creation of Linux guest machinas, the assignment of disk
space for those guasts, and the ability 1o start and stop Linux servars, The facility
Is comprised of a clisnt component which rans in ether a Linue or CMS guest
This client companent communicalas with a server component known as the
YMADMIM sarvar,

16.1.1 Who should use the System Administration Facility

494

The System Administration Facility is intended for use in a pew, son-iailored
M systam. [t will not function if you want to use a pre-existing system.
YMADMIN manages the user directory (which means that you can’t do it—eithar
manually, or through a directory managemant product such as DIRMAINT).

Before deciding on whather or not this facility is going to ba useful in your
environment, wa recommeand that you review the follawing flowchart, which
comes from the System Admimisirabion Facility Guide, SC24-6034.
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Figura 168-1 Flgure 51 How lo procead after instaifing 2VM

16.1.2 Initializing the System Administration Facility

If you decicle to uss the System Administration Facility i your environment,
axgcute the following sleps to initialize the facility (before proceeding, howaver,
w racommend you first read the insfructions given in System Adminisiralion
Faciity Guide, SC24-6034).

1. Logon to CMS on the newly installed 2'VM system, using the VMADMIN user
I},

2. Enter tha command YMADMCTL START. (Male that this command can only be
anterad once; you cannot stop and then restart VMADMCTL.)

3. Reply to the prompts with your environment-specific respanses.
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You'll need the following information about your environment in order to
angwer tha VMADMCTL initialization questions:

Metwork davice address for the VMADMIN server

Motwork devices such as OSA cards have two (and somatimes, thraa)
device addresses assignad to them. There is always an even number and
an odd device number, which rapresent read and writs subchannels.

On an OSA Express card running in QDI0 mode, there’s a third device for
the control subchanmel. To answer this prompt, specify the even device
acdrass numbeér of the netwark card you'll be using for VMADMIN, For
example, if using an O5A card with device addresses 0x0500, 0x0501,
and 0x0502, you'd reply with 0500,

The network device's port number or port name

This is the number or name of the starting even port, or the name
associated with the network device that is assigned ta the VMADMIN
Sarver.

VMADMIN servar natwork type

The type of local area network (LAN) 10 which the servar is connected, For
a QDIO device, specify either FastEthernet, FE, GigabdtEthernet, or GB.

Far a nen-Q0IC device, specity ether Etharnet, 802.3, TokenRing, TH, or
FODI.

YMADMIN server network MTL size (576, 1492, 1500, 2000, 40596, 4352
or 8202)

VMADMIN server P address
VMADMIN servar subnat mask
IP addrass of gateway fo be used by the System Adminisiration Facility

Onee confiquration has completed, the VMADMIN server will be mitialized and a
message will ba geanerated, informing you that VMADMIN is now operational.

Following is an example of tha initialization process that includes the prompts
and axample responses:

YMADHCTL START

HLEVHAODSOT Reply RESTART at any time ta start over ar QUIT to Eermipats
HLEVHAODSZR Enter Server network device addrass:

9.12.6.73

HLEVHAGDEEE Deyvice address mast be hexadecinal

HLEVHAODSZE Enter Server network device address:

2920

HLEVHAODSIR Enter Server network port number:

a
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HLEVMAGDAAR Enter Server network type (Ethernet, 802.3, TokenRimg, TH,
FOOL)

Ethernet

HLEWMAGOSER Enter Server network WTU size (576, 1492, 1500, 2000, 4086,
4352, A902):

1500

HLEYMAODSER Enter Server [P address:

9.12.6.73

HLEVHMAGDS/R Enter Server [P mask:

25%,265,255.0

HLEVHAGDSER Enter Server gateway IF sddraess:

9.12.6.75

HLEVHAGDTIT

HLEWMADOTA] Here 15 the configuration (please make a note of it):
HLEWMAGDTY

HLEYMADDTIT Server:

HLEYHACDTFY | Retwork device addvess: F92C
HLEYMAGD Y] Metwork ports 0

HLEVHADOTYT Mebwork Lyps: ETHERMET
HLEVHADDTE ] Retwork MTU siza: L1500
HLEVHAGITY ] [P address: 9.12.6.7]
HLEVHAGETI ] [P mask: 255.255.265.0
HLEVHAGHT ] Gateway [P address: %.12.6.75
HLEYHADDFY CHent 1P address:
HLEVHADDTY ]

HLEVMADDROR [s Lhis corract {Yes{1]},Ma{0]):

1

14:60:28 AUTO LOGOH *+ VMAOMIN USERS - & BY WAINT

HLEVHAQASE] YMADNCTL complete - VHADMIN 15 mow operaticonal

Varify that all the seftings are corract by using the VMADMIN § ALL command;

VMADMIN Q ALL

HLESUanTS |1

HLESQUOOTY] Hera is the conTiguration {please make a note of t):
HLES QU7

HLESQUOOTYT Server:

HLESQUO0Y 1 Ketwork device address: 292C
HLESQUOGTY 1 Metwark portz O
HLESQUONTA] Netwark type: ETHERMET
HLESOQUORTI 1 Metwork MTI sire: 1500
HLESQUOOTAT [P addresss 9.12.6.73
HLESQUa0TY IF mask: 255.205.265.0
HLESQUG0FI Gateway [P address: 9,012,675
HLESQUa0TY 1 Clisnt [F addrass: WOT OEFINED
HLESQUODTY]

HLESOU13G0T o af O WE of server paging space in use
HLESU1301T 0 MB of O NB of Linux image partition space in use
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HLESQUL3(ZT YMADWIN performance: CPU is Green, Paging 15 Green, [0 1s

Grapm

HLESOUT3241 Mo paging walumes are defined

HLESOUT3241 Mo image volumes are defined

HLESOUL3O3T Server uses IP address 9.17.6.73 with device 292C
HLESQULIDET Server Tevel: 18, Service OO0

HLESQUI 7T Last boot on 2I01-08-02 at 15:15:06

16.1.3 Using VMADMIN

VMADMIN functions can be run from a CMS sassion or from a Linux guest
machine, Before you can run VMADMIM fram Linw, however, you must first
create a Linux image, using the VMADMIN CMS client. Once you have created
the first Linux system, all other VMADMIN work can be done from Linux,
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16.1.4 Creating the initial Linux guest

The following steps take you through the creation of the mitial Linux virtual
maching. These stepa must be performed from a CMS seasion that has access
ta the VMADMIM facility. (Typically, in a new installation you should use the
MAINT usar ID for this task. )

1. Using the VMADMIN SERVER VOLUME command, create the paging and
imaga (Linux filasystam) space that will be usad by the Linux quest.

Mote: The following examples show user input in bold.

Create a pagng device, using device address 3E44, and give it a valume
labal of VM3E44,

vmadmin server volume add paging Jedd wmdedd
T 14: 38 DD JEas ATTACHED T VHADMIM 1000 BY YMADMIW WODTH DEVCTL
HLESNCZOD4 ] Command may take up to 16 minutes; please walt

Once tha format has completed, map the voluma to ensure that everything
wWorked,

ymadmin server volume map wsed vniedd
HLESWO?Z16E WMIE4S (1E44) 15 8 PAGING wolume
Command Comglate

Add a volume for image” space (i.e., space that will be used by the Linux
filesystems). Once this completes, also map this volume to ensure that the
format completed successiully,

veadmin server volume add fmage Jcal vmdcal
HLESVOZ2000 IMAGE walume VHMACAZ addad
Command Complate

2. Create the first Linux guest by using the command VMADMIN IMAGE CREATE.
{In our case we namsd it LMXMSTR sincs it is the first Linux guest, but you
can name it whatevar you prafar )

Note: This command merely defines tha guast to VM and does nof parform
the actual Linux install.

viadmin inage create LNEMSTR

Enter passward for Imaga:

PRSSWORD

Ho-enter password:

FASSRORD

HLESIM15001 Image LMEMSTR created successfully
Commarid Complata

3. Use the VMADMIN SERVER INSTALL command to copy the kernel imaga,
parmling, and initial ramdisk files from a nominated FTF server to the guest
machine. Once this completes, you'll be ready 1o boaot the Linux system
starter systom.
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Select the FTF sarver that contains the kernel image, parmiine, and initial

RAMdisk that you want 1o install. In our case we used SUSE, a0 the kcation
of thesa files is stored in the susa.ins fila.

Mote: We had a problem in gatting this stap to waork, at first. Wea resalved the
problem by editing the suse.ns file, entering fully qualified path names {i.e.
paths from the root directory) for the image, parmline, and initrd files, This
problam may now be resalved, however, as we were using an early build of
zZVM 4.2,

VMADMIN SERVER INSTALL 9.12.6.134 fipuser ftppud suse.ins
HLESTR2Z0&T Transferring Linux from 9.12.6.1234 suse.ins
HLESIN2O02] Command may take up to 20 secomds; please wait
HLESIM234T Linux imstalled from 9.12.6.134 suse.ins
Comnand Complete

4, Define the network device that'll ba usad by the first Linw quest, by using the
VMADMIM IMAGE HETWORK command. [n our example, the Linux quast will usa
an O5A card with device addresses 2902 and 2303 (sea Figura 16-2 on
page 398 for details),

VHADMIN IWAGE NWETWORK Inxmsiy add 2902
HLESTM1S06T METWIRK ADD completad successfully
Comnard Lomp] ate

5. Authorize the Linux mastar guest to be ablks to be abls to run YMADMIN
eommands.

ymadmin server clientipaddress 9.12.6.65
HLESCL2SMT Ping £o Client 1P address %.12.6.65 failed

HLESCL2EZOLT Client TP address 15 set o 9, 10,6065 successfully
Cammari] Comgpletse

6. Provide read-only access lo VMADMIN'S 203 minidisk, which halds the Linux
vmadmin command.

yuadmin partition share vmadmin 203 with Texmstr 203
HLESFALSDGL PARTITION SHARE completed successfully
Comnand Comgplete

You're now ready to boot the initial Linux guest machine.

7. Logon to a CMS session using (in our exampla) user [0 LNXMSTH. Tha
Linux system will automatically boat

LOGON LHEMSTR PASSKHORD

Thare is ne lognsg data

FILES: MO ROR, WIPRT, W3 PUN

LOGON AT 21:55:18 EDT THURSDAY 08,16 /01

Linux version 2.2.19 {root®sdd016) {(goo wersion 2,95.2
[SusEsgoe=2, 95,2 4=di ffatgoo-hugfines) ) 1 SHP Mon Jun 18 05:19:40 01
Commanid | ineis: ramdisk s1ze=12768root=/dev/ randro

Waare running under YN
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This machine has an TEEE fpu

[nitial ramddskat: Gul@0ao0d { 16777206 bytes)

Detected device d01F an subcharnal 00040 - PIM=40, P& =80, POM = FF
Detected dewice 2002 an subcharne] 0001 - PIM=40, P& =80, POM = FF
Detectid dewice 2902 on subchanne] 0002 - PIM=30, P84 =30, POM = FF
Datected dewica 0203 an subchammal 0003 - PIM=F0, P& = FO, POM = FF

8. Because this is the first ime this Linux image has been booted, you'll be
prompted for networking definitions. Configure the network, and then telnet to
the image. You can naw install the full system by using an appropriate
mstallation script (we used YaST in our example).

To issua VMADMIN commands from the Linux guast, once you kg onto the
image, you must make the DASD at device number 203 known to Linux and it
must be mounted read-only. (For mora information about the procedurne you'll
nead to follow to accomplish this step, refer 1o tha documentation for the Linux
distrbution you are using.)

Mote: For a compleate description of the functions availabla with the System
Administration Facility, refer to the 2VM 4 2 publication System
Administration Facillily Guide, SC24-6034.

16.2 VM LAN support

Prior to 2°VM 4.2, virtual connectivity options for connecting ong or more virtual
machinas wara rastrictad to virtual channal-to-channal (CTC) links, and tha Intar
User Communications Viehicla {(IUCY) facility. These are point-to-point
connections, which means that in the casa of CTC links, when you want twao
virtual machinas to communicate with each other, you must define CTC device
pairs in eack machine and couple those devices between guest machinas.You
also have to deline static routing stalements in each guast thal neads to
communicate with another guast in the system.

Another prablam with point-to-paint links s that, it ane side of the connaction
wenl down, it was often difficult to subsequantly reconnact the two machines.
Fraquently, ong of the Linux guest machines woukd have o reboot In ordar to pick
up the connaction.
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Paint-ta-Paint connactions

VM/ESA or zVM CP

Figure 16-3 Guesl virtual connecthily options priov o 2V 4.2°

From z/VM 4.2, CP has been enhanced to provide a feature known as “VM LAN";
seq Figure 16-4 on page 403, This featura allows you to create multiple vifieal
LAN segments within a 2VM anvironment, and thare is na limit on the number of
LAN segmaents that you can create, Individual guest machines can create a
virtual Netwark Interface Card (NIC) to allow them to connect to the virtual LAN
and communicate with ather guests using standard TCP/IP protocols,

The virtual NIC emulates a HiperSockets device, as mtroduced by the zSeries
2900 GA-2 machinas in ate 2001, As the VM LAN is a virtualization technique, it
ig nat limited 1o the use of zSeras hardwara; support for VM LAN goes back lo
672 Generation 5 machines and the Multiprise 3000,

Unlike with the complexity of point-to-paint connections, when using the VM LAN
facility, you only have to define the virtual network adapter in each guest and
connect that adaptar to the LAN,
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Figure 18- 1M LAN suppart in 2WM 4.2

To usa the YM LAN, the guest O/S {for example, Linux} must be able o support
HiperSockets. In our case, we used an IBM intemal test Linux system which had
Hiparsockals support built imo the QETH drivar.

VM LANs can be created or destroyed dynamically. It is possible to have both
unrastricied and restricled LANS. Accass to a restricted LAN is controlled via an

accass control list.

16.2.1 Creating a VM LAN

To manually create a virtual LAN for a group of VM guasts, fallow these steps:
1. Craate a VM LAN segmant in the VM host systam.
CP define Tan SEWLAN MAXCONN 100 ownerld system

d300:hS LAN SYSTEW SEMLAN 15 crealed

We created a LAN called SEWLAN, and the maximum number of guests that
can connact to this LAN is 100, The MAXCONN setting can be changed to

any number betweean 1 and 1024, Alternativaly, if you do not use a

MAXCONN value, then thera is no limit on the number of guesis that can

connact to this LAMN,

The LAN definiion given in cur example i nof parmanent across |PLs of VM,
g0 you should add a DEFINE LAN statement 1o Y's SYSTEM COMFIG fila.
Retar o the DEFINE LAN saction in the VM CP Command and Utility

Referance far additional datails on this subject.
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2. On each individual guest machine, you must create a virtual network interface
card (NIC).

CP define nic 500 hiper dewices 3
30800 NIC 05 15 created; davices DRO0-0502 defined

This creates a set of devices that will look like a HiperSockets intarface 1o
Linux. Again, this is not a permanent definition; it will only exist for the life of
the guest seasion. To maka this definition permanent, add a SPECIAL
statemant in the CF directory for that guest, either by editing the LISEH
DIRECT file or by running DIRMAINT,

3. On each guest, connect the virtual MIC to the LAN.

CP couple 500 to system sewlan
23:10:12 NIC 050 15 connected to LAN SYSTEM SEWLAN

To ensure this happens whenever a Linux guest starts up, put this COUPLE
command into each guest's PROFILE EXEC file.

16.2.2 Using the VM LAN with Linux guests

Note: The infarmation in this section is based on 1ests using a pre-GA QDIO
drivar on an internal IBM system; your experiences may be diffarant. Both the VM
LAN facility and the supporting Linux cevice drivers will bs availlable by late 2001
as QA code.

To use the VM LAN with Linux guests, we followad these steps:

1. We defined the VM LAN, created a virtual NIC for each our Linux guests, and
then connactad those MNICS to the LAN as discussed in 16.2.1, “Craating a
VM LAN' on page 403.

2, We booted Linux, using an iniial HAMdisk installafion,
3. When we got to the networking prompts, we enterad the following details:

Welcame to Linue far 57790
Is wour machine connected to a network (YesiMo] ¥ yes

select the type of your netwark device

1} for lcs osa taker ring

2} for lcs osa ethernet

3} for qdio 0sa ethernat

4} for channel to channel and escon channel conrectians
&) for [UCY

G} for CLAW

Enter your chafce {1=6); 3

Plaase Lype in Lhe channal device configurationaptians, a.q
qetha, 0xFdon, bxfdol , 0xfddz, 0,1
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qeth parametar:
gqathd, 0x0500, 0x0501, 0x0502,0,0,0

Please enter your 1P address: 192.168.0.10

Please enter the met mask: 255.255.255.0

Please enter tha net address: [192.168.0.0] 192.168.0.0
Please entar the gateway address: [192,168.0.1] 192.168.0.1
Please enter the [P address of the NS server:

Please enter your host nane; Dvminxd, 1¢s0, 1bn, con

Please enter the NS search domain: 1t50.1bm.cam

Confiquralion will be:
Channel device & gathd, Dx0a00 00500, Ox0ROF 0, 0,0

Host name orvminxd 1ts0. ibm.com
IF address ;1492 166.0,140
Met mask ¢ £hb,255,2565.0

Braadeast address: 192, 16E.0,255
Gateway address @ 192,168.0,1
Nel addrass ¢ 1492, 168.0.0
(KRS TP address

OH% search domain: 1859, 1bm.com
Is this correct {Yes/No} ?

Yes

. When wa gol 1o the Linux shell, wea enterad the command ifeonfig -ain
order to daterming if we had a hiparsockels device defined.

£ ifronfig -a

hs il Link encap: Ethernet  Haaddr 000002 00 :00: 00
MOGER  MTU:E192 Metric:l
BY packets:0 errors:0 dropped:0 everrons 0 frame:0
TX packets:0 errors:0 dropped:D overruns:0 carrier:d
colTisions 0 Exquausalans 100
[nterrupt:14

T Link encap:Local Laopback
inet addrs1E7.0.0.1 Mask:265.0,0.0
UP LOGPEACK BUMNING  MTI: 16436 Metric:]
BY packets: 14 arrors:0 droppsd: 0 overruns:O Tramse:0
TE packets:14 errors:0 dropped: D overruns:0 carriers)
colTisions 0 txguenslen:d

We alzo entered a CF QUERY NIC command fo determing the sfatus of our
Linux guest maching's virtual Network Interface Card. As seen from the
following exampla, we had an established session, but did not have an IP
addrass bound to the NIC.

CP O NIC bOO DETALLS
Adapler 0500 Type: HIPER Hame: URASSIGNED [evices: 3
Port 0 MAC: O0-048-AC-00-00-05 LAN: SYSTEM ITSOLAN MF5: 16334
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Compaction Mame: HALLOLE  State: Session Establishad
Oevice: G800 Unit: 900 Roles CTL=-REQD

Oevice: 0501 Units 001 Roles CTL-MRITE

Device: 0802 Undts 002 Heles DATA

. We displayed the contents of the /procichandsy file in arder to verify that the

davices 0x500,0x501 and 0x0502 have bean detactad.

# cat [procy/chandeay

channels detac tad

chan U i dev dew im chan
[rqg  dewno fype  type  model  fype model pim chpids se Fag,
OR00ad (046 udd 03000 Oxe0  Oxd000 et Oxf0 Jx 1S00000000HEKD e fifl
Or000] Ow2047 Owdd  0x3088 Oxpd 00000 Oetd GxBO Ox 1S00050000003H0  no n
ulgfe Ood500 Gal0 Oxl731 Qw05 0al732 Oudh QuB0 OxCSQ0000000MIOHN  yes  yes
Ox000f G500 Oel0 Ox1731 Ox05 01732 Oadh Qw8 OwOSOO00000OMGHI0  yes  yes
Quild OmdH0d Gul0 Oxlf31 Qa0%  0alT32 Ouldd OxB0 Qx05000000000EK0  yes  yes

. We wera now ready 1o activale the hipersockets device via an ifconfig

command, as lollows:
£ ifconfig hsid 1592.164.0.1 netmask 235.255.255.0 multicast up

hsil  Link encap:Ethernet  HWadde 000000 2000 00: 00
fnet addirz 192,168,010 Mask:255,255,255.0
UP FUNMLING HOARF MULTICAST MTU:8192 Metric:l
EX packets:0 arrors:0 dropped:0 overruns:d Frame:0
T8 packets:0 errors: 0 dropped:0 ovarruns:0 carrier:Q
colTistons: 0 Cxquenelan: 190
[nterrupt;14

. Fmnally, we performed another QUERY NIC command and nated that this time,

we had an IF addrass bound 1o the vifeal NIC.

#CP O NIC 500 DETAILS

hdapter 0500 Type: HIPER  Name: UNASSIGHED Devices: 3

Port O MAC: O0=00=AC=00=00=05 LAN: SYSTEM [THHLAN  WFS: 1A384
Connactian Mame: HALLOLE State: Session Estab] ished

Degiee: Q8000 Unit: G600 Role: CTL-READ

Desfece: 501 Unft: 001 Rola: CTL-WRITE

Mevice: 507 Unit: 007 RBale: DATH

Unicast IP Addresses: 192, 168.0. 10

This Linux guast can now communicate with any other member of the virfual LAN
without requiring static routes to individual machines or specific COUPLE
statemants to link [t to other guasts.
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Roadmap

In this chapter we discuss some areas we would have likad to have investigated
further. Some research was done 1o test “good kleas." In some cases
axparimants ware dons and prototypas wera codad to vanty the ideas, Wa
balieve these areas could allow significant improvameants to running Linux
imagas on VM, but tima did not allaw us 1o completa the work.
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17.1 Ability to reconfigure CTC and IUCV

408

In *Linux as a virtual routar’ on page 63 we drew attention to the lack of abilty to
reconfigura the CTC and ILCY drivers.

The way that these drivers work is that connactions are defined when the device
drivar is loaded. The rastrictions are different for each drivar;

CTC The virtual CTCs must be defined at Linux IPL time because the
current Linux kernal does not properly handle dynamically defined CTC
devicas. Tha devices do not need to be coupled to the peer usar 1D
until the moment you want o activate the connection, 50 you can
pastpana that decision and use the hep command to da the couple.
Thus, the restriction is only in the number of devices you want to use.

WCY  The IUCY driver does not use 5390 devicas, so it is not subject fo
restrictions in the device layer of the kemel, The current driver,
however, requires all pear user |Ds to be specified when the driver is
loadad. You can unkoad the drivar and spacify additional peer user [Ls,
but that means you must bring down the other ILCY connections in this

image.

We believe it would not be very difficult to change the ILCY driver such that you
specify only tha number of connections when it is loaded, and specify the peer
usar 10 just betora the 1feonfig command by writing into a (proc antry. This
woulkd give the IUCY driver at least the flexibility of the CTC driver.

Thera are also some scaling issuss with the CTC driver thal prevent this from
taing effactive. When a number of connactions are down and the virtual router is
trying to establish the connaction, this appears to keep the CTC driver from
sending packels on the other conneclions that are up.

Currently a maximuem of 8 or 10 connections is defined for the CTC and ILCY
drivars. People have suggested that this could be changed (basad on the fact
that i is defined as a constant), bul that might be less trivial than it looks. The
GTC driver allocates 2 times a 64 KB bufler lor @ach connection, so 100
connectizns would require 12.5 MB of storage, This would make it hard to create
a small compact Linux router that can be kept resident by VM. The IUCY driver
requiras the user 103 to be listed whan the driver is loaded. That causas some
practical problems as well if you want to specify hundrads of user |Ds,

It would be very atiractive if 2V would provide a kind of virtual network based
on IUCV or some othaer mtarface to CP {as opposed to virtual pont-to-point
connections). Such a virtual network should offer broadcast capability as well 5o
that a DHCP server (in a Linux image on VM, connected to thal same virtual
LAN} would provide the information to let a DHCP client n each Linux imaga
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configure the IP stack automatically {as suggested in 10.4 4, "Heducing tha
number of changes required” on page 220). Given the penatration of Ethernst in
the Linux arena, it would be attractive i the Linux device driver would make it
appear as a natwork interface an a virtual Ethemat LAN.

17.2 SOURCEVIPA equivalence for Linux

As discussed in 4.2.3, “Virtlual |P addressing” on pags 79, we can uss a dummy
interiace in our Linux mstance to provide a persistent traffic path for TCR/AP
connections. This is used to provide a single addrassing point for applications,
even when multiple intedacas are used. It akso allows for private |P addressing
rangaes to ba usad in the virtual routing setup, conserving the Internat addrass
range.

Whila the dummy intedace provides resiliant connectivity support for incoming
connactions, it doas not assist when tha Linux instance establishes an outbound
connection. This is bacause of the way the TCPAP connect () function works,
Part of connect () procassing uses the TCPAP routing table 1o determing which
interface the connection requast (TCP SYN packet) will be sent over. Tha |P
address of this interfaca is used as the source address for the connaction,

In 205 and 2/VM, this default behavior has baan madified, adding extra
processing to support SOURCEVIPA. /08 and VM check the configuration for
the interface chosen in connect (), and if SOURCEVIPA has been specified for
that intarface, the addrass of the appropriate VIPA will be used as tha source
addrass.

th: Thlsmmtulﬁm&ﬂUHEEﬁPﬁnm:ﬁnnhaﬂsmdwmhm
been done simply by looking at how the function works, not by actual
inspaction of the code. Nona of tha authors of this redbook have access o
;ﬁﬂﬂmﬁmﬁ#wta%ﬂmhﬁmﬂﬁ%bﬂﬂfﬁt
fombis 1]

It woukd be possible 1o maks the samsa changeas 1o the Linux INET code o
support the same featura. There are many considerations, however, that would
hava to be considerad:

»  The change woukd have to be duplicated in TCP and UOF (and may operala
diffarently for both).

» |PV4 and IPVE would need to be looked at,

»  Other parts of the kermel might be aflected. For axampls, the code that sends
tha SYN packet may be dependent on tha interface address defermined in

connect (), and would have io be changed as well,
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» Applications that inttiate connactions might not periorm as expactad.

A tairly large amount of work would be involved in making this kind of
madification to the INET code. However, al tha end of the task Linux would ba
able to banafit fram the same high-availability connactivity as 2/05 and 2/VM far
incoming and oulgoing connactions.

Even without a function ke SOURCEVIPA in your penguin colony, thaugh, you
oibtan high availability for incommg connections using the dummy interiace ad
previously described.

17.3 DCSS-mapped block devices

Reduction of the storage requirements (“footprint™ of the Linux images is one of
the prarequisitas for effiectively running a large number of Linux images ona VM
system. One of the options for reducing the footprint is to share storage among
the imagas. Sharing the read-only portions of the kernel as suggested in 10.7.1,
‘Using an NS5 with just the kemneal” on page 228 will help somsewhat, buf the
kernal is only a small portion of the Linux image. It would be much mare
affractive to share the application code (the shared libraries and binarias),

17.3.1 Sharing between processes

Whan a process needs access to an execulable or shared lbrary, an meap{)
function call is used to map this file into tha virtual storage of the procass, The file
is nat completaly read inta memary bafore the process stars, bul portions are
brought into storage when needad (lke demand paging). When the process
accasses a part of tha fike that is mof in Linux storage, a page faul axceplion
passes contral o the kemel to start the Y0 to read in a portion of that file and
rasuma the procass when tha 0 has complated. In the case of shared libraries,
anather procass might nead the same portion of the mapped file and it would find
the portion already in storage and not encounter a page fault. This means that
portion af the file will be loaded into Linux storage only ance. Popular portions of
filzs will confinua to reside in storage and will happen o be available for
procasses when needad.

This is something Linux does on aach platiorm. it 1s not uniqua to 5/390 and it
does not exploit 5/390 faciliies other than the Dynamic Address Translation
hardware (referred o as Memory Management Unit (MMU) on ather platfarms).
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17.3.2 Sharing between images

This sharng process, described n 17.3.1, "Shanng between processes” on
page 410, happans within a single Linux imags. When Linux images are sharing
disks with coda, many of the Linux imagas will have read in the samea portions of
the same files, From a VM pont of view, this means that dupbcates of the same
data is in the vifual storage of each of these Linux images, If the pages ars
referanced fraquently enough by the Linux imageas, thay will ba part of tha
rasident storage of the viriual machine. |t would ba very attractive if VM could
play similar tricks as Linux does and map thase virlual machine pages on the
sama real page frames. Since Linux is using normal Y0 operations to read the
data, it is not frivial for VM to recognize the pattern and parform a form of

mapping.

Some benafit may be gainad from VM Minidisk Cache (MOC) that will cache
paortions of the data in real storage page framas.

 Mote: One could ngﬁ whather MOG is effective in mlscmﬂacausalhux
images already bufter these popular pages themsalves, m-:.‘:uimtmﬂm
thal the page is more popuiar than othr pages read cnce by a Linux image.
- The Linux 110 tands to be rather MDC unfriendly” (except when using tha
gﬂwuaanbﬂfﬂcﬂa.wmhmﬁaamw‘pﬂlﬂ Flaihvﬂlrmriargua w :
gpmtﬂ:hrdnuldmaaum ,

Whan the Linux image issues the 1'O to get the data becausa it page faults, i is
probably too late for VM 1o intercept and try to do smart things. This is further
complicated by the tact that each Linux image will read that block of disk infe a
differant page of the virtual machine storage.

COne option would be 1o uses the 2VM faciliies o do somesthing smilar to the
Linux mmap() function. The 2V fadilities, howsvar, build on the XC architectura,
and Linux for 5/390 currently cannot run in that moda.

17.3.3 Using shared segments

Another 2/VM facility to share storage is a discontiguous saved segment (DCSS),
A virtual machine can “attach” a DCSS, which means that a defined part of its
address space is mapped on a DCSS. The pages of the DCSS reside n a
special spool file and are brought in when necessary through the VM paging
subsystem, and will remain in storage whan referenced frequently enough.
Multiple virtual machines shara the real page frames, much like the map ()
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approach m Linwe. The DCSS is normally located outside the virtual storage of
the virtual machine (i.e., at a virtual acldress beyond the size of thea virual
machina). At boot time Linux will sat up tables to map what it sees as real page
frames, not sagments attachead to it after the boot process.

The way we can falk Linux info using a DCSS could be to have a block device
driver. The block device driver will issus a Diagnose 64 call to attach the segment
whan the davice is openaed. The way to access the segment would be through
the ioremap() function in Linux (this is used on PC platforms to access memory
on PCI cards). The kernal currently doss not axpart the symbal for device driver
modules to use it, but this is trivial to do in arch/s320%kemel’s390_ksyms.c. We
mada that change and the code appears to work as expactad, in that a device
driver maodule can access the data in the segment.

The first attempt to implement this DCSS block davice was fo build & device
driver on top of the devica file system (devfs) 5o that segment names would show
up in the /dev tree when attached. While this might be an elegant approach for a
production driver, it fumed out to ba “a kot of work.”

The second attempt involved taking the XPRAM devica drivar that is par of the
Linux for 5/380 source tree, and change it to use a DCSS. The module was
changed to take the namas of the DCS5 as a parameter when loading.

g % 01:05: 34 tusedd0 kermel: dessinfo:trying to load module

Aug 9 OL:05: 34 LusfO000 kermel: dossinfozinitializing:

g 9 01:05:34 tumf0D00 kermel: dossdebug:doss: this 15 0 TURTEST

Aug 9 01:05: 34 tushOH00 kermel: drossdebug: major 34

g 9 01:05:34 tumOD00 kerse]: dossinfo:  hardsector size: 40960

g % 01:05: 34 fuxfO000 kprmel: dossdebug:diaghd TUXTEST is 0 20000000 200fFFFf
Aug B 01:0h: 34 tuwGOO00 kersel: dossinfo: 1024 KB expanded memory found,

g 9 01:05: 34 fuspOd0n kermel: dossdebisng: device(d) offset = 0 ki, size = 1074 kb
g T 01:05: 34 tuBOO00 kersel: dossinTa:Module losded successiully

Whila writing the redbook the device driver was already doing the ioremap() call
and it kept the pointar to the mappead memary for the segment. The reguest()
function was changed to copy from and to mapped memory. In fact, we do not
wanf 1o copy the page into Linux storage. We need 1o convince the system 1o use
the page sitting outside virtual storage. Some axtra stulf is needad to load tha
segmeant in non-shared moda to have it writable and to issue the SAVESYS whan
the segment is detachead.

Anothar nterasting application for the DCSS driver would be to attach a segmant
that has been prepared with tha mkswap command. This would be like a swap disk
ir wirteal disk (VDISK), but without the expensive channel programs (o drive i
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17.4 Shadowed disk support

In tha cass whera many hundrads to thousands of Linux images ara essantially
similar installations, with the exception of a few configuration files, it would be
advantageous to have some means of mnimizing the number of disk devices
neaded, To this end we bagan investigating the feasibility of a “shadowad” disk
driver. This driver would use a common master drive as read-only data, but
writas would ba directed to a quast-specific shadow disk. Subsaquant reads
would refrieve changed blocks from the shadowed disk and unchanged blocks
from the master disk.

One significant possible banafit to using a “shadowed” approach is that it
becomes a much simplar matter to upgrade software for all the systems
simultanaously. Sevaral issues still remain; for example, configuration file formal
changes will still require some careful consideration and thought. In the main,
though, it will be highly desirable to be able to “insta-patch” all the Web servers at
once, It also greatly simplifies the management of hundreds of images by
ansuring that they are all running the same version of software.

Another use of a disk shadow is to allow extremely simple recovary to a “known

good” state, If one of the guest images manages to damage its configuration to
the point that it cannaot be easily repaired, or avan that it will no longer boot, all
that must be done i to delete the shadow and replace it with a blank, new
shadow. In a mattar of seconds, the systam is up and running again with a known
baseline configuration. With some of the other configuration automation
tachniquas we have discussed, the newly “rebuilt” machine coukd even
automalically make the first changas (&.q9. IF addrass) such that when it comes
up it is already alive and well on the network. Carrying this idea even further, for
wall-clatnad servars all carrying out a simikar function {i.e., a clustar of Wab
servers) an automated procass could avtomatically “resurrect” a failled server by
bringmg online a naw, freshly configured image while retaining the old shadow
copy for the system administrator 1o ook at to determine the cause of the failure.

Combined with the DCS3 driver in “DCSS-mapped block devices™ on page 410,
this would not only save disk space, but would also allow portions of the commaon
master driver 1o resicdle in storage that is shared among Linux images.

Ona aspact of the driver thal is somewhal mare complax is maintaining shadow
consistency with the master disk, if the master disk changes at all, then the block
map on tha shadow is invalid. Some tools could be developed that will:

»  Generate a new shadow based on the old shadow and master

» Habuild shadow/mastar to reclaim unusad space (this will depend on how the
file system behaves)
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» Add new shadows fo an existing shadow (multiple shadow disks fo expand
shadow capacity)

» Factor common changes out of multiple shadows to generate a naw, mora
afficient mastar

»  Simplify shadow management for the system administrator

A protatyps implementation using the Linw md driver was developed during this
residency, but was nat completed in tme for significant results fo be documented

inthis book, Development is continuing, and we hope to be able 1o publish results
al some future data.

17.5 File system access tool for systems management

Linux currantly does not properly handle the dynamic LINK and DETACH of
minidisks as CM3S users are used o having.

Thera is a need to allow one Linux image o access the file system of another
inot running) Linux image, When authorized to do 5o, users can link to each
other's minidisks. Unfortunately, the current implementation of Linux for 57390
doas not support dynamic linking to a minidisk and use of this disk in the DASD
driver. Even when Linux would correctly handle the machine check mierrupts
invalved with configuration changes of the virtual maching, the DASD driver
would still need to be unkaded and reloaded with new parametars (which is not
possible when the root file system is on disk).

The passibility to do this builds an VM facilities and is therafora not prasent on
othar Linux platlorms.

17.5.1 Possible use for the utility

In general, systams management can ba simplified whan a running Linux image

can dynamically access the file system on a minidisk othar than the minidisks
linked 1o the virlual maching al IPL. The restrictions of the kemel and DASD
drivar currently do nat offer this option.

Ad-hoc file system repair activities
For CMS-based applications, a VM systams programmar or application
programmear would want to [ink and access minidisks of service machines to

imvestigate issues and fix problems. A& similar facility would be useful for systems
managament of Linux imagas on VM.
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Alternative data sharing

Instaad of sharing data via permanent nefwork connactions, applications can
axploit VM facilities 1o link to the fila system of another Linux image. This shoulkd
be done whils the other Linux image is not running (n which case a natwark
connaction woukd not ba possible, amyway).

Automated configuration changes of cloned images
¥When a new Linux mage s created by copying the disks of an exisimg Linux
image, several files must be customized for the new image (IP address, haost

hama, rool password). This process can be simplified f normal Linux utilities can
be used to apply thesa changes.

DirMaint-controlled file system copy

For minidisks n CMS format with CMS files, DirMamnt can automatically copy the
filaz when the size of a minidisk neads to be increasad, If a Linux systam can
dynamically link to the old and new minidisk, the same function could ba
implamanted for minidisks containing a Linux file system. This is very important
far storage management.

17.5.2 Design outline

& program an the usars Linux image (the master) will fake the arguments
neadad 1o acoass the minidisk (user D, vinual address, optionally read
password, mount point). Because of the Imitations of the DASD driver fo
dynamically add devicas, a new Linux image (the worker) must be started when
a minidisk needs to be accessed. This new image lnks the proper minidisk and
IPL Linux from an MSS that also contains a RAMdisk image. The DASD driver
can now be loadad and the file systam on the minidisk can be mounted in the
root file systam. The new Linux image connects to the master Linux image via an
IUCY connection and exports the mountad file sysiem via NFS, The program that
initiated this can now mount that exported file systam in its own file systam.

With an enhancamant to pick up the IPL paramelers. a8 shown in 10.7.3,
*Picking up IPL parameters” on page 220, we do not even need to boot with
initrd, The additional disks can be specified in the IPL command: an extra aption
could be passad to the boot scripts to indicate what action is required from the
worker,
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17.5.3 Detailed design

The IPL of the worker should be reasonably fast to make this work. Wa have
gean that booting a kernel with an uncompressad 30 MB RAMdisk image from
N335 can be done within 3 seconds whan the pages neaded are alraady in
storage. The HAMdisk image can probably be made smaller, which would further
speed up the procass, If necessary, the aystem can be IPLad from disk if that
turns out to be faster.

To get IUCY connections betwean worker and master, the propear IUCY
glatements must be in the CP directory. The netiucy driver requires all peer user
|Ds to be detined when the drivar is loaded. Thesa restictions suggest that we
create a few of thase workers for each virtual maching that must use this facily.
These workers should be dedicated ta this master. This simplifies security
igsues, bacausa the workers can have the sama authorization as the master. The
workers do not nead disk space, so the cost of half a dozen workers for sach
system administrator is not much.

The program to inifiate this function can find the first free IUCY connection and
KALITOLOG the corresponding worker, The XAUTOLOG command can be
issuad using the hep command in the cpint package. An ifconfig command can
be isswed to define the IUCY connaction. Root autharization in Linus is normally
naeced far the hep command, but that applas to the final mount command as
wll.

17.5.4 Additional points for the implementation

416

Booting from RAMdisk may be 1o resirictive for a full implemantation. The
alternative is to keap a separate root device for each worker. Bacause of the
rastrictions of the DASD driver, the kemel must be [PLed from NSS and a small
modification must be made 1o the bootstrap such that it takes parameters from
tha IPL command io insart them in the command line tor the kernal. This is not
rockat science and has been done befora, It woukd ba very usaful for other
purposes as well and greatly simplify the [PL from NSS.

lo maka tha tacility mora generic, it must ba possible to pass tha command io ba
executed an the worker, By default, this would be the script to set up the network
connaction with the master, but it will also be possible to have a command
axacutad without connecting the network, This results in a kind of background
procassing outside the virtual maching,

To copy a file system to a new disk, two minidisks must be linked and the tar and
untar for the copy must be issued,
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An elegant solution would ba if the worker could mount part of tha master's fiks
systam 3o that local scripts and commands in the mastar could be axecutad.
Differant levels of commands and libraries could make this very complicated.

Soma complications with raspact to UID and GID may oceur when files in the
target file system are modified or created.

The private IUCV network belween each worker and the master is a secura
solution and there are no sacunty nsks for the NFS eport in the worker,

The DASD driver currently has a delay of 10 saconds in the slartup. The reason
far this is unclear. it should be possible fo remove this delay or improve the
PrOCEES,

Maost parameters will be fixed for sach worker and could be taken from a file on
the 191 disk using the cmsls driver (or compuled from the user 1D of the virtual
maching). The acfual paramsters for the command could ba passed 1o the Linux
boot scripts via CP Globaly variables (for example, the TAG of a virtual device).

Theara ara no specific requirements for the leval of Linux running in the warker.
The only requirement is that it should be reascnably current, but it probably can
b an off-the-shell kemeal with RAMdisk. With recant lavels of Linux, the
incompatibilties between different versions of the DASD driver seem to be fixed.

17.6 Synergy with CMS Pipelines

CMS5 Pipelines is the Z0VM built-in productivity tool for CMS. Many CMS
applications are written to use CMS Pipelines facilities. In the hands of an
experienced plumber, CMS Pipelines is also very usaful for ad-hoc analysis of
the autput of experments, as we did while writing the redbook.

While CMS Pipelines design was originally mildly inspired by the concept of
pipes in UNIX, it has been enhanced significantly beyond that. It features
multistream pipes as well as pipes thal dynamically modify the topology of the
pipeling by adding segments (o the rnning pipeline. GMS Pipelines has drivers
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enhance DirMaint so thal it takes the role of central registration vehicle in VM.

To do this, thare wiould ba a nead for new options in tha protatypa files that invoke
axit routines to do the “things" that are neaded for the new Linux images. For
example, a new slatement in the prototype file could look ke this:

EDOTR submet-17
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This could mvoke an axit that allocates a new |F address for this image in a
apecific subnel, and creates the definitions in the TCPIP configuration filas,
DONS. DHCF atc. i real network interfaces are usad, the exit should probably
pass the corract DEVICE statemants to DirMaint to have thasa includad in the
directory entry for the new images.

Becauss we do not know yel whal is needed, a flexible implamentation shoukd
maka the statemants, as well as the axit routines, user-defined.

The same processas obviously would take care of removing the definifions whan
the Linux image is delated with DirMaint, or whan the craation process is rollad
back for soma reasan.

Digcugsion with people associated with DirMaint development showed they ara
aware of the naed to make DirMaint assist n cloning Linux images. One of the
possible enhancements could be fo have the DATAMOVE virtual machina create
new minidisks as a copy of an original disk rather than format tham,
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Linux Community
Development System

The Linwe Community Development System (LCDS) was created by a team of
IBMears in the spring of 2001. ts purposa was to provide the open source
community with free access to Linux on a mainframe, In this chapter, we describe

the experiences and lessons leamead.
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Development: what is being tried

The users represent a global range of applications as well as geographies, Film
procluction, asrospace, pharmaceutical, msurance and banking companias are
participating, as well as many universities from around the world. and onu.org.
The following kst shows the vanety of reasons users gave for wanting a Linux
gystem an 390

Rotund pAme saquancing

Samba, Apache, Sendmail

Drigital document system

C++ compiles, C code tront ends, general tests
Cryptography, security, intrusion detection
Java, XML, XMK

Wireless, voice, ambedded devices
Warking on, expanmenting with, fasting. ..
Wanl to see:

- |t this works

- How easy itis

— Il can por

» Fang

»  Oriental herbology

¥ ¥F ¥F¥ F F F F ¥ ¥

System: what it is being run on

The operaling systam softwars that runs the LCDS is 2WM. This allows
hundrads of unique Linux images to axist on ong physical machine. Tha
hardware is $/330 technology, not zSeries. The techniquas leamead and refinad
on this system will deliver even better results as they ara deployed an 64-bit,
r5enes hardware. The full details of the systemn are describad in the following
sectan,

Technical implementation of the LCDS

Hardware specifications

CPU

The LCDS is hosted on a 9672 GE6 Model ZX7 machine. This hardware has IEEE
floating point and is 31-bit technology. Itis a 10-way processor, with 32 GB of
meamory. It is parl of the 5/390 family,
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DASD/disk capacity

The Linux images and 2'VM operaling system have access to disk slorage on a
Shark (Enterpnss Storage Sarvar) Medel 2105-F20 configured with 2.1 terabytes
of capacity.

Network

The network dasign of the LCDS had to accommodate an interesting mix of legal
and physical charactenstics. The VM operating system had to be accessible to
IBM emplovess who were setiing & up and administering it on the intemal |BM
network. The Linux guests had to be on a direct connaection to the Intemat, and
there could be no connection between the two (Internet and internal IBM). The
physical constraints included the use of an existing T1 connection to the Infamet
over 8 3172 LAN Channel Station. Although there was only one physical
connection to the Infemet, tha design had to accommodate hundreds of unique
IP addrazses—one for each Linux guast,
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One task of the Linux routers is 1o do Network Address Translation (NAT), Within
tha LCDS virtual natwork. the Internat addresses are translated to class A

10 %% addresses. This means the 2000 purchased Intemet addrasses do not
have to be consumed by intemal routers, name servers, and gateways.
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The other advantage of the 10, xx addresses is that they cannot ba routad. The
network traffic isn't gong to “leak”™. Within the LCDS natwork, ICMP is turnad off.
This means ping cannot be used to discover the netwark topology. Once users of
tha LCDS are koggad an to their Linux imaga, they can accass any addrass on
the Internet using any protocol that is authorized on the targel server,

Within the LCDS netwaork, the Linux guests ara architecturally isolated from each
othar. This isolation is achieved under the contral of 2\VM. Each Linux guest can
only have access fo a resource that is defined to it. There are no pathways
available for a Linux quest o communicats with, access, or madify any resource
that iz not defined to it.

The domain name server is within the scopa of the LCDS network. Since thizis a
very dynamic setup, with Linux images being defined by the dozen. it sesmed
batter to control tha configuration of the name servar within the LCDS staff.

Back-routars are used to contain and shortan the network traffic amang the Linux
guests. They allow an asset to be shared without exposing the traffic (and asset)
ta the Internat.

As mentioned befora, ping (ICMP) is tumed off. The only access to log in as root
is thraugh SSH access. Telnet and fip are enabled, and can be used once you
have successfully lagged in.

Staff and processes

Team

The Linw Community Davelopment System was designed, implemanted, and Is
administered by a small team based mastly in Endicott, NY. Everyone imvalved
madsa thelr contributions whils still Keaping their day job, in keeping with the opan
source community tradition. They ara officially part of the Advanced Tachnical
Support (ATS) organization, The team membears are;

John Sutera Manager

Bill Bitnar Perdarmance, VM Davalopment

Pameala Bryant FROF

Sleve Gracin Metworking, RedHal, WebSphere Application
Sarvar

Stanley Jones Jr Ragistration, Lotus Notes work flow

Bob Laicht Enroliment, S5H, System

Richard Lawis WM, Natwaorking, System

John Schnitzler Jr Hardware, I0CF, S5H

Jon von'Wolfersdorf Matworking, LCDS Home Page
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Mmanagad Irom W, WHRiCh slloWs one parsan 1o admmisiar nundrads of
zystams from onae cantral focal point.

There are two other key pieces of mterface technology. The first is the Web page
mentioned earlier. Il is CA's VM:Webgateway. Il allows the requestor information
to ba collected in the 2/VM environment and propagated to each new Linux
guest. The second interdace is specialized customization 1o the boot process of
Linux. Richard Lewis of the IBM Washington Systam Center created a shell script
that runs very early in the boot process, before the network connection is started.
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The script reads the customization information on the Linux guast's A-disk
(gatherad fram the Wab page). Il assigns the comract network address and
assantially answers the quastions a user answers when installing a Linux
distribution.

The first access that requastors of the Linux guast have o their system is whan
they SSH into itas rool. They do not have to go through SuSE or Turbo panels to
configure the distribution. This automated process provides a high level of
gacurity, as it shields the user from the underlying z°WM system, prevents
network configuration amars (accidental or dalibarate), and resarves cantrol of
the configuration process to the system owner.

Help, Support

¥When someane downloads Linux and installs it on thair home FC, thay
understanc they ara on their own as tar as techinical support is concamed. Itis
their rasponsibility to find (or contribute!) answers through the use of news
groups and mailing lists. The sama is trua on the Linux Community Developmeant
Systam. Free access to a somewhat hard-to-acquire and expensive hardware
platform has been provided by IBM. The goal is to prove that Linux on the
mainframe is the same as any other Linux, “The same” mcludes the same style
of support. There is a forum on the LCDS Wab site, where community membears
shara their axperiances. They can describe problams they have encountared,
and may recanve technical help, Howeaver, no one is restricted to using only that
farurn, and there is no guarantas they will gat an answer thera. Technical suppaort
comes from the open source community at large.

It aftan happans that a Linux system crashes after soma user tesis or

modifications. Sinca the requestor of an LCDS Linux guast machine doss not

have access to the "big red switch” (the power switch) to do a reset of the

hardware, It was nacessary to provide a way to reboat a senioushy incapacitated

Linux guest. The REBOOT service maching is accessad using S5H and accepls

tha name of your Linux machina as tha legin 10, Thera ara four options to choosa

frmn, You can:

»  Exit without doing anything.

» |PL your Linux with a rascue system. This reboots a Linux rascua systam
from a HAM disk,

» |PL your Linux from a specified device. This performs a normal reboat.

» Force your Linux offline; do not restart it. This forces a shutdown -h now,
which will then require a rebaot with either option 2 or 3.
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The higher line (blus ) is nbound traffic, and the lower line (red) is outbound
traffic. The usage pattern is a pretty typical workday series of peaks and valleys
as people come in to work, come back from lunch, and hurry to finish somathing
at tha end of the day. The graph of wasekly activity showed that Safurday was ona
of tha busier days—an interesting fnding.

Interactive observation of the Linux guasts was done by the LODS stall, On
gecasion, a spike in CPU activity would be noted and investigated. In a
production [SP/ASP environment, this process could be automated. The CF
ACCOUNT facility also collectad the CPL activity for each guest, and could have
been used to track high CPU usage,

One araa that several people would ks to explore is the possibility of using the
Monitor facility. This system interface is used in CMS to report mare detailad
usage information from within the wirteal machine. CMS reports statisfics on its
Shared File Systam, as an example, Meals Ferguson has started work on a Linux
driver to talk to the Monitor Application Data interface. Some members of the
LGOS team hope to cooparate in refming this driver,

Termination

Users are gneen access fo a Linux guest for 30, 60, or 90 days. At the end of the
tirme thay requastad, the image is delated from tha systam. 11 is the usars’
respansibility to ratrieve any data thay wish to keep. The automated process lo
retum resources to the system is fairly basic, since thera is no requirement for
any information to be praserved.

Evolution and lessons learned

The LCDS has been a very dynamic axparimant, and a fast-changing
anvironmaent. & kot has been leamad, bath about 2°M running Linux quasts, and
about the nature of the Linux kemel, Several refinements to z/VM funing wera
mads, and there was at least ong contribution 1o the Linux kerngl.

zZ/VM

The |BM labs have baen daing validation of the sarly Linux code drops, sven
bafore they go to the various distrbutors. The LCDS staff has been actively
engaged m that validation, Two areas of interest have been the DASL drvers and
how Linux behaves with mini-disk caching. There was an teration of the kemel
that did not respond wall to mini-disk caching, but that was quickly resalved, The
code drops that are being fested as of this writing will be out in the fall of 2001,
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WK Release 4.10 ncludes an enhancement to CCW franslation. Code was
writtan for VSE quests that improved 11O to DASD devices. (VSE is another
operating system.) This fast path code was only available for DASD, since VSE
systems typically do a lot of data processing, and vary litthe network activity. IBM
developers working with Linux under 2"VM realized that although VSE did very
liftle natwork activity, Linux does a lot of network activity, Thaey thouaht of making
tha 'O commands to network davices eligible for the fast path code, This was
done for LAN Channel Station (LCS) and CTC connections and a 40%
improvemant in processor afficiency for network 'O was achieved for Linux
guests.

Linux

The Linux kernel has a bit of logic that wakes up to chack for work. It is referrad to
as jiffies of the jiffies timer pop. This resulls in wasteful overhead on a
mainframe processor that is optimized to respond to mtarrupts. David Boyes of
Sina Momine Associatas has exparimented with altering the Hz value in the Linux
kernal. The default value is 100, bul it has been sel to a value such as 16. This
means mara useful work is done, and there is less dispaiching of a Linux
machine that has no work to do, simply to check for work. Setting the Hz value
tao low can be a prablam. Respansivanass goes down, and some things stop
working. At this time the LCDS timer is sef to its normal default value of 100,
ordar to maintain the consistency of Linux on ather platiorms.

A palch has baen submitted to the Linux organization that implements a much
differant scheduling technigue. It is not in the platform-dependent code. |t would
affect all platforms, and is designed to halp all plattorms that have muffiple
procassors, but it has not been acceptad into the Kermnel. Users or distributors da
have the aption of including the patch, which applies to Linux 2.4. There is a
great deal of intarest in this area of the code, so a lot of mnovafion can be
expacted. Tha Linux naws groups and mailing Bsts will have the most currant
information.

Tuning both

Ona problam that was ancountarad vary quickly was default setings for cron.
There is a security package that scans for trivial passwords, which by default was
gtartad at ridnight. On & single Linux system, this is a very conscientious thing
to do. When hundrads of Linux guasts on the same hardware all do the sama
thing, at the same time, it is a very bad thing to do! The system spiked fo 1000%
busy (which means all 10 CPUs were at 100% wtilization) and paging went io
258, 000/s, The systern did nof crash. Eventually all the Linux guests completed
thea scan for trivial passwords, and CPLU busy returned to normal. It took a bit of
imvestigation to discover the cause of the activity, bul it was simple to fix. As
upgrades are mace and Linux is reinstalled, the defaults m cron are checked for
tasks that shoukd nat be schadulad to run,
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A charactanstic of Linux is that the more memary it has allocated, the mare it will
uge that memory for file caching. In some architecturas, this is very desirable,
Howaver, whan running under %M, it is more efficient to use the mini-disk
caching capability. In fact, whan a change was mada to the LCDS systam to
raduce the amount of mini-disk caching storage and give it to paging,
parformance actually got worsa. Paging and file V'O are coverad axtensively in
Chapter 3, “Virlual server architectura” on page 45.

Structuring the file system to save space

One concern the LCDS staff had was fo not use up the available disk space any
faster than could ba helped. Altar some exparimentation, the strecture shawn in
Figura A-2 on page 434 was chosen. The greatast amount of file space is used in
tha part of the directory free under fusr. Tharefore, much of that part of the file
system is mounted read only {r'a).
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files, a separate device is mounted at fusrlocal. This allows about B0% of the file
system fo exist in oné copy, shared read/'onty, by all 500 Linux guests.
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Parhaps the most outstanding result of running the LCDS has been 1o witness
the integrity of the archilecturs, The inadverten! stress tast thal drove the syslem
ta 1000% busy did not result in an outage. We have seen how z%M ensuras the
isnlatian of each senver, This allows for the mast eflective aconomy of scale i
consolidaling servers in one hardwars footprint, while at the same time
parmitting owners of the Linux guest the same freedom and autonomy they could
have on a worksiation-basad sarver,

Summary

Thera are many options 1o the S/390 Linux architecture and system design that
may be feasible for accommodating multiple Linux guests. The team utilized
axisting hardwars, softwara, Linux distributions and network topology that was
available, The LCDS demonstrates 5390 and WM versalility, strength and
sacurity within an axisting I'T environment that is workdwide in scope and
FESPONSVanass.
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describes how o apply the paiches, how to build the binaries and how 1o install
the binarnas on the system.

For a Red Hat installation, the rpm files reside in the fust’src/redhat’ directory. In
a SuSE installation, thasa files ara in the /usr’sroipackages! directory,

To buikd an rpm package from the source files, we need to create a spec fil:
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Example: B-1 The cpint spac fle

Yandor: ok wan der Hai)
Distribution: SuSE Linax 7.0 {s390)
Haime: epint

Packager: rab@rydhei . com

Copyright:  BPL

hroup: Appl fcatfans/Systen

Frowides: cpint

Autoregprav:  on

Yarslan: 2.2. 16

felaase: 1

summary: Bavice driver for CF diagnose fumctions .
SOuTCE; http: / fpenguinvm.princeton..edu/ prograns/cpint . tar.gz°

Buildreot:  Jvar/topfopint-root/
Edefine cpintmajor 254

wdescription
Author:Meale Ferguson <Neale,Fergusor@Sofiwarehi-USA. com

The cpint package provides the cpint device driver that commnicates with
YNJESE through the CPF Diagrose interface. Most useful right now 15 the
diagnasa 8 which allows the virtual machine Lo Tssue CP commands 1o query
or modify Lhe status al Lhe virtual machine.

bprep
bsetup  =m cpint

hii 1d
nake

Einstall

Hnugwers="uname -7

i o-rf SAPM BUTLD ROGT

nkdir -p SHPM BUTLD ROOT/dev

nknad $EFM BUILD ROOT/dev/cpomd o S{cpintmajor &

chown root:whael SRPM_BUTLD_ROOT/dev cpond

install -p -D hcp SRPM_BUTLD_ROOT/shin/

install -p -0 cpint.o SRPM_BUTLD ROOT/TibSmodules/STnusvers/misc/

spost
if grep ® epint® Fete/modules. conf = fdew/mull
Lhen
Lrue
£lse
acho "alias char-major-%|cpintmajor} cpint® == fetc/madules.conf

" Unforfunataly Maaks packaged also binarias in his tar file 50 wa untarmad &, did aneke ¢lean and then tarad it again
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Fsbin/demmod -a
fi

pos tun
I grep =W "cpint® Jetc/modules,conf = Jdev/null
then
grep -v -v "cpint® fetc/modules.conf = fetc/modules.conf.new
Ak install =b -p Setc/modules.conf.rew Setc/modules.conf
rmcd cpint 2= fdevnull
Fsbinfdegmod -a
fi

iles

attrlpdl; root , root ) fdev/cpomd
fsbinfhep

THofmedules % version: fmisc/epint.a

Behange] o

* Man Jun 11 2001 rob#redheij.con

- Fized incorrect mode for fdev/cpemd node
¥ Fr Jun 0 201 rabdeedhei].can

- lse modules.conf rather than conf,modules

The next step is to copy the cpint.tar.gz (and oplicnally any patch files for the
package) into the SOURCES/ directory, and then build the binaries rpm.

Forpil =bh cpint.spec

This craates the binaries rpm in tha SPECS/5390 dirsctary. To package the
source and palches with the spec file, you create the source rpm package. The
rpn -ba command creates both binaries and source rpm,

Installing the cpint rpm package
When the binaries rpm is created, the install is very simpla:
Forpm <Uvh cpink=2.2,16<3. 5390, rpn

If you do this on anather systam, you dan't even have to copy the rpm file over by
hand. A& smgle rpe command can take care of tha FTF and install (provided you
put the rpm package in a place that can be reached via FTF):

£ rpa -Uvh Frp:ffhosthane/ path/cpint-2.2,16-3. 5390, rpn

Using the hep command

Becausa the install scripts in the rpm package also register the major numbser for
cpint in /ete'modulas.conf, the kemel module will be baded automatically whan
you issue the hep command:
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£ hepgt
TIRE [%5 2p:00:55 EOT FRIOAY 07713501
CONMECT= 99:50:59 VIRTCRU= 077:40.06 TOTCRU= 048:48.55

Seeing this will make the average VM user probably feel at home immediately,
but thera are a faw gotchas to watch out for. Maka sure you spacity the command
in double quotes when nacessary:

F hcp mo* fest

HCPMSGOZOE Userid missing or fnvalid

What happened In this casa is that the shell substituted the =" with the list of filas
in thie current directory, as it does with each shell command. Depending on the
number of files in the directory, you may also get anather indication of the
problam:

£ hopm * test
Writa: Cannot allocate menory

Another one to watch out for is typing the hep command without any paramesters,
This causes the virtual machine 1o drop in CP READ and get logged off after
soma tima.
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Using the Linux 2.4 kernel

In this appendix we describe how we upgraded ta the Linux 2.4.5 kemel, There
ara differant ways to gat a Linux-2 4.5 kemel running on your system. Wa
axpariencad, howeve, thaf not all sbvious routes 1o that goal wara easy to traval
for someone with minimal Linwx skills.

On June 29, just befors we started our work on this Hedbook, anothar “cods
drop” was done by the IBM team in Boeblingen. Part of the patches published on
thea 1BM DaveloparWorks Web site were the 5/390 paiches for the Linu-2.4.5
kernal. This latest patch is called linux-2.4.5-5390, jus! like the pravious one
published on June 13. The size of the patch, howevear, has grown from 25 KB to
1.5 MB. The “readme” with the patch explaing the new function introduced with
this patch. One of the biggast chunks in this patch appears ta be a rework of the
OS50 driver,

Hi:tn-: Waum-enmhiehgel awﬂem unnlngnih ﬂ'ma: nawﬂﬁsn dmnar on
 existing disks. Bacause of this we decidad fo stick with the June 13 varsion of
the paich {which is not available on the Wb ahmy' maral, Later sxperimants
- suggest that this may have been caused by devfs mmtendarﬁr being anﬂ:ll&d
Unfm'h.mid:.r '-rmtﬁdmlhmra ﬁ'ﬂﬂﬁlﬂh&ﬂﬂ uur stapsaml Eapaatma
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l‘.‘:un uliwmma' Emn&ﬁhm alﬂng ﬂiﬂ ma h& ELF an:hrlaﬂurq nuuﬁ-aﬂ h«r
énmhmﬂmngaﬂﬁmnﬂﬂaﬁﬂﬂhﬂ}wmwﬁﬁﬂiﬂmﬁﬁmwﬂﬂan _ |
- contain this number fo preverd binaries from ancther architectura to be
 executed on your system {which is good). Thﬁna!nmrﬂ:erludatmdn ;
 binutils and will cause the loader to ﬂndlmhlmdwmimdwmﬁanm i
- number. At the same fima the kamel was changad such that it can supg:art

§bﬂhlypauufman&s.auimﬁummnmmla o i B S o

Th!a same mmmm is msm prawlt in ma Hﬂmei mn-dmm mmg
tha abject coda anly (OCO) ones for the OSA interface. You nead to get | e
- comect version of the modules to make sura they can ba loaded or you will be
withaut your network connection. ﬁiﬁpmdmnwand wH mm wuamnul
thearchtecture difference,

Silo and the DASD driver

Changes ta the loctl() functions in the DASD driver make the silo from your
2.2.16 kemal fail with the 2.4.5 kernal. From the /ust/sroflinux direciory you need
fo make silo again. Unfortunately, the changes in silo and the DASD driver are
incompaltible, so you shoukd keep both versions of silo around. We renamed the
ol sibo to /sbin/silo-2.2.16 and copied the new one as /sbin/sila-2.4.5. This way
you are constantly reminded to use the comract version,

Thera is a bug in sila in that i fails to clean up the temporary device node. This
happens when the varsion of sile does not match the DASD driver in the kemel,
The error message 10 recognize is shown m Example C-1. You need to rm
ftmp/siladey fo run silo again.

Exampla: -1 Erwor message indicafing the [aft-over dewce node

silo.c (Vine:428) “mknod ("/tmp/silodes”, S_IFBLE | S_IRUSR | S_INUSH,
fst.st dev)' returned 17="File exists’

It you want wou can evan write your awn shell script /sbin'sila to pick the corract
varsion based on the lavel of the kemel, The shell script is shown in
Exampla C-2.

Latar varsions of 110 support & configuration file. We did not use this because it
mainly caused us problams and did not play well with alternate boot volumes.

Example: C-2  Shail soriph to pick te coract varsion of silo

&1 Sfhindsh
¥0-"umame -r° ¢
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£ In -5 11AUE-7.9.5 11NUx

Apply the IBM patches

You nead o download linux-2.4 .5-5390 tar.gz from the DeveloperWorks Web site
and untar that. The following assumes you do this in /frootpatch245);

cd fusefsreS11nus
patch -pl -1 froot/patch?4h/ 1imux-2.4.5-5390.4i ff
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The CTC driver at this level of code has a small problem that, at the very least,
floods the console with eror messagas. There ware also reports about suddan
hangs of the drivar, which may bae caused by the sama bug. The patch for this
bug is m Example C-3. It must be applied in the sama way as the
linux-2.4.5-8390.diff patch,

Exampla: C-3 Palch for the cie driver in 2.4.5

=== poelinux-2. 4,5 drivers /s 390/ et/ ctemain. . Wed Apr 18 Z3:40:07 2001
H Tinue-2. 0.5/ drivers/s3%0/net /ctomain.c Wed Jun 20 F3:48:45 2001
B 438, 7 #4087 aa
first = 0y
|
atamic_dec(kskb->users);
- dev_kfree skb{skb];
t dev_kfree skb any(skb);
i
spin_lockf&ch-=collect lock) ;
if fche=doow) |

 Restriction: The RICV driver in this 2.4.5 level appedrs fo be broken Hb‘-‘flﬂll in
that it caused a kemal oops with the first IP packe! transmitted. A new varsion
i baing tastad, bul tnrﬂlﬁ tma tlammruu will need lo use CTC nﬂa&d {and
Eﬁlll}l}fﬂllﬂmiﬂ'@ .5:5:5:::::5:5:!§§

Copy the config file from your old source tree

You probably want the new kernel configurad similar to what you had on the

previous ana, If you have bean building the 2.2.16 kemel vourself, the config file

for the kermel will ba the .config e in fusrsrelinux-2.2165SuSE. I you did not do

this already, then you find a copy of it as image.config in your /boot directory.

Copy the config file to fusr/sre/linux oldeonfig and run make oldconfig now. You
will b pramptad for the new configuration options that wera not in your old
karnal.

Build the kernel and modules
You can now build the kemnal and madulas, starting in tha fusrsrefdinu’. This

procass may take a while, depending on the procassing resourcas you have
available:

god fusefsrcdTinm
# nake image modules modules_install

Becausa of the mcompatibility with 5110 and the new DASD driver as explained
in “Silo and the DASD driver” on page 442, you should also build sile and make
yourself the shall script for it;

£ make silo
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f cp arch/s3%0/tools/s110/s1 10 fsbinfsilo=2.4.5

Prepare the boot disk

Unless you are very cerain of what you are deing, you should prepara yourself
an alternate boot disk as explained in 9.5, *Using an alfernale boot volume” on
page 206 and mount this al /bool. Copy the new kernel 1o the /boo! directany and
run £1le with your normal parameter file:

f cp System.map Sboot/System.map-2.4.5

£ cp arch/s3%0/boot/imege fboot/image-2.4.5

£ cd /boat

£ 5ile -d fdey/dasd? -f image-2.4.5 -p parmmfile

Install your network driver

Depending on the type of netwark interface usad in the systam, you may nead 1o
get the varsicn of one of the Object Code Only netwark drivers from the
DeveloperWorks Web site. You can create a fin/modules/2.4. 5/loce directory for
these (it you put them in the kemel dirsctory they may disappear when you run a
make modules install again). If you add the network drivers afler running the
make modules_install, then you need to run depmod -a again.

Attention: Do not pick the 2.4.5-2 version of the network drivers. These
versions use the new 0xC016 ELF architecture code which does not work with
the modutils and kernel we have hars,

i you use a CTC or IUCV connection to the system, the driver will have been built
already by the make modules step.

Shut down and reboot

You can now shut down your Linux system and boot from the new boot disk.
Though the massages durng boot will be slightly differant, things should look
fairly normal with this boot. If it fails to get your network driver going you should
lag on from the vidual console as root and run depmed -a again.

Ahnut the timear nateh



The patch remaoves the global variabla *jiffies” that is used by the kemel and
davice drivers for time measurement. Instead, it provides a macro called “pifias”
ta computa the current value using the STCK instruction. Though Marin posted
partions of the patch to the kemeal mailing list, thare still is work 1o be done if you
wani to implement this yourself.

For the work on the redbook we had access to a preliminary version of tha patch
that Martin proposed. This palch is not part of the mainstream kemel sources, i
is unclear whether this is gaing fo happen at all,

Thé patch must ba applied just like the linux-2_4.5-5300.diff, on top of what you
hava thara now:

# ed Jusrisee/Tins
§ patch -pl <1 froot/patches245/Ciner-2. 4, 5=5240, 1 Ff

Unfortunately, the les.o driver for 2.4.5 has a dependency on the 5jiffies” symbol
that is remaovad by the timer patch. The gdio driver does not have this
dapandancy, 50 we axpect this should confinue fo work (but wa were nof able to
try it). Since the source for the les driver is not part of the kemel sources, we
cannat rabuild it ourselves. Apart from the qdic driver the only atamative left now
i5 the CTC driver,

The version of the timer patch that we used falled to export a symbal, thus
causing unresehved references if you want to bulld the CTC driver as a module.
The patch in Exampls C-4 fixes this problem. Apply it just like the timer patch
batare rebuilding the kernal.

Exampla: C-4  Exporting the “init_timer_ce” symbod

--- boeblinux-2.4. 5 arch/s390/kernel fs390_ksyms.c Wed Apr 11 71:07:78 20401
H inus-2. 4.5 arch/s390 kernel /390 ksyms.c Sun Jul 29 17:07:02 2001
B -f,0 8,7 98

fFinclude <asmfchacksun, h»

finclude =asm/delay. b=

finclude =asmf setup.h=

téinclude =asm/io.he

#11 CONFIG_IP_MULTICAST

ginclude <net/arp. h=

fFendi f

B -, T e21,7 8R

EXPORT_SYMBOL( zb findmap);

EXPORT SYMBOL{ copy From user fixup);

EXPORT SYMBOL[ copy Lo user Tixup);

+EXPORT SYMBOL [ foremap)

Ju
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f

Aftar applying the timer patch you shoukd run make dep again, follawed by a make
inage modules modules_install as befora. Than write the new kemel and map
ta your /oot directory and run sile.

Using the device file system

The /dev directory as we know it containg the entries that describe the hardware
devices for vour Linux image. To be more pracise, /dev conlains an entry for each
hardware device you could possioly have in your Linux image, You see lots of
idendasd” entrias bacause some Linu image could have 20 disks and nead an
inode to access the device. To have all /dev inodes in the private disk space of
gach Linux image is difficult to maintain, It also is a waste of disk siorage, even
thaugh the antries thamsalvas ara rather small

It is not practical to put /dev on an RO shared disk because some applications
nead ta change the owner of the davice antry. This is not possible on an RO
sharad disk. For specific cases (like ity devices) there is a virlual file system, but
amore attractive solution is the device file system {Davig). The patches for Devis
wara done by Richard Gooch and have been included in the 2.3.48 kernal,

Devis is a virtual file system, similar to the proc file system mounted in Linux as
fprac. The entries shown in such a file system with the 1s command do not really
exist. Specific antry points of the devica driver for the file system (ke procis or
davfs) ars called when a directary isting is required. Other eniry points are callad
whian you read or write & fila" in the virtual file systam. If you type the command
cat /proc/uptime, that value is computed because you wani to display it. Just as
foroe provides the peapholes 1o expose kKemel vanables to the applications,
davfs shows the device configuration of the Linux image to the applications. Tha
device filz system is mounted on the /dev mount point, so with devis running /dev
contains only tha devices prasent in your configuration at that mament.

The davice drivers must be awara of devis. They must call the corract devis
functions to register and they must provide the proper data structuras o hold the
davice information. Whenever devis needs information about a directory in the
davice fila systam, it imvokes the appropriate functions of the device driver. For

compatibility, a devisd package is available that provides access 1o tha old inodes
through the new devis inardacas.

The DASD drivier with Linux for 5/390 has bean enhanced to suppor devis as
wall. The difarence s obwious when you use the df command fo show the
mounted file systems.
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Example: C-5  Device namas shown with dews

tugb 2 fproc § df

Filesysten lk-hlocks Used Available Uses Mounted on
Sdev /dasd/D1AD/ partl 174114 616 101872 38% f

Jdev dasd/DIAL part]l 1415848 11693%2 174576 a7% fusr

Becausa the DASD driver keeps the active devices in a specific subtree of the
Idew file system, i is easy to ses whal disks are accessible 1o the Linux image.

Example: C-8 Full st of disk devices in the syslem

tuxa 0002 /proc # Find fdev/dasd
fdew fdasi

Jew dasd 0200

Seew dasdf 0200 disc
Jdew [dasd/ 0200/ part ]
{dev fdasd/D1A0

fdew fdasd/DInd disc
fdev dasd/OLA0/ partl
Sdew /dasdfLAL
Jdewfdasd/D1AL dise
Jdew /dasd/D1AL partl
fdev dasd/D100

{dev /dasd/ D100/ disc
{dev/dasd/ 0100/ part1

Tha listing in Exampla C-6 shows the antrias in (dewidasd far this particular
systam, The DASD driver craates a subdirectory named after the device address.
In this subdiractory i ona entry far the raw device (the disc entry) and one for
aach partition on the disk. In addition to the subdirectonas named after tha
device addrass, there is also a /dev/discs directory, shown in Exampla C-7, that
lists the disks in sequential order. These antries ara links to the corresponding
entries in the /dev/dasd directory.

The /devidiscs directory is the standard Linux devis structura. This is not speciic
ta Linux for 5380, On another platform thess entries woulkd be links to SCSI or
IDE devices.

Example: C-7  Availzble disk devicas in Adewiises

tudodne : fdevidises # Is -1

tatal 0

drwer-ar-x 1 rool rool 0 [Dec 31 1969 .

drvgr-xr-x 1 root root 0 [Dec 31 1969 ..

Ir-xr-xr-x 1 root root 12 Dec 31 1969 disch -= ., fdasd/ 0200
Ir=xr-xr-x 1 reot root 12 Dec 31 1969 discl -= .. fdasd/ 0100
Ir=xr-ir-x 1 root roat 17 Dec 31 1969 disc? == .. fdasd/ 0141
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Special notices

Raferances in this publication 1o IBM products, programs or sarvices do not imply
that IBM intends to make these available in all countries in which 1BM operates.
Any reference to an IBM product, program, or service is not intended 1o state or
imply that only IBM's product, program, or senvice may be used, Any functionally
aquivalent program that does not infringe any of IBM's intellectual property rights
may be used instead of the IBM product, program or service.

Information in this book was developed in conjunction with use of the aquipment
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