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Preface

Now in IBM, we are commitfed to embracing Linux across everything
that we do. Linux runs on our Infel servers, on our Power-based
senvers, on ol iSerlas. If runs an our malnframes, an our OEM
tactinology, an our storage semnvers.

Linux, as we know, is the only oparating systam of which you can safaly
say: I will run an architectures that have not yet been invented,

= Or. Inving Wiadawsky-Berger

This |BM Radbook deseribes how Linux can be combinad with 2°VM on

IBM @ server zSanes and 5/3%) hardwara - the mainframe. This combination of
hardware and operating systems anables Imternat Sarvice Providars (I5Fs) and
Application Sarvice providers (ASPs) 1o mare efficisntly provide services. (Wea
assume a broad definition of ASP, o include production enterprise solutions as

simple as file serving.)

When a new resource is required in a world of discrete servers, you can either
add the workload 1o an exisiing server, or add another server o handle the
workload. The less costly approach of adding the workload fo an existing servar
often proves 10 be infeasible because the server lacks adequate capacity—ar
parhiaps bacause you want to kesp only ane application an an axisting sarver. As
a result, fraquently a new server is installad and a sarver farm thus begins fo
graw in an antarprise,

5/390 and zSeres hardware, micracode and software (aspecially PR/SM and
zVM) allow physical resources to be made virfual among Linux systems. This

allows many hundreds of Linux systems to exist on a single server, Running
multiple Linux fmages as guasts of VMESA or 2VM is a smart choice. Consider
tha tollowing benefits VM offars a Linux guast emvironment:

» Physical rasources can be shared among multiple Linux images running on
the sama VM system. Thasea resourcas include CPU cychas, memaory, storage

devicas, and natwork adapters,

»  Consalidating servers by running many Linux images on a single 5390 or
zSaries offers savings in space, power consumplion and administrative

slaffing,

»  Tha virtual maching environment |s flexible and adaptable. New Linux images
can be added to a VM system quickly and easily without requiring dedicated
resources. This also allows for a flexible fest environment.

& Capyright 1IBM Carp, 2001 xiii



» The Linux images are able to take advantage of the hardware’s reliabiliy,
availability and serviceabilty (RAS) faaturas.

» VM allows high-speed communication among the Linux images, as much aof
the natworking infrastructure can ba virfual and thus perormed in memaory.

»  WMs minidisk cache and virtual disks allow data-in-mamary performance
boasts,

» M offers a rich debug environment that can be particularly valuable for
diagnosing problems amaong the Linux images,

= VM's haritage of support for scheduling, automation, performance manitaring
and reporting, accounting information and virtual machine managemant is
availabla far Linux viftual machines as wall.

» An effective way to grow the Linux workload capacity is either to add mora
Linux guests fo a VM system (honzontal growih) or fo simply raise the
rasources available to a Linuy virtual machine (vertical grawth).

This redbock is divided into two parts. Tha first part consists of theoretical
discussions about installing and managing VM and Linux for z5eras and 573390
systems. The second par containg explicit examplas of the work we did during
the residancy to craata this redbook.

In qur appreach, wa metaphorically refer to a collection of Linux servers running
under YM as a “penguin colony”. Like a colony of penguins, our virtual servers
are individuals with their own attibutas, sharing resources with neighbors. Some
perform better than others, some provide services to other members of the
colony, and some Iry 1o consume mare resources than others. Penguing will be
bam, live, and {somatimes) die—in our anvironment, all of thess events must ba
managed.
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working at tha Intamational Technical Support Organization, Poughkeapsia
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Michael Maclsaac is a team leader for 5/390 redbooks and workshops at the
T30 Poughkeapsie Genter. He writas about and teaches classes on Linux for
5/390 and zSearies. Michasl has workad at IBM for 14 years, mainly as a UNIX
programmer. He has led teams that have written Redbooks on O5/390 UNIX,
2/390 file and print serving, and Linux,
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Theoretical
considerations

Iri this part of tha book, we discuss the theory behind installing and managing
"M and Linux for zSeries and 5/390 systems. For explict examples of the work
we did during this residency, sae Part 2, “Practical considerations” on page 187,
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Introduction

Then anyane who leaves behind him a writlen manual, and Tkewise
anyaone who raceives [l in the betlal that such wriling wilf be clear and
cartain, must be axcaadingly simple-minded,

- Plato

The Intraduction of Linux for the 5390 architecturs has brought enlerprise-leval
scalability and rehability to the successful Linux software platiorm. Ona area
where Linux for IBM @ server z5enes and 5390 has shown particular promise
ig in the Intemeal Service Provider (I15P) and Application Service Provider (ASP)
market. These providers tend to run many idenfical sarvers, creating huge sarver
farms with rack after rack of Web and application servers. In this competitive
markat, the cost of mantaining and supporting a large number of servers can
hava a substantial impact on the company’s bottom line. In soma geographic
areas, floor space is at a premium as well. In this environmeant, the advantageas of
the 53890 are significant.

Howavar, deploying an 5:390 in an ISP/ASF satting is not a simple undartaking.
Consolidating many Linux servers onto one set of hardware has unique
implications for managing the individual “machinas’ for oplimum perlermanca.

This chapter discusses the high-level issues involved in deploying Linux for
r5eries and 5/390 in the 15P/ASP selting, and offers guidelines for determining
the suitahility of Linux for 25eres and 5390 for a particular envirenment.
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This section will also serve as a brief introduction to the architecture for readers
new to zSaries. Whils it is not a complate guide to all the available options and
features of the zS8eries architectura, it provides a quick taur through the most
imporiant aspects that a reader familiar with existing UNIX and Inlel servers
would nead 1o undarstand.
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power can prodit Trom the il resources of a slandalone S/390 or Z5en0e8 systam.

On the other hand, since there is no other operating system available for the
communication between Linux and the hardware, the only possible access fo the
system prior to booting the Linux aperating system is through a hardwars
console, and debuggng can alse be done in only this way.
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dedicated andior shared channels for VO operations. The LFAHS can oparale
independently of each other, since the Processor Resource/System Manager
(PR/SM) microcode guarantees that operations in one LPAR are not allowed 1o
interfere with operations in another LPAR.

Like running Linux on native hardware, no additional softwars ks required.
Additionally, the advantages of virtualization of the 57390 hardwara, provided by
the PR/SM micracode, can be exploited, which offers a flexibility supanor to that
of a static hardwara solution,
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llustrated in Figura 1-4 on page 8. The VM operating system provides an
environment that alkows you to create and manage hundreds to thousands of YM
guests, in which multiple Linux images can be operated on a single 5/390 or
z5eries platiorm. Additionally a reperioire of approved WM tools and utilities is
available.,
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systems or multitier applications with a database server on a central host system,

1.3.2 Processor architecture

The core of the zSeries architecture is the Mulli-Chip Module (MCM). The MCM
I an extremely dense package thal contains either 12 or 20 Processor Units
(PUs), depanding on modal.
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Each PU can ba configurad to periorm ane of several functions, including:

Ceantral Procassor (CP)
Integrated Facility for Linux (IFL)
System Assist Processor (SAF)
Integrated Coupling Facility (ICF)
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A PU assigned as a CP can be used to run any supporied operating systam:
(5/390, /08, Linux, VM/ESA, zVM, and others. By contrast, an IFL may only
be used to run Linux, VIF and 2VM varsion 4.

SAPs are processors dedicated to performing L0 processing, offioading that task
from the primary processors (GFs or IFLs), and are discussed n 1.3.4, *1'O
architecture” on page 11.

The ICF is part of the Parallel Sysplex archilecture, which is not currantly
applicable to Linux,

The associated configuration rules and options ars complex, but the basic
guidelines are:

» At least one PL must always be assigned asa CP.
» Al least one PL must be unassignad (spare)
= 12-PU models have 2 SAPs standard, 20-PL models have 3 SAPs standard.

Thus, fora 12-PU modal, there is a maximum of @ CPsor1 CP and 8 IFLs; fora
20-PU model, the maximum is 16 CPs or 1 CF and 15 IFLs.

Note: All processors assignad to an LPAR must be aithar CPs or IFLs: that is,
you cannat mix them (therefore any Linux system with IFLs will have at least two
LPAHS - oma for the minimum raquired CF, plus ancther for the [FLs).

Each PU s actually a dual procassor, where both processors execuls the same
code at the same time. If the results do not malch, the PU can signal that it is
axperiencing emars and remaove itself from the active processar pool. When this
pocurs, one of the spare PUs will autornatically be brought inte service 1o replace
tha failed PLL. This processar spanng is completely transparent to the application.

An imparant element of the MCM and PU design is the massive bandwiclih
available to each processor. The MCM has a total of 24 GB/sec of bandwidth,
resulting in an availabde bandwidth fo each processor of 1.5 GB/sec, This is an
ordar of magnitude, ar mare, graater than traditional enterprise-class LINL
gervers, This is significant because the traditional UNIX approach is to try and
minimiza 1'0 operations; using the same approach on the z800 architacture will
nat make maximurm usa of its capabilities
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Anaother important factor to note is that, using the MCM packaging, each 2900
machine comss delivarad with all 12 or 20 PUs already physically installad, The
number of CPs and IFLs purchased are enabled by IBM wpon nstallation. An
advantage of this arangament is that additional processors can be “addad” by
IBM as neaded without taking the system down, up to the maximum allowed for
that madel type. (Upgrading from 9 total CPs+|FLs to 10 would require chanaing
ta tha 20-PU MCM, which requires that the system be powered down.) This
featurs is referred 1o as Capacity Upgrade on Demand (CUoD).

1.3.3 Memory architecture
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Main memory

The 2900 architacture supports memary configurations from 5 to 32 GB for the
12-PU models, and 10 to 64 GB for the 20-PU models. The 12-FU MCM has two
mermary busas and is configurad with two memory cards; tha 20-PL MCM has
four buses and four cards.

Note: The 20-PU modals have twice the mamary bandwidth of the 12-PU
modals, regardless of how many active CPs and IFLs are configurad.

The physical memory cards have 4, 8, or 16 GB of memory built in, but it is
enabled in steps of 1, 2, and 4 GB, respectively, This allows a CUaD capability for
memary, up to the maximum available on the installed memory cards, However,
CUaD far mamory is disruptive and requires a full Power-an Resat (POR).

Processor cache

7900 MCM has both L1 and L2 cacha internally integrated. Each PU has 256 KB
of L1 cache (128 KB instruction/128 KB data), which is similar to many other
processor designs. However, the L2 cachea design of the 5/3%0 and z5erias is
fundamentally differant from typical UNIX sarver and Linw/Intel sarvar designs,
Though the L? cachs is invisible fo the user and kargely invisible to the operating
gystem, the zSeras cache architecture is perhaps the most critical companent of
the system for you to undarstand in planning for, and managing, performanca.
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The typical LINIX or Intel server has a private L2 cache for each processar,
Processors do not share L2 cache contents, and the caches thamssalves ars
fairly narrow but deep. For axamplae, the xSeras 380 has up 1o 2 MB aof L2 cache
par processor, and each procassar in tha pSeries 680 has up to 16 MB of privata
L2 cache.

Thess architecturas do very well when the “working sel” (which is the code the
pracessor tands to keep axecuting over a period of time) fits into this cache, and
when the workload is easily partitioned into parallel tasks that can be assigned to
a particular processor consistently. The TPC-C benchmark is an exampls of a
workload that is well-suited to this type of architectura.

Howeyer, in general thase servers have relativaly limited memaory bandwidth, so
that the more fraquently cache misses cccur and data must be refrieved from
main memary, the less the deap, private cache helps. In particular, whan tha
gystem is heavily koaded and tasks must compete for processar time, each task’s
working set must be loaded into the private cache each time that task movestoa
differant processor, Itis for this reason that most SMP UNIX servers are typically
sized to run at utilization kevels of approximatehy 40 to 505,

By confrast, the zSeries has two 16 MB L2 cachas which are shared by & and 10
FUs each (in the 12-FU and 20-FU modeals, respectively). These caches are also
highly connactad to each othar and contain a greal deaal of interconnect logic, in
addition 12 the cache memoary itsall. With this shared cacha, tasks can be moved
from processor to procassor as neaded to manage koad without necessarily
incurring a cache miss,

In addition, when cache misses do occur, the significantly larger memary
bandwidih available minimizes the cost of retrieving data from main memary.
Thus the z5eries cache design tends to favor applications that do nat hawve
cache-friandly working sets and behavior. Tha shared cache design also
axplains why zSeres servers are typically run at much higher utilization than
UMNIX servars; loads of 80 or 80% are not uncommon.

The MCM. meamary cards, Cryptographic Elemant (CE) chips, Distributed
Converter Assemblies (DCAs) {processor cage power supplies), and Extarnal
Time Relerence/Oscillator (ETRAOSC) cards are installed in the Central
Processor Complex (CPC) cage.

1.3.4 /O architecture

Bacause tha options and configurafions available for 110 on the 2300 are quite
complex. a comprehensive description of them is beyond the scope of this
redboall. However, we tauch upon the subject briefly in this section, since 1'0 on
the 2000 is fundamantally ditferant from typical UNIX ar Intal server V0.
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Channels and subchannels

The basic buikding block of I'0 connactivity on the 2900 is the channsl.
Conceplually a channel can be viewed as a path from the processor (MCM) 1o a
physical device. Indeed, for extemal devices (DASD, for example) a channal
avantually franslates o a physical cable or fibar.

A subehanne!, by comparison, can be viewead as a logical connection from a
apacific process 1o some 1D resource. For example, a specific natwork interface
In & procass 5 connecled to a subchannel. Many subchannels are carmed over a
single raal channel,

System Assist Processors (SAPs)

SAPs are PLls configured to mun specialized microcode, and they manage 10
operations on behalf of a CP or IFL. The SAP selects the appropriate channel to
use for the V'O operation, and is also regponsible for scheduling and balancing o
optimiza accass to devices,

From the CP's perspective, the 1'0 request is handed off to the SAP, and the SAP
infarms the CP whan the data transfer to or from main storage has bean
performed and the IO operation is complaie, The anfire procass is transparent to
the programs running on the CP (e.q. the Linux guests), but it meaans thal the CP
is freed from dealing with the details of 110,

Self-Timed Interfaces (STls)

The z8enes and 5/380 sarvers do not have a traditional bus architecture like Intal
gervers and many UNIX servers. Hather, the MCM has 24 Seli-Timed Intaracs
(5T ports, Each STl on the z5aries has a maximum bandwidth of 1 GBlsec
full-duplex. An STI port can be connected via copper cabla fo an STI-Multiplexer
(STIM) card in the 2900 1O cage. Each STI-M card creates an [/O domain of
four slots, with one secondary 333 MB/sec STI link per skot." Each slot can hold
one of the following 1/O cards:

» ESCON-16 channel cards
» FICOM channel cards
» OSA-Express (OSA-E) channel cards
- Gigabit Ethernat {GbE)
= Asynchronous Transfer Mode (ATM)
~ Fast Ethernat (FENET)
»  PCI-Cryplographic Coprocessar (PCI-CC) cards

" Tha sacandary ST link aparates & 600 ME/se: for the IntarSystam Channal-3 (1SC-3); this is usad for Paralal Sysplex
aparations and is not spplicable o Linux
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Mota that there is also a Compatibility 1/0 Cage available, which uses cards
dagigned for the GE/GE saries of sarvers. In this case the Compatibility 'O Cage
is connectad via an STI-H multiplexer card plugged into the CPC, providing 333
MB/sec ports, The Compatibilty I'0 Cage is necessary to use any of the
falkowing cards:

» O5A-2
- Token Hing
- FDOI

» ESCON-4

» Faralial-4

» Parallal-3

ESCON and FICON
The Enterprise Systems CONnaction (ESCOM) channel is the current standard
interacs for connecting extarnal [0 devicas to z5eres and 53080, tisa

20 MBisac hali-duplex sernal bit transmission interface carred over fiber aptic
cables,

ESCON ports are provided by ESCON-16 cards, which provide 15 active porls
plus one spare per card, The ESCON-16 cands are always installed in pairs, and
ports are activated in ordarad blocks of faur ports (g.q. # four ESCON ports ars
ordared, then two ESCON-16 cards will be installed, aach with two poris
anablad),

The Flber CONnaction (FICON) was introduced on the G5/GE 5/390 and 25ariss
sanvars o provide higher bandwidth and increased connectivily. FICON provides
a 100 MB/sec, full-duplex seral interface over fiber oplic cables, In addition,
FICON allowis multiple 1710 operations 1o be outstanding at the same time to
differant channel control units. Taken togethar, these new featuras allow one
FICON channel to provide the same 'O concurrency as up to eight ESCON
channels. FICON cards pravide two FICON ports each.

1.3.5 Network architecture

r5eries and S5/390 natwork connactivity is provided by the Open Systems
Adapler-2 (DSA-2) and OSA-Exprass (0SA-E) interfaces. Thasa interdaces
provicls full TCR/AP connectivity to a broad selection of industry-standard
networks. Several OSA-2 cards are supported by the zSeries; the newer network
intertaces ara supported by the OSA-E cards.

0SA-2

(SA-2 cards ara the previous generation of network interfaces, and are
supported as standard channel-attached devices.
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The O5A-2 family consists of the following cards:

QO35A-2 ENTR {EtherneatTaken Hing]-z

QO5A-2 FEMET (Fast Ethemet) - noi supported on z5eries

Q542 FODI {Fiber Distributed Data Intarfacs)

O5A-2 ATM (Asynchranaus Transfer Mode) - not supported on z5eries

¥ ¥ ¥ ¥

For tha Ethemel, Fast Ethemel, and ATM intedaces, thars are new DSA-Express
featuras available that support these network types, in addition to some new

fypas,

OSA-Express

The OSA-Express cards are the naw genaration of network intarface and are
supported on both the G5/GE saries 5/380 (one port per card) and the zSaries
(two poris per card).

The OSA-Exprass faatures ntraduce a new oparating moda, Clususd Direct 10
(QDIO). QLD is a highly efficient data transter mechanism that significantly
increasaes data throughput, It uses shared mamory queues and an infemal
signaling protocol to exchangs data dirsctly with the TCP/P stack. The
DSA-Exprass leaturas appear as channel types OSE for non-Q0IO0 mede, and
Q30 for QIO moda. The fellowing types of O5A-Express featuras are
suppartad:

» OSA-Express GbE (Gigabit Ethemnat)
» O5A-Express FENET
» OSA-Express ATM®

1.3.6 Disk architecture

The z5eries and 5350 have many different options for connecting fixed-disk
starage (DASD). In genaral, they all appear as channel-attached davices using
ESCON or FICON ports, though some older systems may use the [BM bus and
tag parallel interfacs,

The current recommendad storage davice lor the 25eries is the IBM Enterprise
Storage Sarver (ESS), also known as Shark.

2 The zSarias only supports Tokan Ring moda for OSA-2 ENTR
# It anly supports G010 mods in ATM LAN Emulation (LANE) moda,
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1.4.1 Better matches

Based on the chamadleristics of the 2800 architecture previously described,
workloads that are excellent candidates for migration to Linux lor zSeries and

5/390 are ones that exhibit some of the following characteristics:

*»  [O-intensive operalions (e.g. serving Web pages)
» Lightly-loaded servers
» Custom-tailored system mages (that is, no “default installs”)
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1.4.2 More difficult matches

By the same token, some types of workloads are not wall-behaved in the Linux
far z5eries and 5390 environment and thus are poor candidates:

Computa-intensive oparations (lechnical computing)

Graphics (X-Window system, etc,|

Heavily-loaded sarvars

Tasks that check the systam clock often (to sea if configuration files have
changed, for examiple)
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Floaling-paint calculations can be aspecially problematic for older machines;
prior ta G5, there was no suppart for the |EEE floating-point format in the
ESALD0 tamily. As all Linux floating-point expects IEEE, these machines arg
aspacially poor performers for graphics and other computational loads, The G5
family introduced IEEE support via microcode; the G6 family receivad a
gignificant floating-point performance boost by moving IEEE support into actual
silican.

1.5 z/VM and why you want it

Linux for zSeries and 5390 can be run in sevaral differant modes, aach with its
own advantages and disadvantages. Af the presant time the available modes are
MNative, LPAR, and 2'VIM*. These options are discussed briefly in the |BM
Redbook Linux for 5/390, SG24-4387 .

We strangly recommend that z7VM be used to deploy Linu in tha ISP/ASP
anvironment. Thers are some additional complaxities and skilks that will naed ta
be learned, but we believe that ZVM offers an extremely powerful environmant
which is necessary 1o successiully manage hundreds or thousands of virtual
Linux sarvars. Some of the features 2°VM brings are:

» Hesources can be shared among multiple Linux images, including CPL,
memary, slorage, and network adapters.

» Maw guests can be added quickly, without raquiring dedicated rasources,
»  There are axtremely high-spaed virtual natworks batwean guests.
» It provides centralized storage management and backup.

»  Arich debug and test environment allows Images to be craated that duplicate
production systems, without requinng additional physical resources.

» It provides comprehensive workload monitoring and control facilities

* With the release of VM 4, we na longer recommend the Virtual Image Faciity (VIF) as a configuration apfion. 274714
warsion 4 ramavas many of tha limitations present i VIF and has additioral functisrality specifically designed o support
Linue for 25aries and 51980,
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1.6 Skills and resources required

Whila running Linux for z5eries and 5/3%0 has many advantages in terms of
potential raductions in staffing requirements and hardware managament costs,
this does not mean that it is a simple undertaking. Running hundreds or
thousands of servers is a complax undertaking in any environment and requires
qualified, knowledgeable staff to implamant successiully.

Each phase of tha deployment of Linux tor zSaries and 5390 in tha ISP/ASP

requiras a slighty differant mix of skills. To a certain extent, the raquiremants will
vary from company to company, depending on existing businass processeas and
systems in place. The general guidelines offerad hare may offer some direction.

1.6.1 Planning and installation

This is by far the most critical phase of any ISF/ASP system deployment. The
dacisions taken during this phase can have a dramatic impact on the futura
perormance and ultimate scalability of the systam. This is especially the case for
Linux for zSeries and S/390, where the system iteelf sarves as infrastructura for
many virtual servers. The infrastructure must be solidly in place and
well-clesignad in order for the quest servers 1o alsa be stable and afficient,

Far this phasa tha following individuals should be heavily invelved (some rales
may be filled by the same parson):

Linux ystem administrator
Matwork administrator

Z'WM system programmer
Technical support manager

Sales and marketing reprasantative
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The Linux systemn administrator and network administrator fulfill much the same

roles they would in any normal multiserver deployment: assigning IP addresses,
dasigning subneals, delarmining disk layout, and sa on.

We baligve that the addition of a technical support manager and sales/marketing
representativa to the planning team is important to the ulimate success of the
project. Both tachnical support and sales departments nead to be aware of
characteristic advantages and limitations of the virtual server amvironmant to
properly inform and suppor their customers.

One of the most crucial membars of this team is the z/VM system programmer.
Unforfunateky, this is also likely to be a difficul posifion 1o staff for most ISPIASP
operalions. There are many pars of the system thal need to be configurad
appropriately, and this raquires a relatvely high skill kevel with VM, Each

Chagter 1, Inroduction 17



system ig slightly different, therefore generic “cookbook” approaches ara lass
likely ta ba succassiul. It may be possible 1o acquira this expertise on a
temporary contract or consulting basis during the planning phase, and brought in
as neaded once production operations bagin,

1.6.2 Linux image deployment

Once the system is installed and configured, the deployment of new virtual
gervers i much less complicated. The network admmistratar will still be
responsible for managing IP addresses and natwork architecturs, and the Linux
systam administrator i3 responsible for configunng each individual server,
However, the Linux system administrator neads fo develop some 2WM skills to
maximize the efficiancies of the system. [deally thare will ba a fair dagree of
automation in place to create new magas, as wa detail |ater in this book,

1.6.3 Maintenance

Maintenance will typically be the domain of the normal operations suppaort staff.
In most casas wa anticipata that typical UNEX sarver monitaring and
maintenance skills are readily fransferabla to the zSeres environment, with
minimal additional training in some specifics of the z'VM manitoring and control
functions.
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Sizing

As effective as zSeries and 2VM are in their ability to run large numbers of Linux
guests, thene are of coursa limits to how much work a given systam can handla.
Accordingly, in this chaptar we discuss guidelines concaming sing for your
applications and workloads.

This includes topics such as CPs, storage, DASD, and network bandwidth, as
well as a genaral ovarview of the reasoning behind some accepled sizing
methodologies and our assassment of thair valicity.
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2.1 The nature of sizing

First of all, it's mportant o realize that despite the bast efforts of many experis
bath within and outside of [BM, sizing s an inexact science, at bast. A sizing
estimate is an approximation of the hardware resources required to suppor a
givan workload, This estimate is drawn from the best information available at a
paoint in time, n order to oblain a base to work from,

But of course, the actual resull will often differ from the results of the estimate,
dua fo tactors such as impertect dafa (the Garbage-In, Garbage-Out scenario),
workload skew not being accounted for in the sizing, custom code, and ather
customizations.

Add to this the fact that lab conditions do not fully correspond to real world
production environments, and it bacomes obvicus why szing resulis cannot ba
guarantead, This is nat to say sizing cannot be done, of coursa, but rathar to
amphasize the fact that there is always a certain margin of error involved.

This is particularly notewaorthy in our case becausa of tha differances in the
paformancea characteristics batwean Linux on the x86 and Linux on the z5&nes
platfarms. As noted in Chapler 1, “Introduction” on page 3, the processor,
memary, and /0 architecturas of the z5eries platiorm are substantially dissimilar
ta the platforms Linux has historically been run on.

Thaeratora, extra care is neadad whaen parforming s@ing estimatas for running
Linux an the z5eries, as the shift in relative capacity of the systems may be
larger than expected. Alsa, ana shaukd keap in mind that sizing is really just a
first guess” based on the best avallable data, and should always be followed up
by furthar analysis.

This also means that you nead to understand relative capacity across server
architectures, which servas as the basis for sizing. This subject is coverad in the
naxt saction.

2.1.1 Sizing vs. capacity planning

20

Befare we move on, wa need fo pravide a clarification: somea readers may be
familiar with the term capacity planning. This is a sarvice that IBM has bean
offering for many years fo its customers. On the S/3%) platform, this involves
getting SMF data {and projected growth rates) from the customers mstallation,
and than madsaling the combination ta pravide an understanding of how 1o handle

the growth.

Howeaver, this is nor what we mean by sizing.
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Capacity planning is relatively predictable bacause it involves migrating
well-understood workloads with measurad usage dala within the same
architecture. Howeaver, when we size Linux applications for the zSenas, not anly
are wa maving across very different platiorms, but ara oftan doing so with litthe or
no application data available for analysia to support the sizing.

Given these limitalions, readers who are used to the methodology and results of
capacity planning should reevaluate their expectations for system sizing. To
reiterate; sizing is defnitely an araa where the margin of emor fends to be on the
large side. But enaugh about limitations; let's sse whal sizing can do far you.

2.2 Relative system capacity

To raally undarstand relative capacity, wie need to understand the balance of
procassor power, the internal bandwidth per processor, and the relative ability of
the oparating system to schedule work in a way that efficiently utilizes resourcas.

When estimating the ralative capacity of servers, most people base their
cakculations on the correlation between procassor speed and system capacity.

For example, many homa PC users tand to regard the clock rate as the prima
incicator, but this is too simplistic, not o mention misleading, due to
microprocessor design differences (witness the recant battle betweaen Intel and
AMD, or the older x86 vs. PowarPC conflict, for some high-profile examplas).

Other usars tum 1o benchmarks. Some use a procassor-orented banchmark like
SPECint, but differences in the memaory and [0 subaystems are masked, Some
use an industry standard or published application banchmark like TPC-C ar SAP
R3 50, but the prasence of workload mbalancas (called "skew’} and vaniance in
the amaunt of data handled (“working sst size™) make these imperfect measuras,
as wall. We examine benchmarks in more detail in the next saction.
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However, thase benchmarks are not very uselul, lor lwo basic reasons:

» Al the tima of wriing, [BM has not raleasad any banchmarks for Linu an the
zSeries.
» Benchmarks by nature tend to be artificial, and in some cases misleading.

The second comment may be considerad a bit controversial, so let's discuss
further what we mean by “artificial” and “misleading”.
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But with this approach, bandwidth (which measures the data rate par processor
between the cache and memery), and scheduling (which represents processor
utilization typical to the particular system), are bath ignored. What good is a
blazing fast CPL that is siting idla? The slowast processar in the warld can do
nothing just as quickly as the fastest.

50 if procassors, bandwidth, and scheduler are equally stressed by the workload,

the relative capacity of the machines can be represented by the geomelric maan
of the paramelers. This is shown in Figure 2-2 on page 25.
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If the workload shifts gway from balance, then relative capacity also shifts, Thus,
far CPU-intense arvironments where the parallal partion of the work is in balancs
(also known as “skewless”), the ralative scaling will shift away from the maan
toward the machines with more and fastar CPLUs, When significant dafa strass
(large “working set”, mixed workload, large user counts, elc.) or skew (data
sharing, variable usage patterns, “spikiness” causing workload imbalances) is
presant in the workload, the relative scaling will shift in tavor of machmes with
higher intemal bandwidth per engine and better scheduling.

The résull is that the relative capacily of machines will vary significantly from
workload to workload. Figure 2-2 on page 25 illustrates the difference between
the relativie capacity indicated by most commaercial banchmarks {ihe processor
bars) and a workload which has enough data stress and/or skaw to mave the
capacity toward the geomedric maan of processor, internal bandwadth, and
schaduler, using the data fraom Figure 2-1 on page 23,

You can see thal the IBM machines are more balanced than the others, and also
that the 5/390 doas nat fare wall with CFU-intense wark, This follows intuitively
from the canflicting views offared by the proponents and apponents of the
machina; scaling on the processor bars indicates that the machine is “big”, while
scaling by the bandwidth bars indicates that i is “slow’.

The situation is compoundesd by tha fact that most people work with warkstations
or PCs, whera processor spead has a much higher leverage on total capaciy to
do work. But because servers need to respond fo many users, there is much
mire “context switching” in their workloads than in that of a PC. This means he
internal bandwidth and scheduling (the second and third bars) become mors
critical to the capacity to do work, and to do it quickly.,

Understood in this sense, then, system capacity is measuraed by the size (or,

geometrically speaking, the area) of the triangles sean in Figura 2-1 on page 23.
Mo longer are you restricted by a single aspect of the system's pardformance,
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For these reasons, it is impossible 1o simply position the various servers in a list
from largest to smallest. IBM's large commercial servers have more robust
scheduling and higher infernal bandwidth per processor than othar sarvers,
allowing them to maintain high processing rales in the face of skew. As a resull,
they will have higher capacity than their competition on many real workloads.
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Whan all thase are added together in & composite ulilization picture, the
ufilization can be quite low, aven at the peaks.
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2.3.1 White space - unused capacity

Sinca ufilization is a major factor in assessing the efiact of consolidation, we
need 10 understand it better, We also nead to know its inverse, which is the “white
space’. or unused capacity of a systam.

We start with definitions. This is particularly important because utilization is
defined by how we measure it. All machines contain a counter that is
incremantad evary cycle, This counter is used to generate a running notion of
fime within the system, The hardware counter is not infimitely long, but it is
typically rolled over into a software counter kapt in storage that is sufficiently long
that wa don't have to worry about it rolling over. Mast machines have another
counter which increments only on cycles when the processor is busy (this
includes when it is busy waiting for memory on & cache miss). This counter is
also extended by software and the count of busy cycles is kept in memaory.
Utikzation is defined as the changs in the *busy count” dividad by the change in
the total "eyele count”.

Since cycles occur at a fixed rate in time, the change i cycle count is a measure
of a time interval, Thus, the softwars that generates utilization data operatas by
pariodically chacking the change in the busy count. The cycle court in the
denominator is determined by how often the softwara is run. This in turn is
controlled by starting the data gathering code at regular intervals by dispatching
it whan the changa in tha cycle counter ndicates that an interval has complated.
When it runs, the data gatherer reads both countars, does the division, and
stores or displays the rasult for use 1o look al.

White space is simply defined as 1 - utiization. Thus, utilization is a statistic
which is always an average or probability. This is why we nead to be careful when
wa talk about peak and averagae utilization. The shorter the interval usad to
gathar the utilization data, the more the utilization number kaoks B sithar ona or
zaro. This is becausae it wa get to the ultimately short interval of one cycle, the
maching is either busy or it is not, Mareaver, the shorter the mterval usad to
gathar utilization data. the more impact the gathering of data has on what we are
measuring. In the most exirama case, the software that does the gathering keaps
the rest of the system from running and the ufilization bacomes 100%, even
though the throwghput has gone 1o Zero.

Bacausa of these tactors, utilization graphs will look spikier whan the interval is
short, and smoather when it is long. Because it is easier 1o see the white space
on smoother graphs, and because the impact of gathering statistics on longer
intervals has lower impact on the system, we typically look at 1- to 15-minute
intervals when gathering statistics.

Iz this encugh? See the ulilization profiles in Figure 2-3 on page 28, which all
hava 50% white spacsa,
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In this particular case, the composita utilization is actually quite high tora
distributed solution. In many other casas. thers is even more while space. For
axample, Figure 246 on page 30 shows the composite of 147 servars in IBM's
“‘universal sarver farm” run by IG5 as part of their Wab-hosting operation. Here,
the composile peaks at 13%—this means thera's over 7% white space in lhe
configuration.
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by the high priarity spike.

This has several implications. First, when white space s caused by spikinass,
there must be a scheduler in place that can dispatch work according lo priorily
and can also guarantee that dispatched low priorty work cannot inappropriataby
held the resources, Second, the prasence of spikiness indicates that the context
swilching capability of the machine becomes mportanl. Figure 2-7 on page 3
shows the ralativa context switching capability of Linux for 5/390 and Linux for
Intel,
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tima instead of utikzation to understand how heavily loaded a syslem is. In some
workloads, the loss of performance cccurs at 50% or less utilization. This means
that additional capacity is brought online at relativaly low utilization,

Refer to Figure 2-8 on page 32 for an example of this concept. In this graph, the
250 MHz 32-way machine achieved 25% laster lurnarcund than an S350 G4 2X
10-way sysplex on this group of baich jobs, employing 60% maore processors at
low utilization. However, as the load was doubled and then triplad, this advantage
was nof maintainad.
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Somefimes the user will create many small systems so that a failure will only
impact & small subsel of users; this is known as paritioning. Work is also
partitioned, in order o create isolation and prevent interferance. Finally,
partitioning is often used in place of prioritization, so that each sub-workload gets
the lull atlention of the maching upon which it & run.
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The end rasult of any of these actions is white space. Partitioning also lkeads to
the replication of data, often requiring off-shift balch updates which can drive
highar peaks than the daily onling worklaad. This leads to white space oulside
tha batch window,

Skew

When multiple processors or systems are working in parallel, they are almost
never kept uniformly busy. Much effort is expendad in bakancing workload, but in
tha and, nona of tha various methods for doing so work partectly, The rasulf is
that white space emerges on some machings, whan othars are heavily loaded

Ragardiess of the source, white space reprasentis wasted compute power,
Sarver consolidation is a maans by which 1o remove soma of the waste and run
more afficiently.

2.4 Example sizing - analysis of company XYZ

Mow thal mast of the theary for sizing has bean discussed, let's lake a ook at
sizing a given configuration,

This is the sstup we nherit at the fictitious company XYZ.
Table 2-1 Sahkip for company X¥Z

Funetion Sarvar type #of servers | Average utilization
Fila Saréar Comgag DL3B0 10 10%:
CMS Sarver Sun 58 4 15%
Firawall Sund20R 2 15%
Web Server Sun280R 10 15%

Note: Before we go through each of the elements of sizing, keep in mind that
many of tha calculations we basa our sizing on ara confidantial and cannot ba
explicithy written out, There are several reasons for this, the most important being
we do not want to sel a “standard” for how to size. ARhough this may seem
counterintuitive, when onae considars how many variations thare can ba in
harclware (notice that our setup is fairly small and homageneaus, which will not
always ba the case), software, and workload, one can see why wa cannot
andorse a generic formula with some constants and a few vanables. Since each
situation is different, each sizing will have to vary accordingly. The intent here is
ta ilustrate the principle, and not the specific implementation.
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This is aspectally problematic for the 5/390 and z5enes processors, since they
are much better at data-inensive workloads such as databases, Business
Intelligence, On-Line Transaction Processing, and “cache-killer" applications than
they are at CPL-intensive tasks such as benchmarks and graphics rendaring
(see Exampla 2-9).

Mevertheless, that is the task before us now. Lel's examing each component af
the equation separately.

Utilization

Detarmining ufilization is the most straightforward element. Since running Linux
under YM means consolidating discrete, underutilized servers, it is important to
find out the currant usage. There are a variaty of tools for the job. depending on
tha platiorm you're starting out on (Norfon Systemworks for Windows sarvers, for
instancal, The key hera is to have a duration that is kong enough fo give a
realistic average utilization, and to identify what the peak time characteristics are,
as axplained in the previous section.

Remember that the mare accurate the reading, the batter off your sizing will be,

Current capacity

Distarmining currant capacity shoukd ba fairly simpls, as wall. What wa are
referring to hare is the TPC-C benchmark “transaction per minuta” {ipm)
numbers for each machine as they are configured. Obviously, the way thase
numbers reflact reality will vary somewhat depanding on the workload, but they
are good starting peints.

If your workload is usual in some way, you are always free to compile your own
data and come up with an unofficial tpm number, or even Tweak” the official
numbers so they are mora raprasantative of your situation. Just be awara of the
risks involved should these numbers be off.

Workload factor

The challengs here is to find a conversion factor to take us from our utilzad tpm
rating to the traditional 5390 MIPS rating.
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Mole: As already discussed. using MIPS numbers is not the bast way to:
gaude peformance for 5/3%0 and 25eries machines. For petfarmance -
: rrmmaamms LSPFt is much hﬁttar. Huwaﬂzr kﬂﬂi:lﬂﬂ the und qu.a! iri Enrm:l
all we'e after hars is a conversion from tpm fo MIPS so we can idendify hu:mr
miany processors are nesded 1 run the same workkoad as our slarting
ervironment on our target 5/390 or zSerias machine. This is not fo. hglmmn
asan mduwemem i:ui thEMEF‘E r&tng i gana:-ll - -

Much easier said than done, of course; the pitfalls are many. However, we'll limit
our discussion to the two primary issues:

»  Lsage & workload - Chances are you're axtremely tired of sesing this by now,
but the fact remains that you must consider the application and work that is
being ported, in order to size it properly. This is nof idle speculation we'rs
angaging in. In terms of tpms, the relative capacity of a 5/380 engine can vary
from around 20 tpm/MIPS in CPU-heavy benchmarks to well over 200
tpm/MIFS for Samba worklaads

»  “Ganeration Gap® - Al the time of writing, thare ara three genarations of [BM
eServer zSeries procassors we are koking af running Linux under; the G5,
36, and 7900 engines, Needlass 1o say, there are numerous differences
batween them. For instance, tha IEEE flaating point instructions are
mplemeanted in microcode in the G5 chips, but are done via actual circuitry in
the G processors. The resuliing performance increase is somewhers in the
ngighbarhood of an ardar of magnitude, Theradore, the 5/390 or 25erias
processors you'll be migrating fo is also an imporiant consideration.

Memory
Also known as siorage to the traditional mainframe foks, the zSenes machinas
are al a definite advantage when it comes to memaory. Compared to its Intel and

UMNIX counterparts, the zSares memaory architectura is much more mature and
afficiant,

Consider Figure 2-10 an page 37. You can see the large breaks in the bandwidth
as the L1 and then tha L2 cache sizes are exceadad by the amount of data to ba
movad, Converting these results to tpm/MIFS yiglds the results shown in

Figure 2-11 on page 37. Thus we can surmise that the tpmMIPS grows with
working sef size, which drives cache misses and siressing the intarnal bandwidth
shawn here,

Rafer to 3.3, “Maemary topology” on page 55 for a more detailed analysis of this
tapic.
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DASD, channels and network bandwidth

10 is heavily dependant on application characteristics. The situation on the
sourca platform can be assessed using tools like Metbanch, but a porting
discipling has not really baen developed for these factors yel. Refer 1o 3.2 *Disk
topakogy” on page 46 and 3.4, "Natwork topology” on page 64 for a discussion of
how these systems work.

2.5 Concluding remarks

a8

In general, we are looking at a range of 30 to 200 tpm per MIFS of relative
capacity, Data-infenss workloads fall at the high end of this range, while
CPU-bound workloads fall at the low end, The tpm per MIPS also can go up
about 30% betwean a zSenes uniprocessor solution and & 16-way solution.

The art of sizing is in measuring the utiization propery, and choosing a WLF to
s,

The TPC policies do not allow for the publication of uncfficial TPC-C resulls or
estimates, and I6M supports this policy. No single benchmark can accurately
raprasant the way a systam will perfarm in a specific customar enviranment. |BM
sizing teams use mulliple sources of information, including confidential estimatas
of banchmark results to deliver the best proposal possible for a given situation,
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understand how to compara costs botween servers. It is not enough fo tally
prica/performance, but rather it is necessary fo understand the fotal cost
associated with each server type. The reason for this is that in raw capacity, you
can always pul together enough small machines with low prices to show a better
price and capacity advantage for a distributed solufion. Therefora, simply kooking
al & per tpm as suggastad by the published TPC-C benchmark results will be
misleading, aven if the tomMIPS (or tomA/tpmB for that matier) is adusted to
account for different architectures.
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This is because differances in sarver architectures and implamentation go
beyand capacity. Even within a family of servers, differences between clusters
and a large machines appear. Thase varables drive differencas in a variety of
non-acquisition costs, such as occupancy, network enginaaring, oparations
(peaple), and outage costs, Therefore, to undearstand which sarver type should
ba deployed, it is necassary to look at the Total Cost of Ownarship (TCQ) of
competing solutions,

However, even this is not a simple matter of adding up well-known average
values 1o get a “typical’ resull. The prablem is thal thare is a vary large varancs
in each of the variables involved. There are usually unique and significant cost
factorg which can anly be listed as “other costs” in any one-size-fits-all method of
computing the TGO, Having said that, the following is an attempt to build a TCO
madal which fits maost situations.

The Total Cost components

Harg is an ouiling of the componants of Total Cost:

1, Time
a. How tarinto future
b, How aften are upgradas
. How many upgrade steps in Stucdy
2. Hardwara
Frice
Discount
Maintenance
Financing
Crerlap, Daploymant, or Depreciation cost
Mode Count
q. Rack Count
3. Softwars
a. Prica
I. Per seat
ii. Per CPU
li. Par Unit of Capacity
iv. Par Box
v, One time or Monthly License Fes
vi. Cost par Hack (includes power connaction)
b, Maintenance
4, Qcoupancy
a. Burden per 50 ft. (Hent, faciliies, lights, heat, cooling, afc.)
i. Rant
ii. Facilities
i, Lighting
iv. HaatCooling

T Lo Tom

40 Linuan IBM @@ server z5enies and SE30: ISPYASP Soluions



v. Clearances (5q. foot per Hack)
b, Power
i. % Per Kilowalt Hour
il Kilowatt Hour par Hack {astimatad)
. Storage
. Tatal Bytes
. Compressad Bytes
. Redundant Byles
. Tapa Drivas
. Rephcated Data (does the solution consolidate ity)
I. SAN, Integrated or External mplemeantation (ar apportionment)
. Metwork
a. Cost per Connection
b, Routers par Radck
. Paople
a. Operational
i Uncloned
ii. Clonad
i, Super Cloned
b, Skills
i. Par Architactura
ii. Servers par Administrator
& Automation imastmant
i. Current Investment
ii. To be developed
. Dulaga Costs - Loss Maodal
a. Productivity Loss
i. User Count
i % Users effected
jii. Usar Burdan Aata
b, Revenue Loss
i $Minute of opportunity losses
ii. &Minute of penalty losses
. Loss of Confidence or Reputation {Stock Price koss)
i. Publicity exposure
Il Stock prics vulnerability
. Other costs
Migration Costs (Databases, Middlaware, 1SV code, et
Paorting Costs (Home Grown Applications)
Faciliies enginesring costs
Matwork Enginaering costs
Solution Architecture costs
Reanginearing for scalability costs

{1 T TR e 1

T 05 Tom
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2.5.2 Some trade-offs

With sizing, there is a fundamental decision to be made up front: do you upgrade,
replace, or add to the existing infrastructure? Each of thess paths leads to a
differant set of trade-ofls in TCO.

For example, a customer may need to double its capacity. If the customer
decides to upgrade existing boxes, this is typically done by adding processors,
memary and 110 to each box. In this case, overlap costs are small and network
engineerning costs are small to large, dapending an the whether network
connections are added to the existing boxes. Staffing can remain flal, power is up
marginally, and floorspace only goas up if routers are added. Howevar, thera is
tha risk that scalability engineering costs occur, # the applications reach internal
scaling limits on the upgraded systems.

Atternatively, suppose the customer decides to replace hardware. Now there are
depreciation costs and deployment costs to consider. Network, staffloperations,

and floorspace costs may potentially go down, but ona is still faced with the same
scalabilty engineering issues (more work per instance),

Finally, let's assume that the customer decides to add hardware. In this case,
floorspace, people/oparations, netwark and other costs go up, but scalability
anginaaring isues aro diferent (for examplohow parallel is the workload, how
good is the load balancing, and how good is the data partifioning). MNow,
assuming we are doubling tha boxeas to double the capacity, this typically means
that utilization on the new baxes is kower than on the existing boxes. Alternativaly,
wa can chosa to add fewer, but larger boxes, in which casa the scalability
enginaaring requirements would include bath the larger instance and maora
instances forms of scaling. In this case there is litle or no depraciation, but there
may ba some ovarlap cost,

Another fundamental decision is the cholce of uparade granularity, which is how
fraquantly will capacity ba addaed, or in what incramaents.

2.5.3 Final reminder

42

We've staled sevaral imas in this chaptar thal sizing is an important but difficult
procass. In our expenanca, evan if you were to consult sizing experts on tha bast
methodology (especially for Linux on the zSeres and 5/90), chances ara that
you'd and up with as many mathods (and rasulis) as thare wera axparts.

As a matter of fact, a Gartnar Research Maote (P-13-7373) releasad in June 2001
slafes:
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There is no easy way of initially sizing how many MIPS an 5/390 or 75eries
wWill require to handle projected loads, especially with the varying system
utilization of a large number of servers,

Howeaver, with the proper preparation and an undearstancing of the topic, a good
gizing can ba done. This chapler should serve as a quide to that understanding,
as wall as a bndge to resources that will help you along the process, it may be
helpful to refer again to 2.2.2, “Tha bottom line” on page 25, While neither simple
nor straightforward, this is an imporant phase of any migration project which
cannat simply ba ignored,
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Virtual server architecture

In this chapter we discuss aspects of running many “virtual” servers on a single
mainframea. Wa do not addrass the clustaring of virtual servars, bul instead
axamine the issuas maokved in structuring a large collection of sarvars for
manageability and efficiency. At the end of the chapter, we offer
recommeandations based on our tasting.

The chapter introduces concepts that are expandad upon in kater chaplars.
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3.1 Why an architecture is required

In large, discrete sarver anvironments (and aven in some smaller onas), thera
are a numbear of management and operational issuas to ba faced. Thase include:

Scalability How ta allow for increasing capacity in the environment
Management How to control, configure and monitar the environment
Growth How to add new servers fo the environment

The panguin colony provides solutions to some of thase issues, which one
reason why the concept is atiractive. However, if the structure of the environment
is nat planned in advance, the benefits of the solutions pravided by the penguin
colony are reducad.

By designing the penguin colony accerding 1o a set architecture {what we rafer to
as a" virfual server architeciure™), vou can build the environment so that issues of
scalability and managamant are addrassad, and 50 that it becomeas sasy 1o
craate new servers for the environment when required.

3.1.1 Components of the virtual server architecture

Hara wa intreduce the components of tha virtual server architecture, and discuss
alternatives for theirimplementation. The components that must be considerad in
the architectura are.

» Lhisk topology - saa 3.2, "Disk topaology”
> Memory fopalogy - see 3.3, "Memory topology™ on page 55
»  Matwork topology - see 3.4, “Neatwork topology” on page 64

Al the end of this chapter, wa offer recommendations based on tha testing wa
periormed. Howavar, different approaches may suit your environment betier than
the choices we mads in our tasting. The purpose of this chapler is to present a
discussion of the issuas, so that you can decide on an architecture which works
for your installation; in the language of Internet newsgroups, YMWV',

3.2 Disk topology

This seclion discusses the ways that disk can be allecated to Linux images in a
PANGUIN colomny.

" Your Wikaage Wil Vary, maaning your axpariences will aimast cartainky difar from ours

46
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3.2.1 The DASD driver

Linux disk support is provided by the DASD driver code, dasd.c, It provides
suppaort for Count-Key-Data (CKD) and Fixed Block Address (FBA) disk devices,
as wall as VM minidisks.

In tha Linux mstallation systems, the DASD driver is provided as a module. This
is becauss the disk configuration is mat known, and is determined as part of tha
installation. The installed system has the DASD code built in to the kernel, and

parameters to the DASD driver are passed as part of the kemel parametar line.

The DASD driver usas channel I'C o perform read and write aperations. For VM
minidisks using the CMS RESERVE format, VM Diagnose /0 can be used fo
provicle betier parformance, More detail on this can be found in 8 101, VM
Diagnose 110" on page 163.

3.2.2 Linux instances with dedicated disk

The usual method of installing Linux is to dedicate disk volumeas to each
instance. In this scenario, every Linux instance has its own disk volumes that no
other mstance has physical access 1o, and each instance is matalled in the same
Way.

This is not a very afficient installation mathod for a penguin colony, as thera will
ba a large amount of redundant data kept in each instance—much of which will
b he Linux installation itsell. Software managemeant in this scenario is intensiva,
becauss each Linux instance maintains its own copy of all applications, from
user-level software right down to the kernel,

Also, because thers is currently no way to partition DASDs at the Linux lsvel,
thara is vary litthe granularity in the possible DASD allocation (howeavar, tha
command fdasd will be coming fo the Linux for z8eries and 5/3%0 distributions).
This prablam can be addrassed in two ways:

»  Althe Linux level, you can use LVM 1o craate vifeal volumes thal may span
multiple physical DASDs (at the expense of a longer code path to the actual
clisk).

»  Using YM, minidisks provide a solution by dividing a physical volume into
muliiple virtual disks at the VM level,

Either of these options allows the equivalant of partitioning,
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Figure 3-1  Simpiifed ful-wolume reoovery scenarno

In this examgle, a utiity such as VM DODR is used 1o replace the entire disk
image. Done simplistically, as shown, this approach is non-salective (i.e. it doss
not provida a means of refrieving portions of the file system), so itis a method
that would suit the recovery of enfire file systems rathar than individual files in a
file system.
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Muore discussion on disaster recovery and backup scenarios appears in
Chapter 7, “Backup and reslore” an page 127,

3.2.3 Linux sharing data

Becausa many members of the penguin colony will be identical in software
configuration, it would be ideal 1o have thess Instances share this comman data
and programs {for example, this might apply fo a group of Linux instances that
provide the same service or application to a particular customer). The data
rélating to the service must be shared batween the sarvers far consistancy.

&t tha =ame time, thare will be ceriain data that will hava i be different from one
ingtanca to anather (such as netwaork configuration data). This data can be storad
on a disk device unique to each instance, but management of this system-unique
data would ba simpliied if # could be accessibla from a singke kocation (or from all
lnczations) in the penguin colany.

Since the members of our panguin colony have virtual network connections
betwaan them, we can use facilities that make data available across a nefwork,
Thera are at lsast two ways 1o do this:

e “Traditional” network file sharing

A facility such as Server Message Block (SMB) or Network Fila System (NFS)
is used fo provide discrete file system accass betwean servers

»  Global namespace

A virtual file systam which introduces a global name space to its members
garvars, such as AFS or GFS, provides universal access lo data across the
panguin cakiny.

Server Message Block (SMB)

Also known as the Common Internet File System (CIFS), SMB is the file sharing
protocol used by operating systems like Microsoft Windows and IBM OS/2. Linux
supports SMB through the Samba application suite,

In the situation whare you want to share tha data on vour panguin colony with
SMB dients (such as Windows desktops), running Samba on your Linux
machinas is the best approach. However, using Samba to share betwean Linux
instances does not work well, mostly because Samba does not maintain the
LMNIX security information across the network, See Chapter 15, “Integrating and
replacing Microsoft servers™ on page 345, for hands-on details.
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Mote: This doss not mean that Samba cannot be used betwean Linux
machings! For simple file access it is quite capable, especially where a Lhux
: rrw:ﬂnamﬂi upmaﬂmb&sm mﬂwuasa umngmtur ; ==
 sabclient fram ancther Linux machine to peﬂmm ad hoc mamg is sasy, For
significant sharing of data between Linux systams, however, a “naﬁﬂa rn-aﬂ'lr::d
that nhsamas the Lmn[ aanmiy modal is a betfer choica. =

Network File System (NFS)

MFS is a common method of sharing file system data among UNIX platforms, An
NFS server makes pars of s file system available over the network, allowing
NFS clients to mount the served file system data into its own file structura. Also,
MFS observes the Linua UM file permission model. so file permissions can be
managed uniformly across an installation,

NFS does have limitations; in this discussion the most important consideration is
an inharant lack of secunty basad on ifs usa of Hemote Frocedura Call (RFC).
RPC, which usas LDP as the transport machanism, does not provide a high level
of security for two reasons:

»  LUDF packets can easily be “spooted”, defeating security based on the IF
addrass (or host name) of the source maching.

» Authentication is padarmed “in the clear” over the naetwark.

th: ﬁ. mn‘;nlaledmuaﬂnnnf NFS imnwﬂy is h-e;.md Hmrm:‘;npa n-f I'ri.si]dn’rﬁ
!u'ﬁ:ast i.H1u1 smm hml:& aﬁm‘irﬂmmlm & @E sa::urﬂg :

One way to confidantly use NFS in a panguin colomy 1 to restrict NFS traffic to
separate network connactions, isalating it from other traffic: see Figurs 3-2 on
page 51. This obviously increases both management and processing overhead,
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separale servers into a gingle struciure, This ﬁappans seamlessly to each '
member of the name space.

Global File System (GFS)

GFS is a cluster file system that provides a comman name space o member
servers, All servers in the GFS structure can access these physical disks. Disk
devices are allocated 1o storage subpoeols, providing the flexibility to group disk
devices according to perormance attnbutes. Then, the file system can physically
locate files in an appropriate subpool according to parformance requirements.
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The global name space is implemented (in part) with contaxt-dependani
symbalic links (COSLs). CDSLs are generated by GFS 1o intagrate certain
system-specific file system components (such as felc) nto the global name

space,

Al present, support for GFS in Linux on 25erias is In trial stages. There are
difficulties in compiling it on 2.2 kemels, and even on the 2.4 kemnels it is nol wedl
proven.

52  Unuxon IBM @server z5eries and 5300 1SPASP Solufions



incraasing performance but simplitying software management as wall,

3.2.5 Minidisk caching

VM provides a featura thal can provide a good performance banafit for physical
disk access, which will assist n any of the scenarios descnbed hera, VIM minidisk
caching, as tha name suggests, allocates memory in VM 1o cache guest
minidisks to accelsrate disk access.
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Whila Linux provides its own buffer cache, it is still advantageous to provide a
‘sacond-level” disk cache, bacauss the Linux cache takes lower priosity 1o real
user processas in Linux's memory allocation. This means that there may not
always ba enough frae memaory avaitabla for Linux to provide an effective cache
internally. Tha memory for the minidisk cache is preallocated, so thers is always
at least one lavel of caching available 1o the Linux guasts,

Minidisk caching has been shown to dramatically improve the performance of
Linux guests with file systems on minidisk. There is a tradeoff, however, because
allocating meamaory 1o minidisk cache means that there is l&ss memory avallable
to be allocated fo guests, Adding more memary fo the processor may be justified
in order fo be able to take advantage of the available perormanca gain.

Minidisk caching can be done at a track level or at a block level. Reler to 8.10.2,
‘DASD MDC measurement” on paga 168 for an analysis of thasa options.

3.2.6 Limitations of sharing disk

Whila it is desirable to share as much comman information as passible, the
sharing disk approach introduces issues that must be managed

Caching

If & numbear of Linux instances have shared access to disk, they will sach be
halding & copy of disk blocks in buffer cache, Usually this is not a problam, but if
ona of these Linux instances writes to the disk, thare will be a period of time
where the other sysiams sharing that data hawve an inconsistency. For some
applications, this may be intolerable. Therefors, the shared disk access method
you choosa must allow for this.

Also, bacausa main mamory is more axpensive than disk, @ may not be dasirable
ta have many Linux instances halding copias of the sama data in their own
lpcalized buffer caches. This would be particularly ralevant when the file system
is hald in mamary anyway, such as with VM Virtual Disk (VDISK).

The wey that the Linux kermel is designed makes it vary difficult to “turn oft” the
buffer cache, However, inthe S320 environment, in cerain circumstances this

woulkd be desirable, The considerable amount of work that this would entail might
b justifiad for cartain configurations.
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Locking

Whila discussing GFS, we discussed the need for a lock manager fo arbitrate
accass to shared madia. This requirement will vary, depending on the
importance af the data and the way in which Linux instances access il. For
axampla, a file system camrying HTML files mountad raad-onky by a number of
Web-serving Linux instances arguably does not require a lock server (becauss
none of the instances can aller the data).

3.3 Memory topology

The allocation of memary in a penguin colony is critical to the periormance of
individual nstancas, and of the entire installation. VM provides ways to improve
the basic oparation of Linux instances on 5/390 and zSerias.

3.3.1 Linux ‘jiffies’

The Linug kemel employs a 100 Hz timer that “wakas up” the kemel to check for
new work. The 10-milksecond units of time between timer pops are genaralhy
referred 10 as jiffies, after the name of the kermel variable where the timer count
ig stored. Parts of tha kemal (and soma other software) use this timer to chack
for new wark when the timer pops, every 10 ms.

To WM, the constant popping of the jiffies timer means thal the Linux gueast is
always busy. This is because the idle detection processing in VM requires a
longear idle time than the jiffies timer provides, This affects the way im which VM
pages Linux's memory, bacause VM pages mare aggressively on a guast that is
idla than an a guast that is active. Also, the processing done by Linux at each of
these timer pops bacomes significant with large numbers of Linux instances,
causing CPU constraints.

Chapser 3 Virtual server architecture 55



Hi:ta Ih& IL?Fl..l lmpacl Eﬂuﬂed‘bfﬁ'lﬂ tlmerraam:s Em'ia mrﬁuamﬂ

: h‘lha L!'I!.llt maiem& wmnﬂmﬂaumg atlhehm unha ’mﬂarpﬂp. IHEE _

~driven 1o check for work, and this costs cycles. If the Linux instance was ﬁai'rg

real work” at tha timer pap, that processing would be mturrupt-ad M a.ln'# Ihﬂ
timer pop 10 be handiad, Again, this costs cycles. :

| T['*Hl‘ﬂ!ﬂ'ﬂ i‘l‘ﬂ‘lﬁ P-angulrt mi:uw ra-mr:lrrg {::-r ﬁllrcmminu: 1Imar pmaasm
has hﬂmirls rﬂqardlm of the avarage load of the Linux nsta]‘maa =

The 100 Hz timer causas tha most significant issea in management of mamory in
a penguin colony, The alternatives discussad in this section all provide ways to
manage memory, but all are affectad somehow by the 100 Hz timar. A pateh to
the Linux kemel has baen written by IBM Boeblingen, which provides a kernel
configuration aption that removes tha 100 Hz timer and replaces it with a differant
scheduling mechanism. Unfortunately, Linux devielopers often use the jiffies
variable for general timing purposes (which sometimes have nothing to do with
work schedulng), so simphy removing jiffies from the kemel could have
unpredictable results on other saftware oulside the kermnel.

IBM's palch is still regarded as vary axparimaental and has not baen widely
tested. However, because other areas of the Linux community have shown
interast in the 100 Hz timar issue (the usar-moda-linuy developars, for exampha),
the patch has a lot of potential.

information: We had access to a beta build of SuSE Enterprise Server 7.2 for
51390 and zSares. which was released on July 3, 2001 and s based on the
- 2.4.5 kamel. However, sven this build, created well aﬂarmantlglmkmlatlifty
~of the pateh, does not hﬁ'ﬁl m&wﬁi appllad ThFE raﬁ&d*s hvau.r mﬁanmaﬂtaj
the patd'i I5. - :

-A‘[H‘aﬂtnnaniwnmg',mghmmﬁgmufﬂminmBﬂﬂmsiﬂlnglhwai'e =
- ﬂusmgiﬁmanﬁnfnmhagipartnﬂhe IBM ° 539&!'539&1‘ pﬂlnhea'@:rlha
2.4 kemal. = ==——— =——

3.3.2 Large guest memory

The simplest configuration, and the one which mast closely mirrars running Linux
on discrete sarvers, is to simply allocate to each VM quest the samea or similar
amount of mamaory as the discrete server would have,
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PAQRC-IN DY VI SIMETY 10 AN0W LINUX 10 SWap Nam our 10IS 1S generaiy reeimed
to a8 dowble-paging, and is very undesirable.

An ideal solution allows VM and Linux to work logether—or at least not fight each
ather.
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However, there are limitations to this option:

» Applications which require a large amount of “real RAM" may not be able fo
obtain anough real mamaory o run®,

* Empiical evidence suggests that WebSphere tals into fhis category, requiring a fairly lange amount of core (in wecess of
123 MB) just to start.
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» Applications that are disk-mtensive, and would benefit from Linux bufier

cache, may experiencs slighlly degraded performance (il is nol as savara as
forcing & disk 110 in every casa if VM caching is in effect).

» Since Linux beleves it is using a real disk, the DASD driver will still be used

for swap I'0. This adds a slight performance overhead compared o memory
aCCass,

The VWM paging constraint introduced by the Linux 100 Hz fimer will still be an
issue here, but becaussa the size of the Linux guests’ mamaory is reducad, the
tatal amaount of meamary affected by the issus s reducad.

3.3.4 Linux swap files in memory

In arder to further improve the pedormance of Linux’s *virtual swap”, we can take
the somewhat radical step of having Linux swap into mamaory. Thera ara two
ways to achieve this, through using expandead storage or by using Linux
RaMdisks.

Expanded storage

Linux can utilize expanded slorage as a block device, using the XPRAM driver.
This would allow an ext2 file system to be crealed in expanded storage, and
Linux swap files to be defined there. This approach provides a fast swap facility,
buet thare is Iitfle advantage between this approach and just allocating all of the
memary ta Linux as cantral, In addition, expanded storage is not supporied on
the 2900 in 64-bit 2/ Architecture mode, 50 there would appear 1o be [ile futura in
this mathad.

~ Note: To clarity this point, 27VM supports expanded storage in 84-bit mode,
but oty for its own ase. An oparating system running as a guest in VM
cannot use expanded storage. Howaver, a guast OS could indirectly utdize
z/Vh's expanded storage through minidisk caching, VDISK or other ZVH

- services, il ZVM was configured o provide these services using expandsd

SEEgE ——————=—=—————c o

Linux RAMdisk

In this configuration, we increase the amount of memory allocated to the guest,
but instead of using external swap devices, we allocate HAMdisks in Linux's
memory and create swap files on thess RAMdisks
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Linux (this is illustrated in Figure 3-7 on page 61).
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3.3.5 “Hybrid"” swap method

By using bath Linux RAMdisk swap arsas and VDISK swap space, il is possible
to create an extremely tunable mamary architectura which can provide all of the
benefits of the methods discussad so far.
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3.3.6 Sharing Linux memory

In a large panguin colony, many instances of common code such as the kemal
will be in memory, VM can provide a shared, read-only slorage area thal can be
used by many inslances simultaneously, using a lealura known as Named
Shared Storaga (NSS). This can greatly reduca the memary used by the panguin
colony overall.
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This shared area can aleo be used to boot a uniform build of Linux across a larga

number of instancses. Referto 10.7, “Linux IPL from NSS™ on page 228 for mare
datails.

3.4 Network topology

In this section we infroduce methods for providing network connectivity fo Linux
instancas in a pandguin colony. We look at the connection types available 1o Linux
on z5aries, and the use of these connection methods in connecting Linux to the
natwork. We discuss further details of how the connection types ara used in
Chapter 4, “Networking a penguin calony”.

3.4.1 Network devices for Linux

Thers are several connection devices available under Linux, Genarally, they fall
into two categories, external interfaces and internal interfaces.

External interfaces

External intarfaces allow Linux instances to communicate outside the boundary
of tha 57390 or zSenies machine the instance runs in, These are conneclions 1o
network devicas such as Etharmet switchas and routers. The interdacas that fall
into this catagory are the Open Systems Adapter (OSA) and Common Link
Access to Workstation (CLAW) via ESCON.

Internal interfaces

Ag the name suggests, intemal interfaces are within our 5390 or VM systam,
and ara used mainly to connecl batwaan members of our penguin colomy.
Infernal inferfaces at this time are point-to-peint connections which do not

support broadeast. The two inlemal devics types are Virtual
Channel-To-Channel (VCTC), and Intar-User Communications Vahicla (ILCY).

Using internal interfaces, members of the penguin calony can communicate with
gach other, without neading connectivity to a physical LAN. Internal nterdaces
are tha building blacks for providing the virtual networking used in the penguin
colony.

In addition 1o VOTC and [UCY, there are now HiperSockets on z5eries machines
which wera added as this book was being completed. Additionally, 2VM V4R2

allows for virtual HiperSockets and the concept of a Guest LAN, For some
details, see 16.2, “VM LAN support” on page 401,
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Mote: As discussed in “Channel-ta-channel (CTCY on page 74, CTC also
operales over ph;raaual parallel or ESCON channels, and canbe used to- E‘lk
: E.mnt sjrsiarrﬂ which exist in differant 5/330 PIDB-EHEGTE. Lhiurimatary tlm :
- confuses our classification of CTC a little, The main use of CTC in a penguin
colony will ba the virtual kind, hﬂwmrﬁrr 80 lufﬂm purp-nm of !hh dhnmﬂlm
we rotain tha classrhcatmn i i i i i i i i

3.4.2 Network structure

Since it is not practical to connect all membaers of the penguin colony to the
network using an extarnal intarface, it is necassary fo create a “virtual’ network
environment within the mainframe. This will invalve having certain paris of the
environment set up to do no more than route network traffic. While this takes
away soma rasources from our worker Linux instances, if s a better approach
than providing dedicatad network accass to each individual member of the
penguin colony.

Restriction: B awara thal the CTC and IUCY drivers have rastrictions m’ﬂl&
~numbet of links that can be supported. Refer 1o 'GTGHLIGU dw&:ﬁ ==
msb‘mimn:s'nnpaga!ﬂ?iurmmddm[s == -

Thera are many ways that natwork connactivity can be configured inside the
penguin colony. Wa will cover two of these: a basic design providing simple
connectivity, and an advanced design using multiple interfaces and multipath
routing. We then develop the secand approach by introducing virtual IP
addressing to provide enhanced connection availability.

Simple network design
Figura 3-10 on page 66 shows a basic viflual routing structurs.
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The role of the router in these examples could be performead by any
TCP/IP-capable S/3%0 or zSeries operating system, depending upon your
connectivity method. In this discussion we will consider only Linux and Vi
TCHIP.
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Linux as a virtual router
The use of Linux in the virtual router role has the fallowing benafits.

»  Efficient routing engine
»  Linux's advanced routing capabilities, including Netfiltsr

»  Ability to bauild a thin, *routing anly” kemal to maximize parformanca

When adding new members o the penguin colony, however, the CTG and ILCY
drivers must be unloaded in order to add the new connactions, Thig is disruplive
to existing connections (and in the case of the CTC driver, may cause other
servers fo ba restarted). In addition, the scalability of the CTC and IUCY drivars
is nat extensivaly provan,

The naw HiparSockets support, which was announced as this book was baing
completed, will allow anather networking opticn for z5arias machines, 20VM
V4R2 provides support for bath physical HiperSockets, which have a prerequisite
of 2300 hardware, and virtual HiparSockets. As wall as running on z5aries
machines, virtiual HiperSockets will also run on machines that VM VAR2
supparts: G5, GE and Multiprise 3000 models.

VM TCP/IP as a virtual router

Using a VM TCPAP usar as the virtual router addresses the availlabilty issue of
the Linux router, because new devices can be added on the fly using OBEYFILE.

Hote: The TCPIP CBEY command in VM allows the dynamic alteration of a

running TCP/P stack using configuration statements contained in a fite I-tnmlln

as an CBEYFILE. Refer to VM TCP/IP publications for more details on how
hee——

Also, using VM as a *first-level’ router can provide a more proven mathod of
providing connectivity 10 Linux using unsupported or exparimantal network
hardware (for axample, Cisco CIP, for which the Linux driver is still considarad
exparimental).

Thera are still scalability issues, however, as there are hard restrictions in VM as
to the numbaer of devices available (see "V TCPAP rastriction” on page 104),
Also, while it i1s generally considerad that the performance of the Linux kernel
wollkd be superior to VM TCP/P in routing IP packets, it is probably not
significantly better. As it is necassary to set up at least ona VM TCP/P stack
simply to support the VM system itself, the VM TCP/IF stack is a good choice for
general routing use,
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3.4.3 General network considerations

In this section, we discuss general considerations you should keap in mind
ragarding the design of the natwork.

Talk to your friendly network staff

The succeass of this kind of dasign is dependent upon good communication and
discussion with tha natwork design team at your installation. While we'va drawn
“The Network” in our figures as the ubiquitous cloud, thare is a kat of complexity
i that cloud that must be congidered by the penguin colony designers, just as
there is complaxity in the penguin colony that must ba considared by the network
team.

One of the most difficult concepts for many netwark staff to grasp is that we are
bwilding entira routing domains inside a single physical host. Wa dasign links,
routers. and hosts that exist virtually insids Vi—but in spita of their being virtual,
they behave the same as physical links, routers, and hosts.

'%'m ‘l’t:lu mﬁy! have mtlca-:l that th& Flﬁumﬁ In this nhaptm haua Ihr& —
- stirrourding VM system shown i very light shading. This is done hr a raaﬁun
.mdmmmwﬂmdnhamawiﬂwwrmmdl&g&ma == P

Wa wqwst H'la;l wl'lrﬂn pmsm’ﬁlrrg rm:r dﬂﬂgﬁ tﬁ the nad.m!h al&ﬂ wuf

phitocopy the dagfam with a Imlm{mgun mﬂmmlamﬁﬂﬂm Dox
 reprasanting VM does not show up. In this way. the “vittual' network appears

just like a network with real devices. Al a later time, shaw the real diagrams
which includa VM. You can use this memud ta Irm:iuue pa-npaahtha chmnapt
n! vhualnammg ina panguh -mli:ny :

Spend some time with your nelwork team. discussing the interaction betweaen the
natwork and the penguin cobony. Issuas including physical connactivity and
dynamic routing will have to be clarified as parf of the design of the entire
solution. Refer to Chagpter 4, "Natworking a penguin colony”™ on page 73 to find
more aboul the issuas thal you will need 1o cover.

3.5 Workload tuning

In a penguin colony of any size, it is impartant to remember that all of the Linux
instances are sharing the resources of the S/390 processor complex. In practice,
this means that processor capacity used by unnacessary tasks should ba
minimized. Some tps would include the fallowing.

TO Linuan IBM @@ server z5enies and S530: ISP/ASP Soluions



» Hun only the sarvices you nead to do the work you want. This ensures that
the server is working at one task only. (You will sae this recommendation fram
a sacurity perspective, also.)

»  Minimize the number of sarvices that “pall”, or at least ba aware of thair
impact. Examples of this incluce nmbd, the Samba MelBIOS name server
daeman, and gated. the dynamic routing dasmon.

» Whera possible and convenient, use a service 1o back itself up rather than
running additional services. In this way, the overhead of the server is reduced
by not having to pravide a backup service spaciflically. This Is discussed
further in *In-service backup® on page 129,
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Networking a penguin
colony

This chapter expands same of the issues introduced in Chapter 3, *Virtual server
architecture”, ralatad to connaecting yvour penguin cokany 1o yaur nalwork,

& Capyright 1IBM Carp, 2001 T4



4.1 Network devices

MNetworking on Linux for zSeries and 5/390 offers many physical and virlual
options.

4.1.1 Open Systems Adapter (OSA)

The O5A is a network card for 5/3%0 and z5eries mainframes, Linux can ulilize
Ethernet, Fast Ethemeal, Gigabit Ethernet and Token Hing OS5As. The
OSA-Exprass is the newest version of the OSA, providing a number of
improvemants and new faaturas, as follows:

»  Mew Gigabit Ethernat interface, and improved Fast Ethemet interiaca

e Queued Direct VO (QDI0) mode, which uses the Self-Timed Interconnect
{3T1) bus to provide memory-to-memary transfer of netwark fraffic,
dramatically ncreasing throughput

» P Assist feature (available in QDO mede), which offloads adapter processing
fram the host TCF/IP stack

»  Dynamic O5A Address Tabla (also in QGDIO mode only), which eliminates the
naad to predefing IP addressas

» Increased number of IP addresses per port available in QAT from 16 fo 512
an G%GE 10 2048 on zSeries, and & maximum of 240 entrigs per OAT

Incraased number of subchannals availabla
» LCS support for TCP/IP when configurad in nen-Q010 moda

QSA provides a direct path 1o the “outsids world” where requirad, but nat all
membars of a large penguin calony can connact to it To provide netwark
connectivity to the entire penguin colony, virtual networking is required. These
igsues are discussad in 3.4.2, “Netwaork siructure” on page 65,

4.1.2 Channel-to-channel (CTC)

CTC is a point-to-paint connectian, using either a real 52390 channel inferacs or
a virtual channel provided by VM. Multiple CTCs can be configured, allowing
connectivity to multipls points in the environment.

The link-layer protocal used by 5390 systems for TCPAP aver CTC is very
gimilar 1o Seral Line Interface Protocal (SLIP), an early TCP/IP connection
method used over dial-up communications lines, Because all 5320 operating
systems use the same link protocel, it is possible to connect a Linux instancs not
only to another Linux, but also to a VM or 05/320 TCP/IP stadk.
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WM Virtual CTC (VCTC) allows a device pair to be configurad that links devices
on twa guasts logether. These linked devices then act exactly like a physical
CTC. with VM carrying the network traffic internally batwean the two guesis.
Becausa no physical /0 is parformed, VO TC often parforms far better than a
physical CTC. However, VCTC can only be usad batween guests in the same VM
gystem (that is, a VCTC cannot link two guests in ditferent VM systems, aven on
tha same physical maching).

CTC support is provided in Linux using code contributed to the kernel tree by
IBM. The CTC driver can be complled as part of the kamel, or a moduls (cle.a).
CTC has shown high reliability in operation under Linux. However, it cannot be
dynamically configured (you cannat add a new CTC device without unloadng
and reloading the CTC module, thus terminating any existing CTC connections).
Also, the CTC driver bacomes unstable i the channel is intarrupted for any

raason (that is, if the ather end of the link is brought down).

: Hnu- Tha Imaﬂ vmaums of Iha I Icamad paimas mma ﬂmpnerl for
Emulah;m of i El T aenal ﬂmmemun war GTE It can ha usad to prmm:iaa
Lintex-to- Lrlmc mmmtlm walhnm TCP.'IP 'H!'ﬂd'l -:mlrj ha uaar_! far a mrmﬂa

: dawun. : :

4.1.3 Inter-User Communications Vehicle (IUCV)

IUCY pravides a virlual communication link which Is similar in function to VCOTC,
but does not invohve channel 0. It is available only under VM, and can be used
only to connect between Linux images or VM TCP/P stacks in a single VM
system. Some priar planning is required to ensure that guests have tha right
directory authorization to make IUCV connactions.

Like CTC support, IUCY support is IBM codea that has been contributed to the
karnal, and can ba compiked &ither monolithically or as a madule. From the Linux
configuration perspective, it is sfill a point-to-point TCPAP connection, so
configuration issues are almost identical to CTC.

Bacausa |UCY does not have to emulate channel 110, padormance is batter than
VETC, While the driver has the same lack of dynamic configuration as the CTC
driver, it has shown more resiliency against interruption of the communications
path than CTC.

4.1.4 Other devices

In the fallowing sections, we discuss other networking options.
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Common Link Access to Workstation (CLAW)

This device type was originally used to provide TCPAP connectivity 1o
channel-attached RS/6000 machines, but is now alse used to connect to the
Cisco Channel Intedface Processar (CIP) card. This would allow installations
uging channal- or ESCON-aftached Cisco routers to link Linux systems directly,

in order fo decrease the routing path between the network and the Linux
instance.

An exparimental drver for CLAW has been written by UTS Global, but has not
been extensively proven. An altemative to using this driver would be to uss
TCP/P on YM to Iink to the hardware, then use IUCY o communicate batween
Linux and YM (this is illustrated in “¥M TCF/IP as a virtual roufer” on page 68).

Other $/390 TCP/IP devices
Thera ara a number of ather connaction types supported by 5320 hardwara,
i lucling:

» Channal Data Link Control (COLC), used to connaect to the IBM 3746
Muliprotocol Controllar

»  Multi Path Channel (MPC). enhanced protocol used for OSA (non-QDIC) and
hos-host links

» ATM and FOOI ©SAs
» HYFERchannal A220 devices
e SMALINK (TCFIP accass aver SNA to 3745)

Whila Linux does not natively support thesa connections, | is possible fo use a

2N ar 057390 systam to connect ta them, and then use CTC or IUCY to link to
the Linux system.

In some cases i may be possible to reconfigure the hardwara to provide direct
connectivity to Linux. For example, if you are using the MPCOSA device type for
communication with an OSA in 05/390, you could create an LGS definition for
usa by Linux.

4.1.5 HiperSockets

76

Hiparsockets were annouced after this book was nearly complatad, so they are
only mentioned. They were devalopead to provide a highly available, high-speed
network connection among mainframe operating systems, such as 2705 VAR2 or
later, zWM V4HZ2 or later, and Linux distnibutions with such suppor. This
integrated any-to-any TCPIP network provides a list of benefits not achisvable
by grouping servers around a 2800 interconnected by extemnal networking
tachnology. See the followng Web site for details:
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weight the different adapters and bias traffic towards or away from cerlain
adapters. For axample, in the praceding axample, if the first IP address was
associated with a Gigabit Ethemet interface and the second was a Fast Ethemet
interface, more conneclions could be directed to the Gigabit Elhernal intarface by
listing that address mora often than the other, as follows:

ymlinuxa IN A 9.12.6.69
[N A 5.12.6.69
IH A 9.12.6.69
INA 5.12.6.8%
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I A 9.12.6.67

This would result in the address of the Gigabit Ethemet adapter baing gnven out
four times more often than the Fast Ethemeat interacs.

Mote that this is nor a solution for high availabily, since in this modal the DNS
server cannot respond to the failura of an interface, and will confinue fo serve the
address of a failed interface in response to raquests. In the example, if the
intertace at 9.12.6.69 failed, four aut of five connection requests to vmlinuxa
woruld also fail,

Anather issue to congider is DNS caching at the client. In order 1o balance
connections properly, these installations rely on specifying a short Time-To-Live
(TTL) value in the returnad DNS record, This is intended to stop clients from
caching the DNS information, so thal repeated requasts from clients are
distributed across all servers. It has bean found, however, that soma cliant
applications and platiorms ignare the TTL valua retumed from the DNS server
This might cause a particular client to continually request service from a
non-preferred interface simply because its first request happened to retum that
addrass,

Dynamic DNS
Making the DNS sarver respond to the state of interfaces and applications is
dona using dynamic DNS. The DNS zone is updated by adding and delating

records on the fiy according to factors including load. available applications and
inferfaca state,

Many solutions are possible using dynamic DMNS, and it can also be a
praraquisite to some designs based on virtual IP addressing (see “Virtual IP
addressing’ on page 79). One example would be fo update the DNS to add an
addrass record whan a new interface is added or removed. It is also possible 1o
integrate with network managemeant utiliies to add or remove DNS records
relatie to the amaount of traffic being carried by the available interfaceas,

Lika the round-robin DNS aption, dynamic DNS is subject to caching of DNS
records in the chient. This means that a client may have an extendad outage dua
ta caching of DNS data, even though the DNS server has been correctly updatad
ta reflact the outage of an application sarver. Also, dynamic DNS is not yat
standardized across DNS server implementations, For example, the Barkeley
BIND-basad DNS server generally distributed with Linux has implemented a
methaod for dynamic updating which differs from the method used by the VM
TGRIP DNS server, While these differences can be designed around, it adds to
thea complexity of the design
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4,22 Connection balancing

In a connection-balancing scenario, an extemnal (to tha Linux hosts) sarvice fields
incoming connaction requests and serves tham 1o the real servers. This
approach is used in clustering solutions, and is bayond what is required 1o
provide network redundancy for a single host. However, a simplified version of
this method could be used at a virtual router to share traffic across intefaces
avan on a single machina.

One of the great advantages of this approach is that it elimmnatas the problems
associated with caching of connection and DNS information, since the |P
addrass of the distribution server is used for all requests. Unfortunataly, this
same featura is the greatast downiall, because in a simplistic design the [P
address of the distribution server becomes a sngle point-of-failura,

For more information on this kind of design, refer o Chapter 18 of Linux for
Z5enies and 5390 Distribubions, 5G24-6264.

4.2.3 Virtual IP addressing

205 and zWM provide a facility called Virtual IP Addressing (VIPA), which
creatas an addrass within an IP stack that can be used 1o isolate applications
from the failure of an P nterface. Applications bind 1o the virtual addrass instead
of an interface address. If a physical inferface fails, dynamic routing protocols can
raroule traffic over other active iteracas, withaut oparator intervantion or
outage.

Linux provides a dummy network interiace that can be used to provide a similar
faalure. The dummy interace has an 1P address, but is virually associatad with
the physical ntertaces of the Linux host.

Support for the dummy interface must be added to the kernel, either as a module
or monolithically, You may need to aded the durmmy devics suppor to your Kemel
bafare you can use it {our SUSE distribution did not have the driver available, so
wa had to build it).
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Tha IP addrass associaled with the Linux image in DNE and other fadlities is the
IP address configured on the dummy0 interface. Using IP routing, incoming traffic
i5 seni to this address using either network interface. If one interface fails, [P
routing can forward the traffic via the other interace.
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Whila this works for incoming traffic, any outbound fraffic the Linux instance
generates is associaled with one or the ather physical intedace. In 205 and
WM. the SOURCEVIPA configuration support provides a means to source IP
packets from the virfual addrass, remaving the dependancy on the physical

device. When using SOURCEVIPA, traffic originates from a virtual inteface
rathar than a real interfaca.

This support is not available under Linux at this tima, so TCP/IP sessions that
originate from a Linux instance using the dummey drivver will fail if the interface
those ssssions originate on fails. Refer o 17.2, "SOURCEVIPA equivalancs for
Linux" on page 409 for a discussion about how this might be provided under
Linu.

4.3 Packet filtering and Network Address Translation

Whenever you connact your computer to taday's Internet world, you are exposed
fo intrsders from the outside, There ars thousands of hackers just waifing to get
inta your computer 1o do damage or, parhaps, staal nformation. You need
protection agamst them.

A5 already mantioned for general networking, our penguin colory is no diffierant
from separate servers. Theralora, our panguing nead to be protectad also. Theare
are additional complications in a penguin colony, howsaver, because you are likely
o have many different networks—possibly for diffarant customears—all sharing
the same VM systam. Nat anly doas the panguin calany naed to ba protectad
from outsida attack, but members of the penguin coleny must be pratectad from
each athear as wall,

This saction introduces the [PTables wtility, which controls the Neffiller features of
the Linux 2.4 kemal. Netfilter providas vary strong Iraffic filtering and translation
capabilities, and is suitable for even some advanced firawalling roles inside your
paEnguin colony.

important: Ahough we provide an infroduction to [PTables and Netfiter, and
irestructions on how 10 el up a capable firewall using tham, wa ara nol security
- axparts. Thase chaptars are not substiutes for a proper security Es-sassmrtt

and implementation, Dapending on your security requiremants, you ma_rmm
mmalmdnthmlnd Imrﬂll nqul:lmnnt -:n.ﬂardn y'mu'pnngtm mﬂnrry :

4.3.1 What is packet filtering

As you can tell from the name, packet filfaring is a mathod of filfaring data coming
ta your computer, and is commonly used in firewall implementations.
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Because everybody wants o communicate, sooner or later you need o connect
your privale network to the Internet; this has sacunty considerations. With packet
filkering, you can implement a firswall that will protect your computer from the
outside world. You can also use a firewall on a single computar which, for
example, is connaclad to the Intemel through a dial-up lne.

Whien you install a firewall to protect vour intemal network, every axtamal
computer that wanis to tak to a computer on the internal network must ask the
firewall for permission, If the permission is not granted, access is denied.

4.3.2 What you can do with Linux packet filtering

Using Linux packat fikering, you can do the fallowing:

»  Protect vour internal networl, that is connected to the Intemet, from outside
mirudars

»  Parorm Metwork Addrass Translation (NAT), which allows
mternally-connected computers without a registerad Internet addrass to reach

Intamet resources

» Filter the information going in or out of your internal network (or in or out of
just one computar)

» Use your Linux server as a gateway between two different types of networks,
for example, connecting Token-Ring and Ethemnet worlds; this can be a cheap
golution in comparison to buying an expensive rouler

» Share your dial-up Internat connection with othars

4.3.3 Planning for packet filtering implementations

In this section, we show soma of the possible designs for networking
infrastructures used for packet filering implementations. In our test anvironment,
wa always assume that the OSA card is configured to pass aff traffic to a WM
guest, nat just the predefined addresses.

In the OSA card, only ene [P address can be defined as the primary route {using
OSASF), which maans thal this address will pass through alf packets—nol just
the packet with the destination addrass for this IP addrass. When the 0548 card
is defined to have the primary routa, we always use a VM Linux guest as the
antry point for all traffic.

In the fellowing examples, we show a few difierant approaches for setiing up an
internal netwark for your WA Linuy quests,
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Single router/firewall with one server
In the scanario shown in Figure 4-2, wa have a single Linux image which acts as

a routar and firewall for the Linux server on an intamal network, In this case we
have only one server.

" Internet/Intranet

OSA

WM Linu
RoutarFirawall

ucvo

VM Linux guest _
Local network -

Figure 4-2  Smgle roufarTrewal implemantafion
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Single routerffirewall with DMZ on one server
In the scanario shown in Figure 4-3, we usa a DeMilitarized Zone (DMZ) o host

our Weab and mail server, Because the DMZ is hosted on a separate intarface,
the ather server can be prolected from extamal traffic.

Imemeﬂlm@
i
/m

VM Linwe  1UCVO

FoutesFrewall \h.-' W

IUCVA

—_— —_——

T
/// VM Linux guest )

Local natwork

—_—— ———

Figura 4-3 Singia routarfirawal with DML
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Single router/firewall with more servers
In Figure 4-4, we usa a single Linux image as a router'firewall for more servars.

——

ﬂ;'leﬂlntranet
N

‘0SA

W Linux
RaoutarFirawall

[ VM Linux guest
\ Local netwaork

Local network Local natwork
w \ " ’/ N

Figure 4-4  Smgie folfenTirewal wih more subneds

/MLInungQ /'I.IrMLInUE@ //

In this scanario, each sarver is connected to the routerfirewall via an
indepandent intadace. This means that we can coniral packet routing in such a
way that anly tha carrect packets are baing forwardad lo the servers. For
axample, wa can block all broadcast traffic to our sarvars.

This kind of solution is often used whan all servers balong 1o the same owner, In

this scenaria, wa could also implement the DML for services that must be
separated from the others,
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Two-layer router/firewall implementation

In tha scanario shown in Figure 4-5, we usa two layers of routersfirewalls. The
first-layar routarfirewall is for the up-front Internet connection that serves the
sacand layer of routersfirewalls. The sacond-layer firewalls are usad 1o isolats
aach local network from tha athars.

ternetflntranet I

—|EJSA

WM Linux
Houter/Firawall

VM Linux WM Linux WM Linux
Router/Firewall RouterFirawall Router/Firewall

>7
>/

gz | B | ‘e |::' l|:_'f ||i‘ Tz | B B3
|38 | E; i; |23 as 5.2_ | i; TR
OEINAIne ge= §z= g: | 535|5=E|gg5
|JE AEE | 33 |J§ :g _ﬁ 133 JE =

AR

Figure 4-5  Two-lyer rovterfirawall implamantation
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With such a solution, you provide an indepandent network for each small colany
of Linux servers that's connacted to the outside world over its dedicated
routenTirewall. Also, none of the servers in the local network interares with the
others, bacause it is connected to the router on its own interface.

This approach is also needed to implement a big colony of servers in the
single-bax selution. On the first routerfirewall, we accept all traffic from the
Infernet. By implementing packet filtaring. we can get nd of unnecessary packets
(L&, broadcasts) and pass only packets that ara going to the semvices on our
SEMVers.
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M8 TONSWIND N5 QIVES DTl OBSCIIpIons Of &qcn SiEane:
Incoming packets  This is whare the packet enters the gatewsy,

Routing decision At this paint, the kemel decides whather the packat will be
ferwarded to another interdace, or if it will be sent to a local
process,

Input chain Befora the packet gets to the local process, the kemel
checks the rules in this chain agains! the packsl.
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Local process These are applications or processas running on the

Gafver

Qutput chain Before a packet from the local procass is sent to the
output interface, the kemnal checks the niles i this chain
against the packel.

Forward chain Packets that only travel through the reuter from one
interface to another are chacked against the rules in this
chain.

Outgoing packets  This is where the packs! axils the server.

As you can see from Figure 4-6 on page &7, there are three places whera you
can check the packsts in your server:

* Input chain
» Forward chain
»  Qutput chain

In 11.2.6, “Using IF Tables" on page 256, we axplain how 1o use basic [FTabkas
rules to filter traffic in your Linux instanca.

4.3.5 Network Address Translation (NAT)

Matwork Address Translation (NAT) is used fo translate the source or destination
acldress of the IP packets traveling through the gateway. If you are using a Linux
rautartirewall to pravide connaction batwean the intemeat and a local LAN, you
can use NAT to consarve IP addresses. The routerfirewall uses a real |P
address, and 1o avoid wasting real IF addresses for the machines on tha LAN,
NAT is used on the routentfirewall 1o allow the machings on the LAN 1o use
private IP addrasses (10.x.xx or 192.168.3.x) to accass the Infarnat
transparenthy. The users sea no diferance belwesen privals and real P
addrassas.

¥When packets are leaving the LAN, the routerfirewall uses NAT to replace the
source address of the originating computer with its source address, The
dastination computer replies back to the routerfirewall, and the destination
address is modified to send it fo the computer on a private LAN,

Thera are three basic types of NAT:

1. SMAT (Source MAT) - in this process, the source addrass of the first packet is
modified. SNAT i always done g/ffer the routing, just before a packet leaves
the routarfirewall

2. DMAT {Destination NAT) - in this process, the destination address of the first
packet is modified. DNAT is always dona befare routfing, just after a packst
anters the routerfirswall,
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3, Masguerading - this is a special form of SMAT.

We discuss each type in greater datail in the following sections.

Source NAT (SNAT)

With SNAT, vou change the source address of the packet. This is done before
packels are sent oul. All other processas on the router (routing, packel filtering)
will see the packet unchanged.

SNAT is used to change the addrass that a packet appears to come from. This is
useful in applications like server clustering, where the [P traffic must appear to
originate from the cluster IF addrass and not from the individual sarver that
handled the raquest,

Destination NAT (DNAT)

Dastination MAT involvas altaring the destination addrass of the packat. This can
be used in Web proxy systems, where a firawall or router transparently redirects
a request from a client to a cache system on your local network.

DOMAT is done just after the packet comes in, All other processas (routing, packet
filkering) will aee the packel with the destination as you have alersd it This is
impaortant, because i the packet is routed prior ta OMAT, it might be sant to the
wrong inferface for the altered destination address,

Masquerading

This ig the specialized version of SNAT. Itis usually used for dynamically
assigned IP addrasses (for example, dialups). With masquerading, you da not
need ta put in the source address; mstead, the source address of the interface
where the packat is going out will be usad.

Saee 11.2.11, “Using IPTables for MAT" on page 263 for a description of how 1o
use NAT and how fo set it up using the iptables tool.

4.4 General network considerations

In *Talk ta your frendly network staff” on page 70, we infroduced the idea of
discussing connectivity issues with the network team at your installation, This
section introduces some of the issuas that nead to be addrassad during these
discusskons.
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441 How penguin herding is different

For newcomers to the concapt of running Linux guasts under VM, the idea of
virtual networking connections between guests can be a bit difficull to grasp.
Whila it is possible to give a numbser of your Linux instances access to the
network directly, this would not be making efficient use of the hardware and the
architacture. Through the use of virtua! natwarking, a largs amaount of the
natwork infrastructura traditionally presaent in a sarver farm can ba aliminated.

immantWadﬂmlsuggaﬁt that :n'.l' nat‘hwhtam tua tm:mmt nln:} iha
penguin colony. Tasks such as high-throughput firewalling and rmrmgaraemt
: cﬁ‘ nmdambari:s diy niot h-anaﬁimm being moved to E-"ﬂﬂﬂ Huwwar savings
can be realized by, for example, nat hmmstﬂ mm& a naI'-er pﬂﬂmr ﬂada
aﬂd mr,r IJr‘mx hstmm ==

In same ways, connactivity inside a panguin colony is somewhal aasisr than in a
discrete server envirenment. This is because network connectivity is over
non-proadcast point-to-point links, which halps make the anvironment more
secura than using physical LANS. The ruting infrastructure can becoma quite
complex, however, because of the number of point-te-paint links that must be
managed,

Hote: Rafer to 13.7.1, ‘MNetSant” on page 323, for a discussion of the :mnf
 this epen source toal, which we found usetul in diagramming and gmpl‘mba!y'
rriarmmg tlw natwrk ED!HEEWM oi a p&ngun m#umr. :

Whan designing virtual routing systems for a penguin colony, remambaer to treat
virtual routers the same way as real routers when it comas to designing your
routing domains.

Virtual natwaorking can ba viewed from a natwork perspactive, and from a
procassing parspactive,

Virtual networking from a network perspective

In your virtual routing environment, the devices and links between virfeal servers
will be functionally identical to real ones. Virlual network devices behave just like
real devices do, and the routing dona in virtual routers is no diterant from routing
in a physical machine.

In addition, because many basic packel-filtering tasks can be performead in your
Linux routars, you can avoid the need for a lot of external firewall equipmeant
except for high-security applications (as mentionad previously).
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This is why, when designing the network connactivity, tha choices to be made ara
g different from the cholces that exist in the physical world,

Virtual netwurking from a prumssing perspective

In the world of physical routers and natworks, the server people need give no
consideration to the CPU consumed by routers and network equipment. The tact
that a router actually contains a CPU and performs work is overlooked by
everyone axcept the network people who support them. And even network
paople will disragard the fact that a modem also has processing function and
requiras CFL! (or perhaps some analog equivalent).

In your penguin colony, howsever, routers and links are virtualized by VM, and
shara the CPU consumption of the penguin calony. This means that virtual
natwork traffic will cost real cyclas in your 5/380 procassor. Also, every virtual
interace defined will require buffer space, and this will add up avar all the
machines in your penguin calony.

50 this is pamaps the most important thing to remembar in ferms of netwarking
your penguin calony: in returm for what you save in terms of physical network
equipment {routers, switches, network ports), you have lo give up some S/390

procassor and memory capacity to run your virtual network.

4.4.2 Dynamic routing

Almost all large TCPAP networks today use some kind of dynamic routing to
maintain connectivity. In our penguin cokony, we must interact with the rest of the
network and participata in the routing decisions that accur,

Dynamic routing involves routers exchanging information about the state of the
network. Several protocols are used to provide dynamic routing, including the
falkawing:

» Houting Information Pratocal (RIP)

This early dynamic routing profocol uses distance-vector caleulations to build
a view of the router network.

» Open Shortest Path First (OSPF)
This link-state protocol uses the status of the links batween routars to
calculate the shortest path between endpoints.

» Enhancad Interior Gateway Houting Pratocol (EIRGP)
Creveloped by Cisco Systams, this pratocal uses a propriatary algorithm
which combinas benefits of distance-vactor and link-state algarithms.

» Border Gateway Frotocol (BGP)
This routing protocol is used to provide reachability information between
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saparate networks, allowing connectivity batwaan them without exchanging
lopalogy information.

Interior gateway protocels are usually used within an organization 1o provide
high lavels of connactivity betwaen variouws paris of the internal network. RIP,
QOSPF and EIGRP are all interior gateway protocals. Exterior gateway profocols
do nod exchange tepology infarmation, and as such ars used to connect netwaorks
belonging to ditferent organizations (such as a company and their ISP). BGP is
an exterior routing protocol,

?h meﬁmmﬂandfwmmlmpmmmammw =
m::ﬁmﬂmlahun rﬂlafta tha ahumiml mﬂuﬂmmmﬂ 1halmH:Hlarun mr& -

The exact method used to “Intematwork” your penguin colony with the rest of
your corporate and'or customer network will vary, depending an a number of
issues, including:

The routing protocol currantly in use in your network
Thie addrassing scheme used in the penguin calany
How “open’ the Linux instances will be

The connectivity requirements of your customers
lsolation fram other custamers

¥ ¥ ¥ ¥F ¥

In the following sections, we present soma alternatives and describe *tricks” o
using these altermatives (without going imta too much datail). The objective isto
enable technical readers who do not have a background in netwarking of routing
to discuss issues with the networking people at their installation.

Routing domain

A routing domain is a group of networks that share routing information.
Generally, all routers in a given domain can reach all other networks in that
domain. Within a routing domain, interior gateway protacols are used (o provide
this sharing of routing information.

In Figure 4-7 on page 93, three networks are shown. These may be separate

organizations, or divisions within a single organization. Each of the clouds
reprasents a routing domain,
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communication betwaan Metwork A and Network C, and batwaen Network B and
Metwaork C, but prevent Natwork C from being used as a gateway batwean
Metworks A and B,
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Choosing a routing protocol

This process cannot ba done in isolation from the networking people {refer to
“Talk to your fiendhy network sfafi” on page 70). As we have ientified, for
two-way communication 1o take place in a penguin colony. some interaction must
take place betwaan the panguin colony and the outside. If this boundary is not
well plannad, connectivity will be unreliable or may not even work at all. In the
worst case, a poor design could cause problems in ather, ssemingly unrelated,
parts of the network,

Exﬂmh-: Aﬂamnn Ihal amrtaﬁ'l nmm ﬂmma 10 uaaa EPF wuhm m;
penguin colony. Because its router network also uses OSPE tuses a dihnant
- OSPF area number for the penguin colony, 1t sels up dynamic routing
 betwean virtual routers, The virtual routers that own the physical network
connactivity fortha pam;uh mlﬁn'g,r adwanlsaihamﬁam asﬂ‘ia daf&uﬂ rm:tars
hrmaama

: Thasa ammm-g Lhux sq.-mms wmtd ba ﬂm hmmdmr harmm tha
panguin colony and the rest of the netwark. If they are nat configured correctly,
it could be possible for the Linux routers to-become the defauit I"Dlltﬁfﬁk;l the
 antira network! This could have catastrophic results en routing throughout the

One way of avoiding such problems is 1o use the same routing protecol inside
the panguin colony as s used oulside it. This has the benefit of uniformity across
tha whole network=—and it does not necessanly mean that the penguin colony
has to axchanga complets network data with the rast of the anvironment (for
example, OSPF allows different Autonomous Systems {AS) within a network, and
this can ba used to manage routing updates). This approach can be usad in
amaller networks, or where the consistancy of using a singls rauting protocol is
desirable.

Ancther method is to use a different profocol inside the penguin colony from the

one being used outside, and have the first routers in the netwark manage the
boundary procassing.
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Note: Most routers witl maintain separata tables for each routing pi's:ulw::ﬁ ffa
rauter running mare than one reuting protocol s properly configured. & can

.ﬂupymmrhgdﬂiafmmmwmuungdﬁmmntﬂmaﬂmar lhaashuwnas .
"lﬂp-:n@g’mulau '. e e =

Fm axanq:ula & rﬂular ’mat has HIF‘ mﬂgurad an nna Irﬂaﬂam arn:l USF‘!F an
- another, can be configured to impart the OSPF routes ito RIP This means
that the routars in the RIP natwork wﬁ klam al:mi rbaiumriss in the EJBF’F :
dﬁrmhﬂlrm.mh Ihln mulea' == :

The third method is fo use an gierior galeway frotocol batwean the panguin
colony and the rest of the netwarke. This is an extension of the previous madel,
but has tha effact of complataly dividing the netwarks, It is useful when the
penguin colony requires additional security, or if penguins from multiplke
customers are sharing infrastruciure,

4.4.3 Using the OSA with Linux

Many differant configurations are possible with OS54 adapters. but basically ane
of two drivers will be used: For all OSA2 cards, the los.o driver is used; for
Q5A-Express fast Ethemet cards you have a choics: you can use the les.o driver
i non-Q0N0 (or OSE) mada, or tha combination of the qath.o and qdio.o drivers
in QOIO {or 080} mode, For OSA-Exprass Gigabit Ethernet cards, the
combination of the qeth and qdio drivers is used, because this card can only be
run in QDK made.

 Attention: In QDI moda the GSA-EJcpruss card can communicate dlmtrli}r

- with the Cantral Processing Complex (CPC) using data queues in 2800 .
- mamery and utilizing Direct Memory Accass (OMA). This proves to ba mum

fasterthan previous lechnafogies. As this redbook was being completed it was
noted that & small number of customers were concemed about psrormance

ol malrchA-E:ptm Gigabit Etharnel cards while baing driven by Linux !M'H
- guests. Through furing, it was passiile fo ﬁmﬁ:ﬂﬁ@ improvethe. |
- performance of these cards. The tuning specifics will be incorporaled i as
changes to the driver code in the near fuure. Before this driver code is
 availabls, the |cs. deﬂlﬂﬂlﬁiﬂﬂﬂﬁ-wlﬂﬁﬁfaﬁ Ethemetcardin =
| nﬂn—ﬂDlD I'r‘bi:ll:ii-l'l'l-ﬂ:hl' mﬂhﬂirmrhmmhnmlﬂwgmﬂ&mdﬂzﬂW. ;

When installing distributions. the driver is chosen basad on the type of
networking you specily. We describe the files that are important for SuSE
distribution in case you want to modify the natwaorking driver implamentad at

install fimse
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1. A packat leaves a client machine somawhara in the IF network, According fo
normal [P routing rules, the packet reaches the router immediately belore the
OS54 in the path ta tha penguin.

2. The router, upon receiving a packet nat intandad for itself, has to routa the
packet onward through the network. It consulls its rouling table to determine
the naxt router in the chain. it finds the comract route, which identifias your
Q5A-owning penguin as the next hop to the destination.

3. The routing fable shows the IP address of the O5A-owning penguin. The
router performs an Address Aesolution Pratocal (ARP) requast to find the
hardware address which matches the |P address in the routing table.

4, The OSA responds to the ARP request with its hardware address,

5. The router builds a new |P packet. with the sama destination |P address field
it has always had on its path through the rest of the network, and sends it over
the Ethemet to the QSA

6. The OS5A receives the packet and consults the OAT to find out whare to send
it.

Note: This is the paint at which the process can fail in the penguin colany
anvironmant. If the [P addrass of the Linux instance has not bean added to the
QAT, orif the QAT does not have a pimary router defined, the OS5 A will throw the
packet away, and the Linux routar will not even be awars of that.

: hnpamnt: Wlany natwork folk are surprised by this, since itis unusual to have
an adapter maks pat:ka{-!ﬂﬂmwﬂmg decisions without input from the operating
EH'E’[EI'H Dua o the spa:dal r:.apahllmas af ﬂqa DEA hmmr lhla bahaullu?:ris

.rﬂfﬂilrﬂd:
' ﬂmmr}mptm ﬂaa mry mdmndanr router mth-a 'DATﬁn bamnfuﬁg
Pri‘nargr rattar, In the OAT, duaanmmmmaiﬂmﬂ&ﬁhmmmi&mi&

derﬁma‘imp.mnan:mmarahamg#mmﬂ.ﬁurgmﬁmatm&ﬂ&lﬂmm
ammrmﬂmmmiaummmamh : e

Bacausa aach Linux instance in your penguin colony will have at laast one [P
address, the definition requirements for the QAT can be huge, or even
impossible. OSA-2 could only have 16 enfries in the OAT, with a maximum of 8

par LFAR or quast. This meant that only 7 Linux instances could be suppartad
behind ane rautar,
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Even with O5A-Express, which raises these limits considerably, the definition
workload would be enormous. Theralore, the current recommandation when
using OSA adapters for penguin colony connectivity is to either define the router
guast as the primary default antry in the QAT or dedicate the O5A port to the
router guest, using the OSA non-shared.

Using multiple OSAs

In ordar o support a high-availabilty configuration, you may choose 1o provide
mora than one OSA to yvour Linux router. This usually imaolves connecting each
Q5A fo a diffarent LAN, with redundant natwork connactivity

You may also uss multiple O5As to provide greater bandwidih to your penguin
colony, in which case you can have these O5As connactad to the same LAM. In
this configuration, you nead to be aware that the way the Linux kernal responds
ta ARP requasts may cause connactivity to fail i you are not using primary
routers in your OSAs.

¥When an ARF raquest is racaived by Linux, the kemeal chacks to sea if the
request is for qmy interface on that machine. If it is, then the adapter that received
the request will respond 1o the ARP request with its hardware address, even if
the |F address belongs o another intarface.

Mote: This I:mlm-mr is ganamﬂy an nfﬂu:dmcy ancl amdahlﬁy ad.uml&ga The
first adagter that receivas the ARP raguest is possibly Iasshus}f!hm D-!ha&' :
~adlaplers, and it makes sense 16 respond 10 the requaest as sconasitis |

recatved, rather than waiting untii the requast is racalved at the correct

adapter. There may also ba a physical :;ahing mblmn wrhh ﬂm umaradaptar
: nwmcm rlﬂm.&inmrrmﬂm

This behavior will not wark with the OSA, however, sinca anly the OSA with the
IF addrass defined will be able to pass fraffic for that address. If you ara not
dafining your Linux router as the primary defaull entry in the OAT, you must turm
off this bahavior in Linux with the following commands:

acho 1 = Jproc/sys/met/ipvd/conf/all/ kidden
echo 1 = Jproc/sys/met/ipvd/conf/<device-name=/hidden

Mote thal the line specifying the device name must be repeated for each OSA
interiaca, Thase commands must be executad when the system is stared, so
adding them to the network startup script is most afficient,
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QDIO mode

(SA-Exprass adapters can ba defined to support QDIO. This mode gives
high-spaed oparation through direct use of tha ST| bus, but it also provides a
facility which allows the oparating system to dynamically update the adapter’s
(AT, This dynamic update happens using an “out-of-band” signalling path
betwean the driver and the adapter.

Hntr “ﬂlﬂ I:rH:Her‘ aignaﬂlnﬁ Iaa ta}mmunlcaﬂms ‘tam: wha-::h rﬁrﬁam fo a
 signalling or contral channal that is separate fram the path used for data flow,
It the case of tha O5A-Express, mi&palhiaanaxtmdmamasmmm
wh&n usng ﬁ[HEI rn::nd-a |ﬂ:ﬁﬁﬂﬂ u& LES nwd& :

In QDIO mode, the OAT does still axist, even though you no longer have to build
it manually. Under Linux, the geth module sends the required information to the

Q5A-Express o aklow it to updata the OAT. Safting primary router status is also

controlled dynamically through the qeth driver,

OAT update from VM TCPAP or C5/3390

QDI suppert in VM TCPAP and Communications Server for OS5/390 provides
updates o the OAT for any configurad interface. This means that not only is the
IF address for the O5A adapter Bsalf addad, but any other interfaces, as wall,
This suppart is required particularly for 05/390, whars the use of Virtual IP
Addressing (VIPA) required the VIPA address for a stack be added to the OAT,

Thera ara no updates for addresses that are not connectad to the stack,
however, This means that, in the case of an IUCY connection under VM TCR/IP,
for example, the IP address of the bocal end of the connection is added, but the
remate and is not,

OAT update from Linux
Under Linux, the gath driver will only add the O5A's own address to the QAT No
other addresses on the Linux system are addead.

Howavar, the qath driver suppors an intarfaca through tha fproc file systam
which can be used to manually add an QAT entry against this instance of the
geth drivier. This would allow kogic to be added to the network configuration
scnpts for CTGC and IUCY interfaces, When tha interfaces are configurad, tha
script would additionally invake the qeth driver to add the peer IP address for the
link 1o the OAT.
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Sharing an OSA

For some tima, it was considored unsafe to share an OSA adapter batwean
Q5390 or VM systems and Linux. Now, with recent versions of the LTS driver,
this precaution is nat necessary. However, you may still chooss 1o exercise
caution when sharing with high-profile production systams.

The choice of whether 1o share or not to share will become part of your design
procass. For example, an existing /035 nstallation using ane part on an
Q5A-Express Fast Ethernet card may have sef primary router on a 2705 LPAR to
support the Application VIPA function in /065, In this canfiguration, the
installation is unable to have a z'VM LPAR configured as primary router o
suppart a panguin colony under VM, since an OSA port cannot hawve more than
one primary routar specifiad. In this situation, two possible solutions axist:

» LUse the second OSA-Exprass Fast Ethemet port.

COna port could be dedicated 1o £/05 as per the current scenario. and the
gacond port coukd then be dadicatad to 2VM 1o be used for the panguin
colony. Each port can have primary router specified independently.

» Use Queued Direct 'O (QDI0) mode in the OSA-Exprass.

In this mode, 205 can updats the intemal QAT in the adapter, as required.
This eliminatas the nead Tor primary router 1o be sel on the 2105 LPAR, 5o
that 2'VM can be given the role on behalf of the penguin colony. A CTC
connection could be s&t up betwaen 2VM and 2/05 to route any traffic
intendad lor 205 that goes to 20WM incarracthy.

Thera is also a third solution which is to routa all fraffic through the 2/0S system,
and ugse a CTC connaction from thera to tha 2°VM system. This solution doss
increasa the hop count ta the Linux systems. Also, many 2085 installations prater
ta keep 2/0S TCP/P traffic separate, for securily reasons. On the positive side,
205 has a new feature called HiparSockets Accealerafor which could prove
useful in such a canfiguration.

4.5 Other issues

In this saction, we addrass CTCAUCY device restrictions and a VM TCPAP
restriction.

4,51 CTCAUCY device restrictions

The Tollowing device restrictions exist.
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Numbers of links

When building a large penguin colony and using a virtual routing scenario, it is
dasirable to have as many Linux instances as possible supporied off one router,
This incraases the server-lo-infrastructure ratio of yaur panguin colony.
Unfortunataly, there are currently some restictions in place that limit the numbear

of links that can be created,

_ Aﬂlﬂthn Thafuhwhg pi:llinﬂ damih& WaYS ’d'laI the I{amal ﬂipmrt iur E:TG
and IUCY can be modified to increasa the numbsr of devices supportad. In
ordar to make thess changes, yuumm b famifiar with kermal memxpilminn
and C language syntax. Also, usna s rd:mﬂ h&mai n‘mr harus m:mﬁnmnns rf
}'ﬂuha'l.re asuppqert agr&emnt —

In the Linux 2.2 kamal, the CTC driver has a hard resfriction of a maximum of
B links. A #define directive in clemain c sets this, and it could be increasad to
allow mare CTC links to be sat up.

In the 2.4 kemel, the restriction has changed: when CTC is compiled into the
kernal, a rastnction of 16 links applies, but when the driver 1s modulanzed there
does not appear to be a restriction

The IUCV driver appears more friendly 1o increasing the number of devices.
Whila bath the 2.2 and 2.4 kernal levels havae #define directives limiting the
maximum number of davicas 1o 10, the later versions of the drivar provicle
instructions in the code for how to increase the limif.

M!Imtlun' h'indﬂmthns t-::u ﬂmsa th'Pirad'ﬁ sh-:mld ﬁnt becmsmamd 1h;j1ihj.r

- issuas such asmmmwﬁmsm?mMnmuﬂhamkmlnmmm For-S==
~axample, the CTC driver allocates a 64 KB buffer for each connection it =
manages. With 256 connections, a total of 16 MB of memary would be igcked
h!ha I::‘T{‘; dm'ar atma' ';‘!I'mrad'um, u.nu m&aram mtﬂr}r Ihasa ﬁ:ﬂum al j,rmsr

Configurability

As mentionad in “Linux as a vidwal router” on pags 68, the CTC and IUCY
drivars cannaot currantly be configurad dynamically. This maans that the modulas
must be unkoaded and reloaded to suppart newly added devices, which requires
all interfaces using thal module 1o ba shut down.

This 15 because tha drivers currently only scan for valid devices when they are

initialized. The drivers build cantrol blocks and buffers at that tima, and are not
designed to support the dynamic addition of new davices.
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A useful enhancement to the CTC and IUCY drivers would be the ability to
parform this dynamic reconfiguration. The kemeal already provides support 1o
recognize newly configured devicas, and the DASD driver is also being enhanced
in this area. Haconfigurable CTC and IUCY drivers would allow a much mare
flexible penguin colony emvironmant to be created, where less planning of fulure
connectivity would be required—and adding & new penauin to the colony would
ba much easier and more dynamic,

4.5.2 VM TCP/IP restriction

Currantly, performance of a VM TCP/IF stack degrades after approximately 100
DEVICEs have baean defined. Tha datails on this are not clear, and wa are not
aware of the nature of the dagradation in padformance. We are also not aware of
any active work to research this furthar,

We mention this as a prompt far you to find out maore, 50 that you can factor this
into the planning for your penguin colony.

104 Lirwx on 186 @ swrver 23aries and 50390 ISPASP Solufions



Security architecture

In this chapter we discuss security tapics related 10 running Linwe on a S/3%Q0 or
7Saries. Running & Linux system raquires reliabla security on any hardwara
platform. Using hardwarea other than 5390 or z5enas often leads o discrata
servers with dedicated hardware resources.

With Linux on 55390 or 25eries, together with the partitioning of the hardwars
and the virtualization offerad by YM available to the Linux systams, many new
aspects of security arnse, On one hand, you must consider if and how the
physical resources of the 5390 or 25eries hardware will be isolated from the
virtual Linux systams. On the othar hand, tha maintenance of multiple Linux
gystems with VM raquires some additional security features in front of the
panguins, but also offers clever methods of handling a colony of them.
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5.1 Sharing isolation and reconfiguration of resources

As discussaed in Chapler 1, “Introduction” on page 3, Linux can run on z5&ries
and 57390 hardware in three basic modes:

» In native mode
e In LPAR mode
> As VM guests

In thie fallawing sections, we discuss security as it pertains ta running Linu in the
three different modes.

5.1.1 Running Linux in native mode

The simplest security scenario is with Linux running in native mode. Hera Linux is
the only operating system on the hardware, Therefore, all internal resources
(processors, memary, channals) are dedicated and thera are no concems about
sharing these resources with other systems. It is still possible to share axternal
resourcas such as DASD with ather mainframe systams, but that would mply tha
samea problems as if the Linux systems ware running on a hardware platform
other than 5/390 or zSanos.

5.1.2 Running Linux in LPAR mode

Tha sacurtty scanario with Linux running in ona or mora LEAHs gats mora
complicated because the PR/SM microcade is used to share the 5390 or
254ries resources.

An indepandant operating system can run in each LPAR (whathar it's Linux,
(5/390, VM or othars). These LPARs and the vanous operating systems can
shara internal resourcas, From a kagical point of view, the resources saam ta be
dedicated to the partition—but from a physical point of view, the hardware is
virtualized and partitioned by PR/SM to be shared among up fo 15 LPARs,
PRSM ensures that each LPAR uses only the resources thal have been
allocated 1o it. It total isolation of a partition is required, the systerm can be
configured via the [QCF and 10CDS so that no resources are shared amang
another partition.

An ISP or ASP has to deal with various servers from sevaeral customars, who all
hava an essantial nterest in separating their data and applications from those of
other customers. To make the principle of virtualization by PR'SM acceplable for
these customers, soma questions have to be answared:
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—

. |s there an official certification that the processes of the PR/SM microcode
are sacure, espacially under the new z5eries architecture, which adds new
features such as HiperSockets?

2. It CPs are sharad betwean | PARS, is thare any risk that one LPAR can
influence the operations in another LPAR?

3. What is the risk if memory is reconfigured from one LPAR 1o anolher?

4. How can the dedicated and secured use of peripheral devices be assured, i
shared channels and control units are used?

&. Should there be a secure administration access 1o Linux for 2Seres and
5390 systems, especially fo those that are logically placed in DM£s?

PR/SM certification

Question 1 asks for official statemants and guaranteas of the security providad
by hardware and microcode, For S/390 servers, which means up to the 9672 G6,
PRSM has been evaluated according to the Europaan ITSEC E4 {Information
Technalogy Security Evaluation Criteria, evaluation lavel E4). This evaluation
cerifias that PR/SM can separate and isolate partitions as if thay ware running
on physically separate systems. This includes lopics such as the following:

» Identificalion and authentication

- PR/SM will associate a unique identifier with each kogical partition in the
currant configuration.

- Each LFAR is uniquely ientified, based on 10CDS defintions,

— The identifier is used to mediale access control.

e Audit and accountability

- All secuniy relevant events are recorded in an audit log.
= The audit kaq is pratectad from unauthorized delstions or modifications.
- Applications In LFARS cannat read the awdit log.

= Access coninol

= LPAR security conirols define a pariition's access to [OCDSs,
periormance data, crypto, and reconfigurable channals.

Aooess to confrol unids and devices on shared channels can be resiricted,
Dadicated channels, storage, and CGPs are never shared.

PRSM will prevant the transter of a message betwean a logical partition
and any rasource not explicitly allocated to it

»  Objact reuse

- Storage will be clearad prior to allocation or re-allocation,
= Al information in physical processors or coprocessors will be reset before
dispatching the processor to a new lagical paritian,
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algorithm based on the defined weight of the LPARs. Diferent partitions may use
a single physical processor al difterent times, but the informalion held in the
procassor will be cleared befora it is used by another partition.
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If the time allocation for the LFAR is used up, or when the LPAR has no more
work to do for the processor, of when a higher prioritized LPAR is demanding the
procassor, an interrupt occurs and the access fo the processor is given to the
other partition. Whan a processor is switchad from use by ona LPAR to anather,
it entira state is preserved and the new LPAR's state is restared. For the
duration of its timaslice, only this LPAR has access to the processor.

Memory in a LPAR environment

Mamory is not shared batwaen LPARS, but tha total amount of memory installad
on a 9672 or 2064 is divided among the LPARS, Logical storage, both cenfral and
axpandad, is represented by the sama amount of contiguous physical storage of
the same kind. This is dona when the LPARs are activated, and PR/SM does not
mova logical partitions once they have baen placed in real storags,

PRSM also allows that phwsical storage can ba deallocated from ana |ogical
partition and reallocated to another while these LPARS are running. If
reconfigurad, tha storage Is cleared as part of the raconfiguration process, 50 no
data can be presented from one LPAR 1o another.

However, the operating system has to support this reconfiguration by being able
to clear the areas of memary that are scheduled to be configured off this LFAR
and given to anathar. VM or nativa Linux do not support dynamic storage
reconfiguration, o there is no securty impact of running Linux on 5/390 at all.

Channels and external devices in a LPAR environment
The S/390 and z5enes architecturas allow channeals and the extemal devices
connected to these channels to be shared between multipla LPARS,

It is also quarantsed that channels dedicated to ong LPAR cannot be accassed
by anather LPAR, that access to control units and devices on shared channels
can ba restricted, and that non-sharad channals will ba reset bafora reallocation
to other LPARS,

If & devica that has 1o be accassed using a shared control unit and shared
channels should be dedicated to ane LPAR, this has to be defined in the L'O
Configuration DataSet (IOCDS). PR/SM ensures that no LPAR can access a
davice that is not defined to this partition. It prevents the transter of data betwaen
a LPAR and any resource not explicitly allocated to it

In an environment with several Linux systams running in different LPARS, it is
possibla, and in most cases, sensible, to share channels and control units
batwean the LPARs—and thus batween the Linux systems. However, you nead
ta be caredul when DASD devices are sharsd. Unlike OS390 or 2/05, the Linux
oparafing systam itself does not have any buili-in procedures that pravent system
images from interacting with each other's writing operations and destroying the
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integrity of the data. Unlass the applications using the DASD devices do provide
apecial proceduras to ensure data intagrity, wrile operations to a shared DASD
device should only be permittad on one Linux system, with the athers only
allowed fo read the daia,

Networking in a LPAR environment
Matwork devices are handled the sams way as other external devices. They are

gither channeal-attached control units, or located on Open Systems Adapler
(085A) cards, The ports on the OS5A cards can be sharad batwaen LPARS, just as

any athar channel. The sacurify in shared usags, solation and reconfiguration of
thase devices is the same as with ather channals and contral units, Additionally,
the network outside of the physical 5/390 or zSeries server has to be dasigned

and s&t up in a way that no unauthorized access to data or resources is possible

For system administration tasks especially, secure network access has to ba
granted, and this administration network should be separatad from the normal
Infransat and Infamet.

For the internal natwork communication betwaen LPARS an the sama z5aries
served, wo choices are provided which do not need 1o use any hardware oulside.
A TCPAFP connection between two LEARS can be set up by using a shared O5A
part, or by using an in-mamary communication vehicle called HiperSockets.

The first amvironment to support HiperSockets will ba Linux for zSarias, 20VM,

205, and any combination of these operafing systems running in LPARS on a
r5eries server (thers are no HiperSockets for 9672 G5/GE and Muliprise 3000
sarvars). Becausa thase connections are not physically attached to the outside
network, they are as secure as the LPARS themselves,

5.1.3 Running Linux under VM

Similar sacurity questions arise with the usaga of Z'VM or VM/ESA to virtualize
the resources of an LPAR:

»  How are VM resources and delniions protected against guast systems?

»  WWhat is the remaming risk if the resources of VM quast systems imemaory,
CPs) are reconfigured?

» How secure are the different kinds of communication among Linux images
{for example, OS5A, HiperSockets, Guest LAN, IUCV or VOTC)?

»  How can the dedicated and sacured usa of peripheral devicas be assured, if
shiarad channels and contral units are used?

» How can it be proven that YM guest systems are isolated from each other?
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The System Integrity Statement for VM

The last quastion is asking again for official statemants and guarantees for the
gecurity provided by WM. There is no official certification of VM/ESA or 2WM
comparable 1o the ITSEC E4 certification of PR/SM. However, the 2%VM guest
machina saparation uses the very same machina facilities that wers creatad for,
and are usad by, PR/SM. So the same lavel of trust can be placed in 2/'VM and
VM/ESA guest maching separation as in the PRSM microcode,

Furthermorg, IBM gives a System Integnty Statement for %M (in the publication
VM General Informatian, GC24-5991), which is cited here:

System integrity is an important characteristic of VM. This statement
extencs |BM's pravious statements on sysiem intagnty to the 'V
anvironment

IEM has implemented specific design and coding guidelines for maintaining
system integrity in the development of VM. Proceduras have also been
astablished 1o maka tha application of these dasign and coding guidelines a
tormal part of the design and developmant process.

Howevar, bacause it is not possible to cerfify that any system has perfact
inteqrity, IBM will accept APARS that describe exposures to the systam
integrity of ZWVM or that describe problems encounterad whan a program
running in a virtual maching not authorized by a mechanism undar the
customer's control infroduceas an exposure to the system integrity of 2'VM, as
dafinad in the following “2VM Systam Integrity Dafinition” saction.

IBM will continue its efforts to enhance the integrity of 2VM and fo respond
promptly when axposures are identified.

After this statermnant, in which IBM guaranteas fixing every axpasura of tha
systam integrity of 2'VM, thare follows the "2V System Integrity Definition™

The z'VM contral program system inteqrity is the inability of any program
running in a virtual machine not authorized by a 2%M control pragram
mechanism under the customer's confrol or a guest operating system
mechanism under the customer's control to:

= Circumvent or disabla the control program real or auxiliary storage
profechan,

- Accass a resource protected by RACFE. Resources protected by RACF
includa virfual machines, minidisks, and terminals.

= Accass acontrol program password-protected resource,

— Obtain contral in real supervisor state or with privilege class autharity or
diractory capabiliies greater than those it was assigned.

= Gircumvent the system integrity of any guest operating system that itsslf
has system integrity as the result of an operation by any 2°VM contral
program facility.
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Heal storage profection refers to the isolation of one virtual machine from
anathar. CP accomplishas this by hardwars dynamic address translation,
start interpretive-execution guest storage extant limitation. and the Set
Addrass Limit facility,

Auxiliary storage protection refers to the disk extent isolation implemented for
minidisksivirtual disks through channel program translation,

Password-protected resource relers 1o a resource pratacted by CP logon
passwords and minidisk passwords.

Guest aperating system refers 1o a contral program that opearatés undar the
"M control program.

Directory capabilities refer o thosa directory options that control functions
intended 1o be restricted by specific assignment, such as those that parmit
system integrity confrols to be bypassed or those not mtended to be ganarally
gramtad 1o usars,”

This definition, together with the preceding statement, is a guarantes that VM is
abla to provide full system integrity to the VM guest systems, and that [BM will fix
any axposurs o this. Howsvar, because tha CP program and the guast systems
ara under the control of the customer, the achieved leval of system integrily
depends on the way the VM emvaronment is set up and maintained. This also 15
mada vary clear by having customer responsibilities being defined as follows:

While protection of the customer's data remains the customer's responsibility,
dala security confinues to be an area of vital importance fo 1BM. |BM's
commitment 10 the systerm intearity of the 2°VM environment, as described in
this statemant, reprasents a further significant step to halp customars protect
their data.

Froduct documentation, subject to change, describes the actions that must be
taken and the facilities that must be restrictad to complement the system
mtegrity support provided by VM. Such actions and resfrictions may vary
depanding on the system, configuration, or emvirenmeant, The customesr is
rasponsible for the selaction, application, adequacy, and implamantation of
thase actions and restrictions, and for appropnate application controls.

540, 1o give a short answer to the question: there is no extemal proof or
certification (ke E4 from the ITSEC for PR/SM) that VM systems are isolated
from each other, But IBM warrants the mtegnty of the virtual machine interface
and will accept integrity APARS and fix any problem exposed.

To answar the other quastions, again wa take a closer look at the way VM
handles the sharing, isolation, reconfiguration, and managameant of resources
betwaan guest systems. A comprahansive summarization for this is given in
Appendix B of Linux for 5/390, 5G24-4987 .
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Definition and management of guest systems

Simply put, 2/'VM transforms the principhes of partitioning—which on the
hardware leval are providad by the PHSM microcode—io the LPAR
environment, and enfches tham with vidualization. The Control Program (CP) of
VM is able to virtualize hardware resources, eithar by sharing or partitioning real
hardware resources, or by emulating their behavior. The definition of the virfual
guast systems and of the resources availabls to them, as well as the
managemant of this environment, is also provided by the CF.

Operating systam failures that occur in virfual machinas do not usually affect the
z"M operating system running on the real processor, and or the other guests. |f
tha emaor is isolated to a virtual machine, only that virtual machine fails and the

user can re-|PL without affecting the testing and production work running in other
virtual machinas.

VM rasources and definitions ara protacted through privilege levels, A guest can,
in ganaral, manipulate its own environment: but without special privilegas, which
are under customer control, one guest cannot manipulate anather's environmant.
Usars of the virtual machines are unawara of the virtualization done by CF, just
as an LPAR is unawara of the virtualization done by PRISM.

Wser accass 10 the VI system and its virlual machines can be controlled by the
Resource Access Control Facility {RACF) licensed program, the strategic
security facility for VMESA and VM. RACF also checks the authorization for
thi use of system resources like minkdisks and data in spoal files, and audits the
use of tham.

Howeayver, the HACF database cannot be shared with 057320, In addition, in a
complex VM environmant, we recommend that you usa the Directory
Maintanance (DirMaint) product fo maintain the user directary.

Processors in a VM environment

The WM Conirel Program defines and assigns logical processars fo the guest
systems, the virtual machines, These logical processors are matched to the
logical processors of an LPAR {or to the physical processors, with VM running on
tha native hardwars), which PR'SM maps to shared or dadicated physical
PrOCassOrs.

A virtual machine can have up to 64 virtual processors defined, although a

r5enes server can physically only have 16 processors (GPs or [FLs). If the

operating system running in the virtual machine is capable of using muliple
procassors, it will dispatch its workload on its virlual processors as if it ware
running mn a dedicated hardware environment.
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The VM Confrol Frogram handlas dispatching the virtual processors on tha real
procasaora available 1o that virtual machine. A real processar can either be
dedicated to a virtual machine, or shared among virtual machines. (Keep in mind
that tha VM CF only handbas the procassors it controls, which maans that if VM is
running in an LPAR, a real processor to the VM Conltrol Program can alsao be a
shared physical processor dispatched by PR/SM.)

Thera is no security risk if the resources of VM guest systems are reconfigurad,
or if the virtual processors of different guest systems are dispatched to the same
physical CPs or IFLs. The state of a processor is presarved lor one guest and
restored for another by the VM Control Program (just as PR/SM does for LPARs),
Therafora, no infermation can be accidentally passed from one VM guast system
ta anathar In this way:

Memnry ina VM environment

Each virtual machine has its own defined virtual memory. The physical residency
of the guest systerm's memory pages in real storage is managad by tha VM
Confrol Program's paging mechanism, Pagas that have not been referenced can

be moved out of real storage, either into expandad storage or onto a paging
device,

When a virtual maching touchas a page that is no longer in real slorage, a page
fault sccurs and the Caontral Program will bring the missing virtual page back into
real sforage. The memory addresses used within a virtual machine are also
virtual, and they have no meaning outside the virtual machne.

Tha WM Contral Program also allows the sharing of virtual pages by a number of
virtual machines. A shared virtual page requires just one page of real storaga, no
mallar haw many vifual machines are sharing i This can be used for sharing
the Linux kemel, which is read-only to the guests, enforced by the hardwara.

Virtual disks (VDISK) can also be shared by several virtual machines—and data
from shared minidisk (MDISK) caches can ba copisd 1o private virtual pages.
This can have a profound effect on tha productive use of multiple cloned Linux
guest systems in a 2'VM environment. Refer to Chapter 3, *Virtual server
architacture” on page 45 and Chapter 10, "Cloning Linux images” on page 209
for a more detailed discussion.

Thara also is no security risk if the memary of VM guest systems is reconfigurad,
or if portions of the virtual memory of one guast are located by the CP in physical
mamory ragions whara thae data of anothar quest resided aarlier, Mamory is
cleared when i changas hands, and thers is no vastigial information that can
‘leak” from one guest 1o anather.
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Channels and external devices in a VM environment
Each aperating system running in its awn virtual machine communicates with

virtual devices. The mapping of virtual fo real devices and resources is handled
transparanthy by the V4 Control Program.

The virtual DASD davices used by virtual machines are called VM minidisks.
They are implementad by paritioning a real 5390 volume into cylinder ranges
thatl appear as separate disk volumes to the virtual maching. A minidisk can span
a whole real disk volume, & real disk can also be dedicated to a virlual machine.

Minidisks (MDISK) can be sharad ar non-shared, If authorized, ane virtual
machine can link te a minidisk belonging to ancther virtual machine to access the
data on it. Links can either ba read-onky or read-wrile,

When a minidisk is write-shared, some software is needed to manage access fo
the data. CF s able to cache the contents of minidisks in real or expanded
storage to improve application response times, and to shara this minidisk cache
batwean sevaral virtual machines,

It is also possible to define virtual minidisks (VDISK), which are mapped into real
storage by the VM Control Program, instead of residing on real DASD volumes,
and 1o share them. The principles of using shared minidisks, shared minidisk
caches and shared virtual minidisks betwaen multiple Linux quast systems is
also very important for running multiple cloned Linux guest systems under 2/VM;
refer to Chapter 3, “Virtual server architecture™ on page 45 and Chapter 10,
‘Cloning Linux images” an page 209 lor & more detalled discussion.

If davicas such as an OSA port are dedicated to a VM guest, tha VM operating
gystem does nat influsnce the vse of this devics by the quest aperating system.
Also. the dedicated and secure use of paripheral devices such as VM minidisks
is assured, even if shared channals and control units are used.

From a VM perspective, physically sharad but kogically distinct devices (e.qg,
minidisks) ara, for all intents and purposes, separate. One guest cannol access
another's data (e.g., by seeking beyond the end of thair disk). Interferance by ona
guest with another from a performance viewpaeint can ocour, but it is controlled by
WM schaduling mechanisms. Whers devices are bogically shared (e.9., a shared
minidisk ), authorzation must be given by a system administrator to astablish the

sharing.

Networking in a VM environment

MNetwork communication batwesn a VM guest system and the outside world is
established over the same physical hardware devices (OSA, channel-attachad
control units) as previously described, buf the VM Control Program manages
accass to them, Of course, VM only manages the devices when they are definsd
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as shared (rather than dedicated to only one virfual machine}. The network has
ta be dasigned and sel up so that no unauthorized access 1o dala o resources is
possible—and for system adminisiration tasks, a separate network with secure
accass 15 aspacially racommended.

For network communication between a virtual machine in a VM LPAR and
another LPAR on the sams zSanes server, a shared OSA porl can alsa be used.
If bath operating systems support this connection, even HiperSockets can be
used (af the tme writing, however, no Linux driver for HiperSockets was
available).

For communicating between two virfual machines running in the same VM
gystem {with VM running in an LPAR or an the native hardwara), thrae additional
communication vehickes are available:

»  The virtual Channel-Te-Channel (VCTC) device uses virtual 1'Cr mstructions.
These are intercepted by the VM Control Pragram, which mowves the data
batwean memory butfars.

» The Intar-User Communications Vehicle (ILCY) pravides a high-speed pipe
for communications betwesn virlual machines and the VM TCP/IP stack.
IUCV connections can be established between pairs of virtual machines on
the same VM system, or even on different YM systems.

»  While VCTC and ILCY offer point-to-paint connections, the VM Guast LAN,
mtroducad with 2'VM 4.2, provides multipoint virtual connections betwean
quests, using virflual HiperSockels adapters within a 2'VM system.

The VCTC and the even faster IUCY and Gueast LAN conneclions ars esseantial
far the network dasign of multiple Linux virtual machines renning in one Vi
systam, with VM running both in LPAR or in basic moda.

All the diffarant kinds of communication batwean guest systams and LPARS
(such as shared OSA, HiparSockets, IUCY or VCTC) are complataly secura in
that an unauthorized third parfy cannot eavesdrop on them. However, keep in
mind that access to these connections is only as secure as the conneclad
operaling systems using them.

5.2 Linux security

It is beyond the scops of this redbook 1o describe all the mathads and tools
available to increase securily on Linux. In this section we discuss general
recommendations for keaping your Linux sarver sacure, In “Additional security
documeantation” on page 120, we list athar sources you can refar to get a more
comprehensive overview of the vanous securily issues surrounding a Linux
instalkation,
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5.2.1 What kind of protection do you need

The way a Linux senver should be protected is highly dependent upon the
servers purposs, Therefore, consider what Kind of access to the server is
requirad, what exposures have to be takan into account, what kind of security
attacks can be expected, and which tools to use in order to ansure the securty of
tha systam.

Based on the sacurity basics summarias offered in Linux for 5/390, 5G24-4987
and in Linux for z5erias and 5:390: Distributions, 5G24-6264, we make the
falkowing general recommendations for protecting your Linux serser:

» [Disable unneeded saervices

Depending on the Linux distribution used, differant sarvices are activated by
default. Many of the network-related services are handbed by inetd (or
xinetd}. You can deactivate many of these servicas by editing the

fetciinetd conf or eteioneatd.conf files (but you should consgider carefully i the
sarvices are really unneeded bafors you remave them).

»  Usa the tcp wrapper

To protect and log the remamning services, the top wrappers daemon (tepd)
should be used. When a communications sarvice requast is recaived, inetd
invakas tepd first, which then can invoke the requested service. The topd
claaman performs some verfication, logs the request according to the setiings
in the /elc'sysiog.cond file, enforces access control and then, if everything is in
order, passes the requast on to the requested service.

*  Lse Sacure Shell for remote accass

Simply stopping a sarvice ke talnel s not & good solution Tor a Linug server
that neads to be accessed remotaly. To allow remote access and to prevent
the password sant to teinet from being “sniffed”, replace the telnet service
with the Secure Shell (SSH).

55H connections are encrypted and protectad agamst [F or DNS spooting.
Similarly, the secure copy (scp) command can be used instead of FTP, and
sacure login (slogin) can be used instead of rogin.

For additional sacurity, ramate login for root can ba forbidden. Than root
access will ba bmited to the Linux console which is a VM session. In this
scenario, both the VM and the Linux passwords would have 1o be cracked.

» Usa shadow password utiltias

The fetc/passwd file often containg encrypted passwords that can be read by
all usars. This creates the possibility that weak passwords can be cracked via
dictionary attacks. To avaid this vulnerability, wa recommend that you usa the
shadow password utility, where passwords are stored in the fetc/shadow fils
{which doas not have read access).
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slapd, which handlas access control to, and management of, the dalabases
containing the dirsctory treas. It also contains the slurpd dasmon, which

helps s1apd provide replicated service,

»  Usza firewall tooks o secura your natwork
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user, and are especially dangerous il the user s the rool or superuser of a
Linux system,

Therelare, to help prevent the introduction and execution of a trojan horse, a
systemn administrator should, al a minimum, avoid logging in as root or
otherwise assuming superuser capability unless it is absolutaly necessary for
some sysadmin task, and should furthermore ensure proper access
parmissions on filas (which is particularly important for systam utiltias,
devices and log files).
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5.3 Cryptography on z/Series

5/390 and zSeries servers offer specialized processors for cryptegraphic
operalions. The |[BM 2064 zSeries 500 supports up 1o eighl PCHCC cards. Each
PCICC card containg two engines and is assigned two CHPID numbers. Using
these cards for cryptographic operations, the CPs or IFLs are releasad from
these processor-absorbing instructions.
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QINECTIONS Wl 2150 NCIU0e NarawWars crypiograpny 1or Symmetric algonnms
{such as DES, 3DES, RC4, alc.), support for cryplographic fle system, and

digilal signatures.

From a security poini of view, there are no system integrity exposures if the
PCICC card is shared and used both with 05/390 and Linux workload. Aside
from potential performanca concerns If thera are not enough crypto features,
thane are no security considerations. Each operation is discrete and independsant
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of those that pracede or follow it. VM manages the queue of requests to ensura
that a guast can see only its own request, as with a sharad procasaor or a sharad
channel. Of course, if necessary, a PCI-CC processor can also ba dedicated to a
Linux quest system in a virtual machine.
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Migration planning

In this chapter we discuss high-level considerations for planning a migration from
distributed servars to Linux an 5/390 or 25arias.
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6.1 Where to start

The reality of any large organization's |T nfrastrectura is that it defies easy
analysis, s0 how do you selact which servers are the best candidatas for

migration? By solving the biggest prablem first; focus on the area where there is
the most “pain”, and fix it.

6.2 What to look for

Consider the following when selecting which servars to migrate,

6.2.1 Small scope

The most successiul very early migration customers we'vie bean involved with
ware faced with these small-scope requirements:

Meeding fo upgrade multiple servers running on older hardware
Meeding to upgrade multiple servers running on older operating systems
Meading o incraasa disk capacity

Being unable fo justity underutilized single servers

¥ ¥ ¥ ¥

MNormal attrition presents many low-risk opporfunities to consolidate single-use
garvars. This builds a track record of success and customer satisfaction. The
financial comparison is made using real data,

This type of migration will nat justity the purchase of a new 5390 or z5eras;
instaad, it assumes there i extra capacity on an already installed machine,
However, the incremental cost of running the migrated sarvers can be very
accurately maasurad in terms of the sunk costs in tha data center, When
comparad ta the costs of many upgradss to many small servers, this ncremental
approach is very attractive fmancially, especially in tarms of tachnical support
costs, File and print servers are the typical examples of this migration, and have
baen very succeassful.

Medium scope

Other customers have taken a more comprehensive approach. Rather than wait

far sarvers to reach end-of-lifa before migrating them, a more global and
proactive plan is used, Some indicators for using this approach are:

¥

Cansolidating a new acquisition

Building, expanding, or moving to a new data centar
Implementing a plan for increased capacity
Hedesigning or upgrading a network

¥ ¥ ¥
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This type of migration depends on having strong skills already in place in the

5390 datacenter, It assumes there is plenty of capacity on the machine—ar a

budget to buy more capacity. It further assumes end-to-end cooperation from all
mambers of the tachnical support staff. The people who will support applications
on Linux need fo see this as an opportunity to enhance their skills and

marketability. That applies equally to the NT admmnisirator, the MVS systam

programmer, and the VM system programmer.

Large scope

Another type of migration happens in companies that perceive a strategic
advantage in expleiting open sourcs code. These companias chase 1o bat thair
business on this modal and do not want their competitors to be awara of #, so
thare are few references, This approach can fakea the form of a new, “from the
ground up® daployment, or be a corporale-wide directivie 1o embrace Linux and
migrate to it. The success of such an implemantation depends on:

Exgcutive sponsorship
Competitve advantage

¥ ¥ ¥ ¥

Strateqic, core-businass apphcation deployed on Linux
Strong development, testing, and support staff

6.3 Total cost comparison framework

Iri this saction we discuss the componants you should use to caleulate the total

cost comparison.

6.3.1 Staffing

Thera is a current and growing shortage of skilled IT technicians. Leveraging the

effectivensass of emploveeas you currenily have, and atiracting the skill et coming
out of collage, is a significant financial advantage. Some components af staffing

costs are compared in Tabla 6-1:
Table -1 Sfaffing cost componants

Penguin colony Separate servers
One location Many lacations
One staff Much staff, or downtime for travel

Centralized skill radundancy; provides
ovarlap and backfill

lsnlatad exparts; sxpansive, hard to
duplicate far 24x7 coverage

Mase, automated custom zation

Manual customization
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6.3.2 Hardware

Hardware price comparisons of single-uss sarvers to a manframe might seem to
ba an easy win for the single server. A production envirenment includes mors
than just a bax. When the cost of hardware for tallover, backup, peak capacity,
and networking 15 included, the mamirame can become very competitve, A
calculation of hardwars costs should includs thase items:

Maw sarvars: CPUs, keyboards, monitors

sk storage

Metwarking hardware: switchas, routers, racks and cabling
Uplitt for tailover, backup, and peak capacity

¥ ¥ ¥ ¥

6.3.3 Occupancy

Data centars reprasent large sunk costs, and server consolidation on Linux
r5eries presents a huge opportunity to gat the maximum retum on that
imvestrment. Using the Linux Community Developmeant System example,

600 sarvers exist in the floor space of a refrigeraior, The cost per square foot for
gingla-use servers, no matter how efficiently stacked, is going 10 be a significant
financial burden. Occupancy cosls includa:

Floor space

Heating and cooling
Elsctrical consumption
Uninterruptad power supply

¥ ¥ ¥ F

6.3.4 Other factors

The costs of stalfing, hardware, software, and cccupancy can be measured and
projectad with some accuracy. Those costs do not reprasant the whale pictura,
and it is important to consider the following:

Cost of an outage

Cost of migration

Cost of exploiting emerging technology
Cost of multiple databasas

Cost of multiple copies of one database
Cost of a proprietary architecture

- Mon-portable code

— Restricted interfacas

— Removal of function

¥ ¥ ¥F F ¥ ¥

It may not ba possible to put & cost figura on each of thesa, but one of tham may
b the detarmining factor that makes Linux on a mainframe the best choice in a
particular situation,
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Backup and restore

In this chapter we discuss how (o effectively back up and restore Linux systams.
Wa describa a numbar of backup mathads, and tocus on the use of VM and
Linuy toals,
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7.1 Backup methodologies

Backup and restoration, particularly in large environments, imvolves mare than
simply making a copy of data and keaping it in a safe location (although that is
often a good start). Instead, each diffarent type of data loss scenario requires a
differant approach to the restoration of service.

7.1.1 Disaster recovery

In arder fo recover from a disaster such as loss of a computing center or disk
subsystem, you must consider hardware considerations as well as data
managemant considarations. Onca you solve the hardwara issuas, you nead 1o
make all of your data available again as quickly as possible.

laking devica-level backups is the easiest way to do this, Howevar, this tends 1o
ba the most disruptive and costly backup method. As an example, Point-a-Paint
Remote Copy (PPRC) is an example of device-level backup that is extremaly
efiective m a disaster recovery robe, but it requires that you duplicate your anfire
disk storage facility, which may be cost-prohibitive (this is discussed in more
detail in 7.2.2, “Point-te-Paint Remote Copy (PPRC)" an page 131).

Using VM DASD Dump Restore (DDH), another method of device-level backup,
requiras that you shut down the system using the disk being backed-up, which is
also disruplive (as discussad in 7.3.3, “VYM DASD Dump Restora (DDR) on

page 138).

7.1.2 Logical backup

It is often nof appropriate fo restore antire file systems at a fime. For example, if a

gingla Tile is accidentally daleted from a sarver, the most efficiant method of
getting that file back would not ba to have 1o restore an entire file systam.

Device-level backup processas are nof appropriate for his purpose. Consider
PPHC in this scenario: if the file is deleted on the main disk, within an instant the
dalation is repeatad an the mirrored disk.

The same thinking applies in the case of data corruption. An extarmal backup
solution must also be available so that the file can be restored to a time before
the data corrupiion took place.

7.1.3 Backup types

128

Thare are generally considered to be two types of backup: fill and incremenial.
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A full backup is a copy of the entire file system. This backup could be used fo
ragtara that file aystem if it was completely destroyed. [n a devices backup, this
would be an mage copy of the entire device. In a logical backup, every fila in the
fils =ystam would ba copied,

An incremental backup only copies changes from the time of the last backup, On
its owmn. an incremental backup could not restore an antire file system.
Incremaental backups are used as a way to keap full backups up-to-date, without
having to repeat the enfire full backup every time. Incremental backups are
usually associated with kagical backup methods, whers directary information
provides an easy way fo find out which parts of the fils system changed since the
last backup.

7.1.4 Complex application backup

Applications such as databases, which generally keep very large files with
complax intamal structuras, pose problems for backup processes due to this
internal complexity. A backup program, looking at the file system kevel, only sees
a large file, and must handle it as such, Even if only a single 1 KB record in a
database file of 1 GB has been changed since the last backup, an incremental
backup of the file system would still back up the enfire 1 GEB file,

Cne approach to avoiding this is 1o uss applcation-specific tools to back up tha
application data internally. That way, the file system backup facility can be told to
ignore the application files, For exampla, thare are a number of tools for DE2 that
function within DB2 to perform backups.

Anothar approach gives tha fila system backup tool the intelligence to ook inside
the applicafion file format and treat it almost like another file system type to be
backed up. The TSM agent for Lotus Daming is an example of this, allowing TSM
ta view documents inside NSF databases and back them up individually,

7.1.5 In-service backup

One mathod of providing backup for application-specific data is to use a client of
that application to back it up. This can reduce the overhead of running a backup
client in addition to the application server. We refer 1o this strategy as “in-senvice”
backup, since the backup happans within the sarvice bang provided,

For example, f you have a number of virtual servers providing DINS, the DNS
zone data can be backed up by having another DNS server elsewhera in the
anvironment configurad as a secandary DNS. This sacondary DNS will parorm
rone transfers to maintain its copy of the configuration, thereby creating a backup
of tha data. A similar approach could be taken with HTTP or FTP servers, using
site mirroring programs such as wget.
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In many cases, the overhead of a backup client on an application server will not
ba significant. However, from a security perspaclive, a highly sscure server will
have the minimum number of servicas running in order to reduce security
axposure, In this case, an in-sarvice backup stratagy may bea a suitabla optian.

7.2 Hardware possibilities

You have thea following hardwars possibilities for backup and rastore processas,

7.2.1 FlashCopy

FlashCopy is a featurs of the IBM Enterprise Slorage Server that can create an
identical copy of disk volumes without interrupting operating system access to
tha volumea,

Note: Other siorage systems have similar capabiliies, often called by difarent
namas, Rafar 1o the documantation for your hardwars o check Hhuthurywr
aﬁnmu&wat&nm auppnrtamm‘tafamm& u{mfartnwutﬁnmr ===

This faatura can assist the backup process in environments where it is not
convenient to take systems down or o take applications offling. Using FlashCopy,
data can be duplicated to allermate disk volumas, and than braught anling to
anothar system and backed up using traditional methods (tape, sic).

FlashCopy can provide the sams support 1o Linux systems, bul it is important to
consider the impact of the butfer cache. If a FlashCopy |s pedarmed whila thare
are buffered writes in cache, dafa integrity is losi. In a Linux envirenmant, the
fallowing steps would have to be taken:

Suspend updates to applications and databases.

Flush the Linux buffer cache with the syne command.

If W minidisk caching is used, ensure it is flushed alsa,
Initiate the FlashCopy.

When the copy is done, reopen applications and databases.

ok 222

FlashCopy is designed to copy entire disks at once. This means that copying a
single minidisk will genarally involve copying the entire disk on which the minidisk
resides
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7.2.2 Point-to-Point Remote Copy (PPRC)

Foint-to-Point Hemaote Copy (FPRC) is a teature of 5/3%0 and z5ernies disk
controllar harcware that allows a remote disk unit to maintain a synchronized
copy of the data held on a production disk. The ramole disk unit does not have to
ba in the same location as the production unit {but distance restnctions do apply).

PPRC is used extansively in “traditional” 5/320 installations 1o pravide disaster
recovery for antire disk anclosures. Since the data is synchronized at the time of
write VO, the remate disk is virtually identical to the local disk. If the local disk
subsystem ig lost, the channel paths 1o the remote disk can be brought onfing
and processing rasumes at the paint of tailura.

FPAC incurs a siight overhaad in 'O duration, dus to its synchronous naturs,
The operating systam doas not s the Y0 complate until after the remate unit
has successfully completed.

In a Linux scenana, PFRC can be usad as part of a highly redundant and

available permanent storage design. An example of this design i shown in
Figure 7-1.
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Note: In “Network block device™ on page 137, we discuss a way 10 producea a
similar mirroring methed in Linee, which does not require PPRC.
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7.2.3 1BM 3480/3490 tapes

IBM has wrtten a dnver for IBM Modal 3480v3480 tape dnives. This driver allows
a mainframe tape device to be used by Linux applications and ulilities. As with
olher device suppart coda, it can be either compiled into the kernel or buill as a
module (tape350.0).

important: The tapad90 drivar was written after the SuSE GA distribution was

“released, so in order to use the-driver on this distnbution, you need eitharto
gat an updata, urtuil:uml:l lh.a rTﬁ]l:H.ih {md a new Rermi} uamm tmdalad
source tree.

'I'ﬂ'a uﬁd a bﬂa r.‘nf &JEE Eﬂlarprﬁ& anarforﬁﬁﬂﬂ ]’ 2 dﬂ&dhrﬁr 21 i’til:l’f
whmmhm:mau mm;lmdldmmammammaﬁﬁamm

Configuration

The driver takes a single parameater, which allows you to specify the devices to ba
used by the driver, For example, the following command would [oad the tape3al
module, defining any tape devices betwean device addresses 0180 and 0183
and one at 01389;

insmad taped®0 tape-0180-0183,0189

If you want fo have the module kaded automatically when it is required, add the
falkawing lines to fele/modules.conl:

alias char-major-254 tapeddd
alias block-najor-254 tapeidd
aptions Eepedd0 <nodule-options> § If you want to pass opiions to it

The spacifics quoted hare saem o be common R the documentation Device
Drivars and Installation Commanas, for both the 2.2.16 and 2.4 kemals.

The driver may search for all tape devices aftached fo the LINLX machine, or
it may be given a list of device addrasses to use. I 1 is not given a list the
numbars allocatad are volalie - tha number allocated 1o any particular
physical device may changs if the system is rebooted or the device driver is
reloaded. In particular a davice brought online during a LINUX session will be
allocated the next availabla numbaer at the tima it comes online. but at the nesxt
reboat it will be given a number according to the sequance of device
addresses. If a tape= parameter is present at system startup or module load,
all tapa davices in the rangas of the specified parameter list will ba used, The
devicas are then numbearad (sequentially from zero) according to the arder in
which their subchannel numbears appear in the list,

In bioth cases the asscciations between subchannel numbers and device
numbears are Ested in the file jprociapedavices,
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Operation
The driver infarfaces with programs via /dev nodas, with the same nama format
expecied by standard Linux tape ufilities:

»  Character moda:

- idevintibma (non-rewinding)
= Jfelenrtibm (rewinding)

» Block mode:
- idenibtibma (for read-only)

Currantly, a device major node number has not been formally allocated to this
driver, 0 major nods number 254 is being used until a formal allocation is madea,
To use the tape device driver, you must create the /dav nodes manually (unless
your distribution has already craated tham).

The minor numbers are allocated in pairs starting from O, with the sven number
representing the rewnding device and the odd number for the nen-rewinding.
The even number is used for the block device. The driver allocates drive number
0 1o the first device found, 1 to the second, and so on.

For exampla, to creata the /dev nodes for the first two tape drives present in the
gystem, the following commands are used:

# mknod Sdev/rtibmd ¢ 254 0
# mknod Sdev/ntibmd ¢ 254 1
# mknod /dev/btibmd b 254 0
# mknod /dev/rtibml ¢ 254 2
# mknod Jdev/mtibml ¢ 254 1
§omknad Jdev/btibml b 254 2

¥When a major number is formally alocated and the driver modified accordingly,
all that will ba neaded is for the /dev nodes 1o be recreatad (and the
Jetc/modules.conf enfries, if present, fo be adited) using tha nght major number,
Mo changes to the programs that read or write lapss will be necessary.

Hﬁpuﬂint: I!:ym uzaia dmis an i.'unrs:ystarﬁ tha ahtms:h mé fdaw ima '-'élli ba
managed aumma.’ln:‘.anllg.'h and will have a format danved !rcm ﬂm -iame =
'&dl:lrmufil'ﬁtﬂpal:hva bﬂﬁgusad : : ==

Fm axmpla Ih& mmdﬁg dwinain{ tha tapa driua on d-auh:a &ddmss [HBI
wi! l:na fE{amad ’H:uas .fdmﬂap&mm.fdwﬂmndmg - ==

For mare information on the tape driver, refar to Linux for 5/390 Device Drivers
and Installafion Gommands,
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7.3 Software tools

You have the following softwara tool possibilities for backup and restore
PrOGasses,

7.3.1 Software RAID

Using kemel support in Linux, muliple disk devices can be assembled into a disk
array wsing Redundant Array of Inaxpensiva Disks (WORAID) principles. RAID
provices many options for aggregating physical devices into contiguous storage,
simultanaously providing tault-lolerance and a degree of disastar recovery
capability.

Note: AAID is usually implamantad in hardware, with spacializad controliar

devices doing the disk aggregation and presenting a single disk volume to the
 operating system. thls rmm Wﬁ hm 1o rﬁﬂwsmﬂam Hﬂmasa :

spacnlm : :

On 5/330, Linux can utilize software RAID by creating a single RAID voluma
across disk devices on saparate disk controllers,
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disk is lost.
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Linux systems |ocal 1o the site, Some of the disk, however, is linked via the
network block device to the Linux system in the other site, creating the
connectivity shown in the diagram (whera kegically, each system has access to
disk physically at tha kcal site. and via the natwork to the other site). By craating
a mirraring-RAID valume over these davices, a cross-site mirmoned device is
created.
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The netwark block device can be used in conjunction with distributed file systemns
isee “Ghlobal File System (GFS)" on page 51 for a brief dascriplion of how GFS
can ulilize the netwark block device).

Using this kind of configuration would provide a cheaper alternative to PPRC far
gites that do not currently have the infrastrecture to support PPRC, Howeaver, to
maintain disk response limes, high speed netwark connectivity is neaded
betwaan the two kocations. In certain high-demand applications, the cost of
providing the support infrastructura for PPRC might be justified.

7.3.3 VM DASD Dump Restore (DDR)

DOA iz a fullkvolume disk backup utility that can copy VM minidisks in their
entiraly. These backups do not provide any awaranass of the contents of the
voluma being copied, they simply treat the volume fo be copiad as a disk file.
DDA can be used ag a maans of praviding full-volums backup and rastore
capability o Linux systems running under YM. Using DOR, entire systems can
b dumpad to tape, disks at a fime.

] iapmam. 1]1& amraﬁm is hﬁst paa!fnnnﬂd whan the thux s:falvam is shi;il
~down. {f you | lake a DOR copy ::ii a Linux minidisk, any pmdmu w’ﬁ-&ﬂ'li!l‘ -
Linix hiass in buffer cache will not be present on the backup. This wil laad to
d-ElIE irtaqul_.n ;rmhlmn& Also, since the Linux file aym s meuntad wnm the
copy takes place, i a restoration is required a file system chack will take place
- whanﬂinfsﬁnmrﬁad Fﬂl‘ &xt?llla wﬂamh pemcular thtufnaz.! bE=—=

mdaslml:ﬂa : : : : :

DOA can be usad to take a backup of a Linux system immeadiately aftar
installation. In the avent of a disaster, this backup could be rastorad and used as
a starter system for subsequent file-level restoration using another tool.

7.3.4 Amanda

Amanda is an acronym for the “Advanced Maryland Automatic Metwork Disk
Archiver”; an Open Source backup schedulsr. Amanda usas a client-server
arrangement to lacilitate the backup of network-attached servers. Using Amanda,
it is possibla to have a single tape-aquipped sarver back up an antire network of
servers and desktops. We provide more detail about its usa in Chapler 12,
‘Backup using Amanda" an page 269.
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In cases whara data is destroved in a logical way (8.q. by some amonaous
program coda), then going back to an old but safe copy of tha data is probably
acceplable. But what happens if all data belonging to several Linux guests—aor
even 1o the entire VM LPAR—is destroyed?
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In such a case, a disaster recovery affort is required. As ponted out praviously,
rastaring data from backup copies created by DDR and TSM is very
time-consuming. New hardware has to be provided, installed and defined; the
data from the backup copies has to be rastored; and changes to the data aftar
the last backup copy was madea will still be missing. Similar problems arise i the
servar itself is damaged in a disaster.

Traditional architectures provide a reliable environment

With many Linux sarvars under VM, the traditional 5/390 and zSerias
configuration for setting up high availabilty computing can be exploited to provide
a reliable Linux aparating environmsent.

5/380 and zSeres architectura Is designed for continuous availability, which
means that the servicas have fo prowide both high availability {the avoidance of
unscheduled outages) as well as continuous aperations (the avoidance of
scheduled outages). In an 05390 or 2/05 environmant, this goal is usually
reachad by exploiting the design of a Parallel Sysplex, annched by ramaoteby
mirraring DASD devices to build a Geographical Dispersed Parallel Sysplex
(GDPS).

While Linux is not able to participate in a Paralkel Sysplex, all other architectural
dasign paints a GOPS is based an can ba used to design a highly availabla Linux
production anvironment on zSerias. This includes the use of remate DASD
mirraring fo provide consistant copies of all data, the use of Capacity BackUp
(CBU) to enable raquired computing power at the surviving server. and tha uss of
automation to handle all procedures for bringing up the backup systems and
redefining network and channals.

Figure 7-4 on page 141 shows a sample scenario, which we discuss in detail.
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The data belonging to the z'VM operating systems of both zSenies servers, as
well as the minidisks of all the Linux viftual machines, are located on a DASD
control unit (CU) attached ta both servers, using Flora channel CONnections
(FICOMN) ar Enterprise System CONections (ESCONM). The DASD devices ara
ramotaly mirrored 1o anather DASD CU, by using the synchronous Paar-lo-Paer
Remote Copy (PPRC) abilities, provided, for exampla, by the 2105 Enterprisa
Systam Server (ESS).

The operating systems (2VM and Linux) are rot aware of this mirroring; only the
connections 1o the primary DASD CU are activated. Neverthaless, connections to
the secondary DASD CU are defined and cabled {indicated by dotted linas),
ready to ba used in the case of a disaster,

Alsa, the netwark connections are dafined to both LPARs in sach zSeries sarver,
but only the connections to the productive LFAH ara active.

741 Loss of a DASD control unit

The following scenario discusses what happens if the primary DASD control unit
(CLI) fails, as llustrated in Figure 7-5 an pags 143,
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Depending upon how fast the swilch is perlormed, and on tha time the
applications and operating systems accept a dalay in 1O operafions, the
applications may cortinue to work without baing disrupted. Howevear, with Linu
running as a VM guest operaling system, all Linux images affected by the failing
primary DASD should ba shut down and rebooted from the secondary DASD.
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It may be possible, depanding upan how often the Linux system accesses the
minidisks on the failing DASD, that tha secondary DASD can be confiqured
online by GP. without Linux having noticed the temporary absence of the
minidisks—aor it can at least be possible to rapair thase minidisks with Linux still
running. But this will require manual intervention in the Linux system to ensure
that tha restorad minidisks are working comrectly and the data is not comruptad.

Theratora, for ease of use and to ensure dala integrity, in the case of the loss of
one or more DASD volumeas, we recommend the following:

Canfigure the failing devices offling to VM.

Shut down the affected Linux systams.

Caonfigure the sacondary devices onfing,

Restart the Linux systems with using the secondary devicas.

¥ ¥ ¥ ¥

With the koss of the primary DASD CU, mirroring with PPRG is of course
suspended, and further aperations have to continua withaut mirraring until the
CU is available again. The failure of the secondary DASD CU, the failure of the
FPRC connaction betwean the bath Cls, and the loss of the access to one or
several devicas also nead 1o be considerad

For exampla, if the zSeries server is abla to issue a wrile 'O operation to the
primary DASD device, but the prmary CU is nof able to operate miroring to the
sacandary CU becauses the conneclion betwesan the CUS units has failed, the 1O
by detault will not be complaled. In this case you have to decide if the 1'O
operafions to the primary CU should be resumed without mirrering, or if the
operalions have 1o be stopped.

The primary DASD CU does nat know why thare is no responsea from the
secondary CU; possibly the entire second computing canter has bean dasiroyed,
or it may anly be the resull of a weak cabling connection. Faor this reason it will
probably be necessary to get more information regarding the state of the
secondary CU before deciding how to continue with the YO operation,

The procedures to gather the necessary informalion, the rules for making the
appropriate decisions, and the execution of the required commands have 10 ba
coded and established by using automation utiliies, Besides the basic hardware
functionality, this is one of the most complex 1opics of a GDPS.

7.4.2 Loss of a $/390 or zSeries server

The next scanario mvalves the failure of a whole z5eries server, If a disaster
gtrikas the computing canter, and the server is not abls to continue aparations,
the workload has to be fransferred to the surviving server in the other computing
center. This is illustrated in Figure 7-6 on page 145
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Processors non-disruptively,

Resuming network connections Lo the restored LPAR is also no problem, since
the LPAR activation i dona with exactly the same data as the failed original
LPAR, and tha sama nelwork addresses as before are used. The OSA of the new
LPAR on the surviving server makes itself known to tha network with these
addresses, and network operations resume as before; the fact that the physical
hardware has changed is transparent to the routers in the network.
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In summary, the hardwara capabilities of FFRC and CEL allow you to achieve a
high availability computing anvironment bassd on Linux under VM on 5390 or
r5aries. But the scenarios we presented require a thorough understanding of the
reazons for failures, the actions that have to be takan to recover from failures,
and the consaquences of thase actions. Although it is possibla to handla such
recovery tasks manually, as computing environments bacome ncreasingly
complex, there is a graater nead for automated processes.
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Performance analysis

In this chapter we discuss the pedormance analysis and tuning of Linux images
running under Y.

Parformance of a large system is critical to its success, only one step away from
functionality. Once a system has been developed and is funclional, the next
question is—what is the price performance? If price pedormance 1s very low, a
system and service is more likely 1o succeed. The intent of this chapter is to help
you realize an optimal price parformance,
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8.1 Performance considerations

The aspects of peformance measurement and funing that are needed in
anvironments sarving many users are axtensive, This chaptar reviews sarver
resource analysis, subsystem analysis, server delay analysis and some level of
response time analysis. The methods of storing pedformance data is also a
consideration; is report format sufficient, or is a parormance database
necessary 1o allow detailed analysis—and even accounting functions—o be
pafformed? In an environment whare sarvice is associated to charge-back, the
parformance database bacomes mora important.

5/390 and z5eres systems ara large systems with many potential paints of
contention, and many places of potential optimization. Each subsystem can be
complex and have many options. Any subsystam, when overutilized, can be a
glabal system bottlensck. As yvour workload changes or grows, utilization of one
resource can reach a threshold that causes a significant glola! resource
shortage. On a systam whera changes on one server can impact perormance of
anaother, you naad to monitor the environmant carafully.

Many early Linux for 5/3%0 insiallations did not have VM perdormance skills—and
ran info problems which easily could've been avoided. For example, the most
common complaints often wers “things stop” or This system s slow”. Both of
these issuas can result from very simple configuration problams.

WM has a very sophisticated scheduling mechanism that i designad to afficiently
support thousands of users, even when resources are avercommitted. Linux has
some features that impact the view of resource utilization. Undarstanding storage
and page space requirements when designing a system allows you to avoid
configuration and ulilization problems.

8.2 Why measure performance

148

Perfarmance maasurament and tuning has a cost i tarms of staffing and tima. In
environments where the cost of purchasing a new system is less than the cost of
analyzing the parformance of a system, it is comman to not spend much time on
perfformance analysis. However, in a z5eries and 5390 environmeani, most
installations will raquire both real ime analysis as well as a structured
methodalegy for capacity planning. This section descnbes methodologies for
bath real time performance analysis and capacity planning.
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Frojecting requiremeants whan moving applications from an NT or Linux/Intel
environment 1o z5aries and S/390 is imporant, in order 10 ensure a high level of
succass. If the resource requirements of an application exceed what is available
or what makes acanamic sense, then that needs to be undarstood prior 1o
maving the applcation to z5aries and 5380, Choosing applications to run
affactively on z5eries and 5/390 will areatly increase the chance of success,

8.2.1 Cost of running applications

In environments such as ISP and ASP, where charge-back is reasonable, the
cost of running each application is a consideration. Each application should be
evaluatad to determine which platform is most cost effective. Some applications
will ba more cost effective on dedicated RISC processors, while others will be
more cost effactive on zSenes and 57390,

Applications that require resaurce for only shart periods of time are very effactive
in an 5390 time-shafng environment, because when the applications are idle,
they do not consuma processor or sforage resource, As the applications becoma
active, they are brought back into memary. The cost of staring the application on
disk {page space) can be measurad in cents-per-megabyle and is usually
Insignificant.

However, applications that require significant dedicated resource have a very
diferant cost madel—instead of using an amount of storage for a small
percantaga of time, these applications require storage most of the time, For
these applications, there ks no cholce other than to ensure the resource is
provided all the time. Bacause the cost of dedicating rasources is much higher,
the cost of running this application is akso higher and potentially should be put on
a platiorm suitable to the requirements. This may be an LPAR, or a non-5/3%0
sanyar; the platform decision should be based on what is economically justified.

8.2.2 Controlling costs

Ones the cost of renning an application is known, you'll want 1o monitor those
costs. If an application or server suddenly increases its resource requirements,
gither due to programming errors orf mereased workload, the cost of running thal
application will rise. Given a charge-back anvironmeant, thare will be issuas if the
additional costs are not recognized as they occur; sudden increases in manthly
costs can cause problems. By monitoring costs as they are incurred, both
customars and service providers will have a batter understanding of tha provided
Senica,
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To ensura the cost of running an application does not increasa without
managemant awaranass, you will need to have a pedormance monitaring
methodalogy. This methodology should include thresholds for resource use and
should ba monitorad programmatically, Mechanisms for alerting managemeant of
unexpected increases in resource requirements are required componants of
managing this type of service.

8.2.3 Controlling the impact of one application on another

In environments whara there may be several different customears and whare
Sarvice Level Agreements are required, there's a nead to monitor each
application and server on a real time basis to ensure that problems with one
customar do not impact other customers. It is common practics to provide an
automatad alert system to chack operational valuas against thrashold settings.
Details on implementing this function are discussed in 8.13, “Alerts” on

page 175.

8.3 Measurement tools

Following is a list of some of the measurement tools avallable on VM:
» ESALPS from Velocity Software

See 8.3.1, "Measurament tool used” on page 151.
» FCONESA from IBM

FCONESA provides perormance monitaring capabilities with system
congole operation in full screen mode. FCON/ESA can give you an immediate
view of system pariormance, or post-process its own history files, Thrashaold
manitoring and usar loop detection is also provided, as well as the ability to
manitor ramola systems. The mast recent enhancemeants include suppor for
remote access via APPC, virtual disk in storage reports, and enhanced
minidisk cache reports.

» Haal Time Montor (HTM) YM/ESA from IBM

With ATM VM/ESA, you can get an mmeadiate view of currant system
parformance. Usa RTM YM/ESA for short-term monitoring, analysis and
problam-golving. It can simpliy periormance analysis and tha installation
management of VWESA emvironments. The [atest BTM VIWESA service
includes support for the RAMAC array family, and support for RTM VMW/ESA to
run in 370 Accommodation mode on VMESA Version 2,

» WM Parformance Analysis Facility (VMPAF) from IBM
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In this chapler, we provide examplas and give recommendations about how to
use Ihese ellectively. The reporls and real lime displays provide the perlormance
information in the same format. Each report and display has a name (such as
ESAUSRC) which provides user configuralion data. Menus and tables of content
halp users find the neaded reports and displays. Performance reporting is
parormed for:

» User data, showing resource requirements by user, user class, accounting
codas.
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Hesponse fime data, showing response timas basad on the CF defintion of
transactions.

» Processor subsystem, showing details of all processors and LPARS.

» DASD and DASD Cacha, showing DASD responss timas, by VO componant,
cachs controllar data showing cache hit information, read'write data, eic,
MDC hits {10 satisfied by the CP minidisk cachs function) by device are
provided, as well as MOC hits by user. Data is provided both by device and by
confrol unit. Channels are measured, and seek analysis is provided.

»  Storage subsystem showing user storage, MDC storage, CP storage and
available storage.

» Paging'Spooling subsystems, showing davice and system activity, as well as
utilization.

»  Mon-0AS0 'O showing tapas, network controllers, channel-to-channel
adaptars and any other attached devics, showing bath by devics and by
control unit.

» TCP/F data showing fraffic at each layver of tha IP stack (Transpaort layar, I[P
Layar, Inteface’Hardwars layar), and for the lacal VM stack, traffic and
nelwork response times by subnet and by application.

» Linux data showing by resource utiization by applicafion {processor and
storage), disk utilization, storage uss for cache and buffer. Data is provided for
any Linux being monitored.

8.3.2 Screen display

152

Seraans can ba displayed by from a CMS vifual machine exacuting “ESAMON
screen”, Tha examples in this chapter can be displayed in this manner, For
example, issuing the command ESAMON SMART gives you the screen shawn in
Exampla 8-1. This scraen is automatically updatad evary 60 seconds.

Example 8-1 Ouwlput of ESAMON SMART command

IUNER: SHMeRT 150 QA 13:51=11:52
Seconds unlil next interval: &7 J64 40ECH
e Top lsars-—mmmmmmmem e AR S e

lserid: [P [0/5ec PgfSec Userid: (RIS 10/%ec PgfSer
1} ESAMRITE  0.31 0,80 0 VHLIMUES 1.4 27,67 0.2
2] YHRTH .23 { 0 YHLINUE? 1.7 075 0

3] ESASERYL {1, 0l i 0 YHLIMUKZ 1.1 0,45 {
4} ESATCP {0l i 0 TUKEMS IR 0.3 0.3f ]
5} HUES [.105 i 0 YHLINUKE 0.3 0.0z ]
&) SHAPD {0l il 0 TUE&non: 0.7 { 1]
e Lo Statistics-----= «---In Quewe User stafistics-—--» <-Paga-=

Sopu Suwsr prb Ssys Bowr 30dl Ie) 9 1 2 43 ET Ldng <-rate-»
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B.AS 748 597 1.39 1.50 190, 173 l48 g o 1a o 0 2.1

8.4 Measurement data sources

With emvironments including Linux servers and VM hosts all inked in a netwark,
thare is a need to measure each environmeant to understand the full system,
However, each environment of the system has different measuremant
requiremants and data sourcas, 50 combining the differant data sources to
understanc your capacity and perormance will b the challange. Following is a
list of the common data sources for each environmeant.

»  Matwork - the most common method of evaluating network performanca |8 by
using a Simple Network Management Pratocol (SNMP) data source. This is
well defined and includes many network parformance metrics. It has been
extandad by many vendors and open source groups to include information
tound usaful for specific natwork compaonants. SNMP Varsion 20 is the mast
commeon. This ncludes password protection of the data (community namas),
and periormance enhancements in the protocol,

»  ZWM - measuring VM is typically done using the CP Manitor as a data sourcs,
This tachnalogy scalas very wall and is widely used. The monitor reports an
almost everything that has baen thought to ba wseful on reporting subsystam
and usar performance for VI systems. As new releases of ZWVM come out,
and new raleasas of TCP/IP appear, the monitor is enhanced to provide
mstrumentation for new features,

Maost pafformance analysis pracducts suitable for a large enviranment will ba
based on the CF monitor. An alternative to using the CF monior is to use a
diagnosa interface to look at intemal VM conirel blocks, This provides access
lo most data. The downside is that every releass of VM requires the data
mtarface io ba updated, wharaas tha CF Monitor is automatically updated
with each data source, allowing usars of the CP manitor to run withaout impact
on new releasas of VM.

»  Linux - haw to measura Linux from a global perspective is naw lechnology. A
good apen source performance data source 15 NETSNME Linux is baing
anhanced significantly and the associated data source must be enhanced as
wall. NETSNMP providas performance data accessible to network monitors
using SNMP. This performance data includes the network traffic, a saf of
private MIBS from University of CaliforniaThavis (UCD MIBS), and HOST
MIBS that are defined in RFC 1157, Tha HOST MIBS provide data on
applications for procassor and storage requirements, as wall as dafa on aach
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available for other applications: this raduces your ovarall costs.
Recognizing there are periormance people from two radically different

environments (local and global). uning and perormance analysis must be
designed for the appropriate anvironment.
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8.5.1 Local environment

Local anvironments use dedicated servers and tend to have one application on a
server; they then tune that serverto meet the application requirements, For some
applications (Wab sarving, Lotus Notas, print serving), multiple servars might ba
dedicated to one application. The benefit of this approach is that work eccurnng
insida one server doas not mpact work on ather sarvers. Because the cost of
aach server is small, the cost of incremental growth is not necassarily a capital
axpenditurs.

8.5.2 Global environment

The traditional performance mathodology is two o three decades okd and is
based on global optimization of a system, evaluating systems with many
applications sharing rescurces. In this global fype of environment, resources are
typically mora expensive and therefore sharing those resources is a primary
objective.

When one application or user on the system consumes large amounts of a
resource, it impacts other applications or users on the system. Thus, global
optimization requires you to evaluate all aspects of performance—from both a
resource subsystam perspactive and from an application perspactive. Most large
installations have dedicated personnel just for performance analysis, capacity
planning and systemm aptimization.

With currant directions, and with cost justifications for moving many smaller
servers fo fewar and largar zSaries and 5390 systems, the optimization
parspectivas must be global—one sarver in a virlual maching can impact other
sarvars on that systam.

8.6 Linux operational choice

Thera are two methodologies for operating Linux; probably the mast efficient is to
use 4 mix of both. Ona is the ypical VMCMS mathodology, whera ane virtual
maching runs one (and only one} application. The other methodalogy 1s maore like
a typical VM/ASE or centralized Linux servar anvironment, whera one server
runs many apphcations. The advantage of running small sarvers with only one
application is that the server can be tunad for the application. The advantage of
the largar server running many applications is a reduction in overall overhead.

Security considarations also influence the oparational cholce; having many
applications running on anly one sarver mcreases the nsk an application faling
prey to a hacker allowing access to data from multiple applications. Using single
application servars greally reducas yvour security risks.
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Spe Chapter b, “Securiy architectura” on page 105 for a discussion on security.

8.7 The CP scheduler

The multiprogramming level of VM is probably highsr than that of any other
platform. With possibly tens of thousands of usars, each running their awn
programs and envirenment, thare is a requirament for sophisticated task
managamant and schaduling. The CP schedular providas this function. The
scheduler determines when users run, how often thay run, which users ta
restrain when a rasource is constrainad, and many other functions, There are
geveral conlrals thal installations can usa to tune the schaduler. Generally, the
default values for these controls are appropriata.

Mota that the schadular has been tuned to run thousands of CMS (single tasking)
users, as well as 10 1o 20 large multitasking operating systems such as VSE,
TPF ar O5/320. Some installations may run even 100 larger guests. The
operational considerations of nunning thougands of Linux servers on the 2/VM
gystem are not complately known. Education and new meathads of tuning will
likely be raquired.

8.7.1 Queue definitions

The scheduler categorizes each user by how long i has been running. Short
tasks fall into queues 1, itarmediate tasks ars in quaus 2, and long-renning lasks
ara in quaua 3. Thare 15 also a quaus 0 for high priority wark.

Linux servers that run a timer to do some small amount of work every 10 mS
break this modal, With the fimear interrupt every 10 mS, CF classifies any Linux
servar as a kang-running task, and will put it in quaus 3. An implamentation of the
timer routines in Linux without using the 10 mS interrupt has been proposed, but
is nat yat available in the mainstream kernel sources.

However, measuraments of a preliminary implementation showed the expectad
reduction of CFU rasource usage for idle Linux servers. The measuraments also
showed that CP again was able to distinguish transactions, and did not classify
evary Linux server as a queus 3 user all the time.

When the Linux sarver is dispatched less fraquently, you will have more control;
long-running jobs are ikaly more resource-intensive, and you can reduce the
number of queue 3 servers allowed to compete for resource. Reducing the
concurrant number of tasks competing for resource then reducas the contantion
falt by the shorter tasks,
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8.7.2 Global controls
The two maost usaful SHM contrals are the DSPBUF and LOUBUF,

DSPBUF ks used to control the number of users accessing the procassor,
Ganarally, the DSPBUF is not needad; howsvar, when your processor is
constrained, you can use the DSPBLUF fo imit the number of queus 3 users
allowed 1o competea Tor the procassor resource, which will in turn reduce the
processor utiization, Thus, avan in a very processor-constrained environment,
short tasks will run very fast,

LDUBLUF is usad to contral the numbear of users allowad to page. The default
value of LOUBUF allows a system to thrash {the point where pages are being
paged aut for one working sarver to allow another working server to resume
work). If you gat to this paint, the anly solution is 1o reduce the number of sarvers
competing for the paging rasource. Lowaring the LOUBUF from its default value
does that. Linux servers have working sats that are variable and typically very
large. Bacause of this, the scheduler may not react as fast as you'd like fo current
storage demands, so you may need to use STORBUF and XSTCOR fo achieve the
desired effect.

STORBLIF [imits the amaunt of storage in use by dispatchable usars. The
STORBUF control is mora often a hindranca than an assist to performance. Most
parormance people recommend raising the STORBUF control n order to make it
non-operational. The XSTOR operand t2lls the schadular 1o irsat some percent
of expanded slorage as main storage {the usual recommendation is 50% lor this
valug),

Yirual machines that are being held back dus 10 resaurce constraint ars kapl on
a list called the “eligible Bst”. If you never have any users on the eligible list, the
scheduler is not detecting a shortage of resources that could be alleviated by
holding some users back. Thus, if LDUBUF is holding ussrs back. then users
would otherwise ba loading in working sats which the paging subsystem may not
ba able to support, the DSPBUF redeces the number of dispatchable users, and
the STORBUF limits the amount of storage in use by dispatchable users.

Followmng arae the shortcut recommendations for schadular cantrols. The
numbers following the set command are for: a) all queuss, b) queuss 2 and 3,
and ¢} queue 3. This allows you 1o set the amount of contention for each
resource by quaua,

Note: You should raise the quaue 3 value of DSPBLF if processor utiization
never exceads 0%, and lower it if processor utilization often is at 100% for long
pariods of time,

SET SRM STORSUF 304 250 200
LT SHH D5PRBUF 320400 320400 20
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SET SRM LOUBUF &0 &0 44
SET SHM XSTOR 505

One method for measuring the impact of the schedubar on usars i to look at the
ESALSAQ display, which provides most of the needed information. Knowing
when thara are users that are baing held back by the scheduler bacause of the
gettings for LOUBUF or DSPBUF tells you which resource is constrained,

8.7.3 Local controls

Thera is a kocal control for each server that shoukd be usaed sparingly, Sefting a
virtual maching to QUICKDSF tells the scheduler to never hold this user badk,
regardless of resource constramts, Virtual machines such as your TCHIP
gatewsays, security monitors, and the aparator, should have this option

Use QUICKDSP only to protect specific viftual machines when resources are
very constrained. Using it too offen will disable one of the most important
faaturas of the scheduler: the ability to survive serious rasourca shortagas,

Priomty batwaen virtual machines is provided by the use of SHARE sellings.
Thera ara two opfions for SHARE settings, relative and absoluta. Usars with a
refusive shara will get a smaller overall share as more users logon, Users with an
ahsoluse share maintaim thelr share regardless of the number of ather virtual
machmnes,

Thus, users such as TCPIP or sscurity managers should be given absoluls
sharas as thair workload increasaes whan more users logon. Relative sharas are
used o control how the remaining resource is divided up betwean the rast of the
virtual machinas, The following recommendations can be given,

» 5ol the shares to absolute for all sarvice machings thal you expact will neead
to provide more work as mora vilual machines are created, and sat the
shares to relative for all others.

»  Setthe ABSOLUTE shares to the peak required valus (for example, 8% for
TCPAP i that is TCP/IP's requiremant af peak load).

» Using the detault of RELATIVE 100 is recommendad unless you have a need
lo prioritize work.

Do not usa vary high ralative shares, because using high relative shares for one
or more users reduces your ability to prioritize your production work, For
example, if there are 10 servers, and all servers are relative 100, then each
server 1s schaduled to obtain about 10% of the system.,
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The arithmetc is quite simple: the "Mormalized Share” is the relative share
dividad by the total of the relative sharss. If one of the servers is then given a
relative share of 200, that user gets a significant increase of about 9% (from
1001100 to 20001 100).

Giving one user (TCPIP, for axampla) a relafive shara of 10,000 maans that each
default user has a share of 10011000, or less than 1%. Thera is no need lo
confuse the scheduler by resarving 90% of the resources for a guast that anly
needs 5%. Proper tuning of your system means allocating absolute shares to
your key service machines.

A second part of the local confrols is sefting a cap on how much processing
power a user is allowed to absorb. Thera are two reasons to do this: for
accounting (1o ensure usears do not gat more than what is paid for), and when
users loop, ar run vary CFLU-intensive j0bs (o minimze their impact on othar
gervers)

The following sets a target average share, but limits the server to 5% of the
processing resource, The affacts of the LIMITHARLD are measurabla on the
ESAXACT (ransaction analysis) raport.

SET SHARE REL 100 AES &% LIMITHARD

8.8 Processor subsystem

Knowing how much precessor is used, and by which servers, is information you
naad to know for afficient capacity planning. Contralling the rate at which your
servars accass the procassar is done by setting Shares. Share settings have a
minimum value and a maximum value, with several options and vanations of
gach,

Using the CF monitor, you can capture over 99.9% of the processing powar
used, Building a processor map showing how much processor is used by LPAR,
WM, Linux servers, VM sarvers, and CMS allows you to project future
requiramants basad on naw users or customers,

One of the issues seen in the past was the following: an important Linux
application was portad in a fashion guaranteed to produce poor periormance., As
the Pracassor Local Dispatch Vector Report (ESAPLDV) in Exampla 8-2 shows,
there ware about 70 000 dispatches per second on each processor—this should
be about 1000 on systems that are running well. This overhead was vary costly,
running anything 211,000 times per sacond waukd intuitively have a very high
cost!
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This ig tha kind of potential probdemn that's extramaly hard to diagnose without the
proper 1ools. An nstallation might parceive thal 5380 pedormancs is
bad—whan, in reality, a simple correction to the application might elimnate
200,000 calls to a funciion that does not need io be called,

On a dedicated processor, this might not be an issue, However, on a z5erias or
5/390 system whars most resourcas are shared, this application would be
inappropriate o run &s it pedorms in this axample.

Other items to examine in the report are the number of staals and moves per
gacand (law numbers are dasirabla). The Maves To Master value Indicatas how
many calls are mada to functions that must be single-threaded on the master
procagsor, High numbars indicate use of functions that may not be appropriate
for & high perdormance application.

The PLOY Lengths values show the number of virtual machines waiting on aach
procassor quala, indicating the current keval of multiprogramming. This is a good
example of the need tor VM performance analysis and Linux performance
analysis.

Example 8-2 Sampie Procassar Local Dispaich Veclor Report (ESAPLDY)

<|MMEK Mavas/sac>  2-——————-PLIY Largths-------> Dispatchar
CHU Steals To Master  Avg Max Mstr MstrMax SEmpty Long Paths

0 8258 nronE 1. . . B3 TD4H9.H
1 111.1 004 1.0 . . Bhal TD4R4.7
Z 1496.4 nooo4 2.4 . . Bl.7 FOhE .8

1131.3 0.7 L0 40 . <2000 211000.7

8.9 Storage subsystem

Lack of storage to meet the requirament results in paging, and paging causas
dalays n service, Monitaring the storage requirements and the impacts of
applications provides necessary leadback for capacily planning, There are many
ways to reduce storage, and on VM there are differant typas of storage. For
storage capacity planning purposes, you should maintain a map of your storage
ta understand the requirernants for VM, Minidisk Cache, Linux user storage (by
customer), VM Sarvers (TCP/IP, management service machines), and CMS
users, if any. This map should be maintained for both Expanded Storage and
Raal Storage.
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8.9.1 Storage options

For storage (memary}, there are several options, each with difierant mpacts on
Linux, applications, and your global resourcas. Coming from a mmicomputar or
microcomputer environment. administralors have baan taught that swapping is
undesirable. When swapping to slow SC5I devices, this may be true, but on
75aries and 5380, thers are many olher oplions—and thase oplions can reduce
your ovarall (global) resource requiremants. For swapping, the alemativa oplions
are:

»  Llze Virual disk as a swap device. The banefit is a much smaller page space
raquirement, as well as a smaller requirement for real storage.

» Llze HAMdisk as a swap device. The benefit is a smaller requirement for real
storage, When sharing storage between many servers, this is important.

8.10 DASD subsystem

For DASD (disk) storage, there are options to share some amaunt of disk
batwean sarvers, read only. Using VM's minidisk cacha to cache shared data
onca ig significantly more effective than having each Linux cache the sama data.

There ara currently’ three different ways 1o formal the disks to be used by Linux.

dasdimt The DASD driver in Linux for z5eries and 5/390 comes
with the dasdfmt utility to format the disks. It formats all
tracks on the disk with a fored block size. Theare is no
support for this particular format in axisting /3580
software.

CMS FORMAT The FORMAT program in CMS also formais the disk with
fixed block size, but adds a spacial eve catcher in B3, This
farmat is recognized by CMS and by CF

RESERVE With the CMS RESERVE command, a singla big fila is
created to fill the entire (CMS-formatted) minidisk. The
Linux file systam is then buill into this sinagle big file such
that the onginal CMS formatting of the disk is refained.

Thera is a small penalty for using the CMS RESERVE format in that some of the
blocks on the disk are not available for usa by Linux. These blocks are used for
CM3S housekeeping, as shown in Figure 8-1.

" Tha patches that wera made availabla on Juna 28, 2001 sppaar to change sevaral things in this araa. Wa have not yet
irvastigated what the impact of thesa changas is
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CMS fst's

Linux file system

|~ Reserved file
- -
Entire minidisk

Figure 8-1  Mimiaisk prepared with HESERVE

Howaver, the advantage of this approach is that the disk can be accessed by a
CMS user 1D and is clearly identified as in-use to everyone. CMS applications
can aven read and write the blacks in the file (for example, with the diskupdate
stage in CMS Pipelinas). An axtra banus may be the fact that the big fils on tha
disk has a file namea and fila typa which givas you 16 mora characters to guide
systems management processes (like writing with a marker on CD-R disks that
you created).

Linux can also use a disk that was only formatted by CMS. In this cass Linux wil
use all the blocks on the disk such that CMS ACCESS will fail on this disk
afterwards. Even when you do not nead the ability to access the blodks fram
CMS, thare may still be a good reason to prater this format over Linux dasd fat.
WM directory management products like Dirkamt can format the disk batore
making it available to the user [D.
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Tip: i you use IBM BAMAC Virlual Array {BVA), thers would be a benefit if
you Use the “Instant formal” function. The “instant farmat” 1 part of the Wi
: mwsh-ui mmtun such that an instant mﬁr of & formatted [umpty} diskis
- mads on the extent 1o be formatted umm;tlw .‘mapﬂmi feature of AVA. ‘ﬁuﬂ
mpy is mmmmnauﬂs aml d-:naa nat amlm hankrand sf-nmgﬂ Iy um Hw:

We believe there is no good reason to use the dasdfnt command for Linux
images on VM, except for the situation whers you have a virtual maching running
Linux and you forgot to format the disks. Since Linux does not yet tolarate
DETACH and LINK of minidisks very weall, you'd have no option otherwise but 1o
shut down the Linux system and gat back to CMS to format it (bt if vou do an
automatic format with DirfMaint, that would not happan anyway).

Hote: There used ta be a bug in the DASD driver that preventad Llrm:.'fri:&m
- bootng from'a CMS RESERVEd minidisk. This resulted inthe

: rmmdainntn alm:l that H;Hrnat vman Yo wmmiu bupt fmrh dmh

T['HE: is hug Was Ii}:ad Enngagn "r’nu cafn rnaim & CME FtEEEFWE::E mh‘u lid:
- baotabla with <iTo. ful'l.fimlhary'au mmd&:halm 'ﬂ.ﬁ nrmamSmIF’L

-’ﬂ'r;lm ﬁanuthar mﬂﬂw

8.10.1 VM Diagnose 1/O

The biggest advantage of the CMS RESERVE style of format, however, is that i
s tha only disk format for which the current Linux for 57380 DASD driver can usa
WM Diagnose [0, Diagnose 1D is a high-level protocal that allows the user ID o
access blocks on its minidisks with less overhead than pure 5/390 channel
programs with Start Subchannel (S5CH).

To enable VM diagnose 1'O in the DASD driver, you must configura the kemel te
anable the "Support for DIAG accass to CMS tormatted Disks™ which is not dona
in the default SuSE kemel, To anable tha option, you first nead to disable the

*Suppart for VM minidisk (VM only)" configuration option (also known as the old
mdisk drivar).
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Mote: The canfiguration aptions in the kemel are slightly confusing in ma?t'
"CMS tormatted disk” really means a disk prepared with the RESERVE -
_command. There is no lachnical raason wmamummmm Whm the
kemal is configured without the DIAG opticn, the DASD driver wikl use SSCH
for the 110, The VM Diagnose interface does not require the disktobe
RESERVE, 50 as long as it is fixed-block 'F.':Ir‘TI'IEﬂ&EE Drugmm I.l'ﬂ mmﬁ I'ﬂw;

- bﬂm w&d fﬂfhﬂﬂti;ypas

The DASD driver with the May 14, 2001 SuSE distribution appears to be broken.
¥When configured to usa the DIAG support, it refused to use the diagnose
interiacs for the disk that was praparad with the CMS RESERVE command. After
fixing the dia250() function in dasd_diag.c to return the correct return code, the
minidisk was recognized by the driver as such, but Linux then appeared fo hang
after it started to scan the partition table. Both these problems have been fixed in
tha 2.2.18 patches from Linux for 5/390, but the fix apparantly was not ported
back to 2,216,

Showing the benefits of VM Diagnose /O

To quantify the efiects of VM Mini Disk Cache (MDG) and Diagnose 110, we did a
gimple test using the Lineg 2.2.18 kKemel with the linux-2.2.18-9390 patch. Each
Linux image in the test booted with a RAMdisk and then ran a script as shown in
Example &-3. The loop in the scrpt creates a 64 MB file and then reads it four
tires 1o allow somea af the 11O be satisfied wsing the cache. The Tile is larga
ancugh to complately flush the bufier cacha of the Linux image.

Example 8-3 Sampile sonpt for festing dagnese 10

nke2fe fdev/dasdal -b 4096
maunt fdew/dasdal Smni

while [ true ]; do
dd if=/dev/zere of=/mnt/Cenp bs=1024 count=R5536
cp SmntStang Sdey /ool
cp St g Sde ool
cp St tamp Sdew )l
ep JSmntftamp Sdev /ol
rm fmnt) tamp
dane

We ran a number of Linux images with this script (on a VM system that turned
out of ba more VO-consirained than we expectad).
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Mote: When the MDC design was changed to cache full tracks of data rather
than just the 4 K formalled CMS minidisks. this caused problems for daiﬂ:asa
applications that do fairly random access to the blocks on mwﬁtrmat laast
do not follow a track-related reference pattern, The full track cache was then
anhanced with the *Record MDC" {sometimes refamrad Lo as “Classic MEH:"]
Sinca Linux does nat have a track-based refarence pattarn arthnr it was

agsumed that Record MDC would make a difference.

Threa diffarent ways to format a disk for Linux, and three different styles of MOC,
gives nine combinations, but soma of thase do not nead to be measured, sea
Table 8-1. Only Diagnose 10 is eligible for recard MDC. This means that the
Linux DASD driver specitying record MOC for the other two styles of formatting
dizablas MDC,

Tablg 8-1 Impact of MDC on rasponsa fime

Mo MDC Track MDC Recard MOC
dasdimt A5s 1703 M
FORMAT 30458 1713 i
HESERVE G.3s 88s B9s

The difference between track and record MOC is very small in this experment,
becauss the LD was mainly sequantial and involved a ralativaly small amount of
data. With mare randam access to the data, ona shaukd axpact record MDC to
waste lass storage for reading in unwanted data, and thus be more sffective.

Table 8-2 Comparson showng the banefits of MOC

Format MDC CPUs Vo Elapsed times
dazdimt no 1.87 3.00 3.5
track 1.08 244 17.0
FORMAT plf 1.80 .25 303
track 141 1.68 174
RESERYE off 257 11.3 363
track 1. 2.65 a9
record 1.3 228 a9
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The comparison in Table 8-2 on page 165 clearly shows improved rasponse
timas whan using Diagnase 1'0 combined with MOC. The channel programs
used by the DASD driver appear to ba *MOC unfriendly” in that they do not
axploit MDC vary well. Wa have not been abla yet to undarstand why this is the
case, Considering the obvious advantage of Diagnose 10, it is not vary
interasting to fix the channel programs wsed by the DASD driver whan running on
WM.

8.10.2 DASD MDC measurement

The following ESALDSD2 real timae screen shat shows a sample measurement
over time 1o help you to understand the effects of track minidisk cache against
block minidisk cache. A block-level copy was dona on CMS from the LNX013
voluma, one at 11:00 with track cache m use, and one at 1107 with record
cache, Using track cache, about 1500 1V0s wers issued; using record cache,
18,000 'Os were issued. Intuitivaly, this is reasonable with there being 15 blocks
par track; using track cache for sequential I'0 should greatly reduce the number
of physical 10,

The following shows the activity 1o the davice over time. When evaluating DASD
response time, the response time value s wsually the most significant; it shows
how much time an average IO takes to tha device. When this valus is largs, then
the compenents of response are evalualed. Tha components of DASD are

evaluated as follows:

Fand time This ig the tme tar the 10 to be slared on the channsl:
narmally lass than 1mS.
Clise time This is the fime for the contral uni to access the data, This

includes rotational delays, sesk delays, and processing lime
insida the contral unit. Disc (for disconnact) time 15 normally

lags than 2 1e3 mS on cache confrollars.

Connecttime  This is the time to transfer the data on the channel, normally
lass than 2 mS far a 4K block of data.

Sarvice tima This is normally the sum of pand time plus disconnect time
plus connect tima. In soms environments, installations may
choosa to use just disconnect plus connact, but this is not
typical.

Quels time This is the result of many users accessing the same device, If
the davice is already servicing anothar usar when an 'O is
started, the ['C sits in queua. The length of fime in queus is
gueus timea. This is the component of respansa time that,
undar load, is tha most variabla and tha most serious.
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The sample shows that connact fime is high when using track cache, and low
whien using record cache, Record cache moves one 4 K blodk of data each 110,
and track cache will mowe up to 15 blocks of data. This example shaws the bast
casa for track cache, baing a copy of a karge fila, More typical is random 4 K L0,
in which case reading in a track of cache wastes transfer lime and cache space.

When evaluating padormance, dala has different requirsments. If moving data
saquentially, then using frack cache can be measured,

Screen: ESADSDZ  1TS0 ESAMON W5.1 0807 10:58-11116

I of 3 DASD Performance Aralysis - Part | DEVICE 3hbal 2064 $OECH

Dy Device #ley =35CHS 582 fassa- Response Lines (ps)eses

Time Mo, Serial Type Busy avg peak Resp Serv Pend Disc Conn

________ .

10:59:00 J0A1 LHEOL3 3390-% 0.0 05 05 08 0d.8 0.5 0.0 0.3

11:00:00 JBA1 LHEDLZ 3390-% B.6 6.5 6.5 02 102 1.7 0.0 8.9 «=Track Cacha
11:01:00 3BA1 LHKO13 3390-% 15.9 07,2 17,2 5.2 9.2 0.2 0.0 9.4

11:07:00 JBAL LEKD1S 3390-5 24.5 197.7 1573 1.# 1.2 0.2 0.0 1.0 ==RecardCachy
11:09:00 3041 LMEOL3 3390-% 2.4 102.7 1027 1.2 1.2 0.2 0.0 1.4

11:15:00 J041 LMEO13 3380 0.1 06 06 1.0 1.0 4.2 4.0 .8

11:16:00 2BA1 LWKOLZ 3390-% 0.1 0.2 0.2 31e 36 1.9 (.0 1.3

8.10.3 High connect time analysis

DASD performance when running Linux guests is very different. After reviewing
the following analysis, an 10 trace was pedormaed. However, as wa will sea,
somatimas “an VO is not an /0" Linux using the Start Subchannal 110 drivar will
chain aver 100 CCWas tagether - with write oparations, up 1o 130 VO chainad
tagather and parcaived as one 110, At 130 timas 4 K blocks, thal's aver 500 K
transmitted per 0! Sometimes, an 10 is not just an 0.

The graph in Figura 8-2 on page 168 shaws the distribution of read-CCWs over
the channal prcugramsﬁ_ Some 30% of the channel programs have just a single
reac-CCW and anather 20% have 32 reads in them! To phrase it diffarently: more
than 70% of the reads come from a channel program that was reading 128 KB at
oncea.

2 Tha reads ara simply “command-chained” in tha channal programs, nat using suspand and resuma oparations like CP
doas for paging 110
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Example 8-4 on page 169 locks at a control unit during a tast run_The control unit
is an RVA. In this case, the operations were 100% read 110, (High connect times
limit the ability of a control unit to sarvice olher users, so consideration of the
type of work and the appropriate hardware to support the work will be needed.,)
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In this example, the control unit 3B03, with a range of 256 addresses, is
performing a peak of 58.3 1'0s per second, each with an average connact time of
13 milliseconds. Using the 17:21 interval, mulliphcation of 14 mS times 54 1'0 per

second shows that a channel is about 75% busy, As chanmal utilization

increasas, delays waiting for the channel will ocour, You should always ansure
that sufficient channel resources are available to meet your workload

requirameants.

Example 8-4 Control unit during test run

Scraen: ESADSD?

IT50

I of 3 D&S0 Performance Amalysis - Part 1

ESAMON 3.1
QU 3003

Device kDev <550H ser-> <eccccfosponse Times {me)---=

[y
Time Ho. Sarial Type
S
1717200 3003 . 30
1718200 3B03 . 3%40
17:19:00 3803 . 350
¥ 20200 3803 . %0
17:21=040 3R03 %0
1ie22:04 3803 . %0
17:23:0 3B03 . Bl

Busy
=
0.4
0.0
.3
0.4
0.4
.4
0.2

4.2
19.7
4.7
54 .4
54.2
= |
2.1

awy  peak Resp Sery

4.2
19.7
4.7
.4
54.2
8.3
2.4

o5 0.5 ol
[ I B
15.7 157 0.4
16.6 16.6 0.7
16.2 16.2 (L6
15.0 1h.t  O.B
19.2 19.2 0.5

0.0
0.5
L0
1.0
L.4
LY
L.

Pend Disc Conn

0.3

7.2
11.8
14.9
11.1
13.10
7.7

04707 17:09-17:33
2064 A0ECH

After looking at the parformance analysis of this control unit, the next stap is to
understand how many paths to the devics thare are and how thay are impactad.
Example 8-5 shows thera are 4 paths fo tha devices on this control unit; 41, 4C,

36, and 56,

Example 8-5 DASD configuration dspay

Scroen: ESADSOL

ITs0

L of 3 DASD Configuration

Dy

Mo, SyslD Serial Typs

JBAD GCFD
JBAL OCFE
JBAZ OCFF
JHAZ QD0
Jna4 QM1

Desice

LNXD12 33%0-9 N
LHXD13 33%0-49 NO
MMLPGZ 33%0-9 O
LNEDIA 23%0-4 N0
LNEDIG 33%0-9 MO

ESAMON ¥3.1 04/07 19:37-19:38
LIMIT 504 DEVICE Jbl 2064 40ECH

se===0nline CHPIDS====> CL] Unit UserD

41 40 36 54
41 4 36 54
41 4C 36 56
41 4C 36 56
41 4C 36 &6

Shr 01 02 03 04 05 Of 07 08 Model

3990-3E

1980-3E .

J380- 3k
195803k
1950-3E

{if ded)

HOisks
Linked

Chapter 3, Parlarmanca enalysis



Mow we need to evaluate channel utilization, in order to help understand the
pafformance of this contral unit, Evaluation of the channel utilization of the four
available channels shows that the multiplication of connect time times 10 rate is
a close approximation. Adding up the values of each channal gives a fatal of
80%. When this approaches 200% (about 8 MB par secand), you will ikely ba
abla to measure delays associated with channel delay. As it only took ane Linux
server in this case to push about 3 to 4 MEB per second, it might be fairly easy to
reach this constraint,

Exampls 8-6 Channel ulifzation analysis

Scraen: ESACHAN TS0 ESAMON ¥3.1 06/07 17:14-17:32
L of 1 Channel Urilization Analysis CHARNEL O0-FF 2064 40ECE

=-Pet Utilization-»
Tima CHRTO Logical Physical Shared

17:21:000 15 a, 00 l.&7 No
I 0,00 26.67 Ho
i Q.0 3.3 Ha
1A 0,00 L.&F Nao
] 0,00 L.ET No
I Q.o n o
1 Q.o 231 Yas
13 0, 0 .00 fes
A 0,00 5,00 Ho
4 0.0 20, 0f Tos
qE 0,00 1.1 Nao
52 a.oi l.&7 Ho
L] 0,00 313 Ho
b Q.o 11.13 o

8.10.4 DASD write analysis

The same analysis was pedormed for a device with write activity. This device
often runs abova 60% utilization, which is high by most standards. With a
connect fime of betwean 30 to 40 ms, this device would appear to have a severe
problem. And an Y0 rate of 23.7 110 per second is not impressive. A CP trace
shows this davice to ba performing write operations that are multitrack of up 1o
500 KB per 110,

Exampls 8-7  Whrits oparalions analysis

Scraen: ESADSO? 1TSD ESEMON N3, 1 08007 20:00-20:21
1 of 3 D&S0 Performance hmalysis - Part 1 DEVICE Jba3 2064 40ECH

170 Lirwx on 18M @ s@rver 23aries and 50390 ISPASP Solufions



Dy Device Zley <55CH 580> Connns Fesponse Cimes {ms)=--=
Time Ho. Serial Type  Busy  avg peak Besp Sery Pend Disc Conn

Ed

...................

EEEE EEEEE TEEES AEEES SESEE SEEE

20:01:00 3BA3 LMXOLA 3390-% 0.3 0.1 0.1 244 244 0.3 ZIG6 1.4
2008200 3EAT LMXOLQ 3390-% 1.0 0.5 OO 2001 20.1 0.2 16l 1.3
20:0%9:00 3BAY LNXOLA 3390-9 0.0 0.2 0.2 04 D4 02 0D D2
20e12:00 3BAY LMXOL4 3340-% 6.4 1.5 1.5 46,0 46.0 0.5 3.1 42.3
20:13:00 3BAY LMXOLY 3390-9 54.4 147 147 2%.0 2%.0 1.4 2.1 25.%
20:14:00 3BAY LMNOLA 3390-% B4.2 E3.7 3T 3R6 3R.6 LD 2.7 31,
20115200 3BAY LMXOLA 33490-9 63.9 18.0 14.0 356 365 1.3 1.5 32,
016200 3BA3 LMXOLA 3390-% 66.5 14.3 14.3 368 35.8 1.2 1.5 33,
P0:17:00 3BAT LNROIA 3390-9 22,7 6.8 648 #7.8 &.B LB 0.0 45,
Z0:20:00 3BAY LMXOLY 330-% 2.1 1.1 1.3 169 15.% 0.5 B2
20:21:00 3BAY LMXOLA 3390-% 0.2 0.2 0.2 116 11.6 0.1 6.1 &,

LR BTN e

8.10.5 DASD/cache

0 rasponse tima is made up of several components that includa disk ratation
time, seok timae, data transfer times, control unit overheads and gueue time. The
technologies to deal with these can be faster disks and differant forms of cachs
(processor-based cache ar storage controller-based cache). Exampla 8-8 further
analyzes tha data from the previous exampla. Nota that cache is active 100% of
tha time (Pct. Actv Samp), and thrae of the four samples wars in tha 10 1o 12%
raac. This validates the stalement that this measuremant was of writa 10,

The 10 far write hits on the YA was almost 100% hit, using DASD fast write.
DASD fast wiite is a funclion provided by the conirol unit that accepts the data,
and terminatas the 'O operation from the host perspactive, Then the contral unit
movas the data to disk. This optimization allows maore [0 ta ba started to the
device without waiting for data to actually be written to the relatively slow disks.
The small number of read 1O were almost always a “hit”, meaning satisfied by
data in the cacha.

Example 3-8 Cache analysis

Scraen: ESADSOS  ITSO ESHMON ¥3.1 08/07 20:11-20:15
1 ef 3 1990-3 Cache Bmalysis OEVICE 3bal J064 40FCH
Pet.  tememmeeeeemeeeeee PEr SECONG--====>
Dey L e Total====ce= T L i ST
[ 1ne Wo. Serial Samp [0 Hits HIt% Reads [0 Hits Hitk

20:12:00 ZBAT LN¥OLA 100 1.4 1.3 90,8 24.1 0.3 0.3 9.5
Me13:00 3BAT LNEOLA 100 182 1706 9.9 122 2.0 2.2 10D
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M lA:m) 3RAT LNNOLA 100 237 38601 10.4 2.4 2447
20r16200 3EAY LMXOLY 100 17,0 166 901 123 2.1 209007

8.11 Network performance

MNatwork performance analysis is part of ESALPS. This allows you to detarmine
what nodes are active, and how much network activity is baing generated by
gach ane. The screen in Example 8-8 shows the active nodes. The onas thal are
recognized as running Linux are noted. The TCPIP and HUBEG are VM TCR/IP
stacks.

From this screan, moving the cursor to a node and pressing PF2 will show the
configuration of that node. Note that in the Name column, a convention was used
fo includs the virfual machine name in the configuration fils when setting up the
SNMP daemon on Linux, This allows you ta look at this configuration data and
recagnize which virtual machine is running the server.

Example 8-9  Active nodes sample

Scraen: ESATCPD ITSD ESAMON ¥3.1 04/09 13:07-13:08
Lof 1 TCR/IP Moda 1ist MIOE * 2064 A0ECH

Herde IF Address Hame

TCPIP

HLIES '

V23 %9.012.0.123 nf3nng-1

ITS0R3F 9,185, 296,237 linux¥ [Limux)

[TS0232  9.185.246.237  1ipux2 {Limux )
FF1=Help FFZ=ESATCRC PR3=(uit PR4=ESATCFT  PFS=ESAHST4 Pal=CP
FF7=Backward PFRA=Forward FFLZ=Exit

PAZ=Capy

mmmn

Pedormance data comes in different flavors. The ESATCP2 screen shows the IP
|layer of data. The four screens showing data from the TCPAP stacks are
ESATCP1, ESATCP2, ESATCPS, and ESATCP4

Looking af a stack as TCP/UDP (transport layer) on top, that is ESATCP1. The
naxt layer of the stack is the IP layer, shown in ESATCR2. ICMP is gshown in
ESATCF3, and the hardware/Interfaca layer 15 shown in ESATCP4.
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Example 8-10 shows the IF layer from the test system, In this instance, there was
nat & lot of activity. What is shown is the number of datagrams forward and
dalivered. Note that the "HUB" stack is a VM TCP/IP stack in a virtual maching
called HUBE, which is acting as a virtual hub batween the Linux sarvers. It
farwarcs all datagrams, rather than delivering them to the local iranspor layer
and applications.

Many errors in TCP/IP are found in the *Discarded’ catagory. There are many
reasons to discard datagrams, such as when they are wrangly addressed, or use
an invalid part. We suggest you track arrars such as thase to detect hackers, and
applications that have coding errors,

Example 8-10 P layer from fast system

Screen: ESATCR? 175D FSAMON ¥3.1 04/09 14:14-14:16
1 of 2 TCPIF Internetwark Layer Data MOOE * LIWIT 500 064 A0ECH

<lnternet Protocol Datagrams per Second = <Datagram outputs
<nput datagrans> <Mscarded [np Errors = <[ scarded>
[ime Rloede fotal  Fwrd Olvrd  Hdr o Adde Port Other Beqst MeRte Other

[0 1h:00 TUEARSTR 1.55 0.00 0.97 000 0000 0000 0030 1,32 0.0d .00
IT80232 098 0.00 098 0.00 .00 0.00 0.00 D98 0,00 Q.00
ITs0e3? 1,18 000 1,16 .00 0.00 0.00 0.0 106 0,00 0.00
HIIGh .53 6.53 .00 000 .00 0.00 0l 0.0 DL0d 0,00
TCPIP 1.0z a0 302 000 0.0 Dupd oL 3.1 .00 0,00
14:15:00 TUKBRSTR 2.60 ©0.00 1.05 0.00 0000 0.00 0000 683 0.00 0,00
ITs021? 025 000 025 000 0000 O.0d 0.0 0,72 0.00 0.00
ITS023  0.82 000 082 000 000 000 0up) 083 (.00 0,00
HIFgg 148 348 000 000 .00 0.00 .0 0.00 D00 0,00
TCrIF 1.65% .00 3.6% 000 .00 0.0 0.00 390 .00 0,00

8.11.1 Network errors

ESALPS also utilizes the TUNETCP macro, which provides network error
information. This macro chacks for up to 50 differant amors on each noda baing
measurad, When network slowdown is perceived, exacuting this macro fram
gither a CMS 1D or from a Web browser will show all ermors detected using the
SNMP data sourca.
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8.12 Server resources

Each server has resource requiremants that are needed for both understanding
server performanca, and for prajecting the capacity requiremeants and growth of
the server. The performance characteristics of each server that you will want to
monitor are; storage, procassor, DASD 110, network traffic, swap, and probably a
faw miore.

The next step bayond maasuring server requiremants is to maonitor individual
applications, When the rasourca requirements of sach application ara knawn,
than the growth of each application allows lor more accurala capacity planning.

Capacity planning allows you to plan price performance, and to provide Service
Leval Agraements. In tha following sections, we provide suggestions on what
application and server data you should monitor and whiy, in order to ensura
optimal perormance.

8.12.1 Resources by application

Buikling a prafile of an application allows for accurale capacity planning. Knowing
the charactenstics of an application also allows you fo know when current
operalional characteristics are out of the normal range, suggasting a problem.
Storage and processor requirements by application should be well known.

8.12.2 Resources by server

Each server's resource (Storage. Processor and 1'O) requirements should be
measured. Detecting vanations in server requirements can ba done with very
little ovarhead. Detarmining that a server is outside the normal rangs of operation
aarly maans that problem rasolution will taka less time.

Exampla 8-11 shows the processor time and storage profile of the top faw users
on this test'development system. By reviewing this data frem your production
workload, you'll have an idea of what servers will top the list (using more CPU
than other servers), which servers typically use a lof of storage, and how much.
Thera are additional displays showing 110 data by user ID, as well.

Example 8-11 Processor ime and storage profile - fop users

Soraen: ESAISE2  ITSD ESAMON W31 06/08 17:29-17:30
1 of 3 User Bespurce Weildization USER * J0R4 A0CCH
KemmeefF LiME-------> &---Mafn Starage [pagas]-----

Usarll  €----{seconds)----» Ti¥ <fesident> Lock <---WS5izg----»
Tima fClass Total Virt Rat Total Actv -ed Total Actv Awg
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730000 Systen: Ia 0ER 35354 1.0 ATIE 3TIE 4e5 412K 412K 11K
TUXACIH 11641 31,528 1.0 Z3M2 23K 0 24303 22K 2
TUX&QM1 2060 2020 1.0 22169 22K 0 24578 24K 24K
VML INUXT 0,283 0,255 1.1 31360 31K 30 3ET6E 32K 3K
WMLINIXL 0.221 0,190 1.2 19193 19 0 24110 24K 249K
ESHRRITE 0.1%h 0,183 1.0 1357 1357 1 130%& 1356 1354
TUXGA02 0.1%) 0,150 1.3 7443 73] 0 7218 T218 7214
VMLINUXA 0186 0,156 1.2 23875 23K 31 23244 23K 2K
YMLINIEY .11 0,141 1.2 &H1% &19% 0 BOME G0FE B0

8.12.3 Resources by accounting

Service Level Agreements include caps on resources used by the customer. If a
customer has multiple servers, you will want an easy way to monitor those
resourcas by customer, The manitar can be usad as the capiure rafio (he
amount of resource accounted for divided by the amount of resource used) is
normally above 99% when using ESAMON to capiure the data. The monitor data
containg accounting codes from the CF directory, Al of the perdformanca data can
then be reparted by accounting code.

8.13 Alerts

Automating detaction of problems is important when you have hundrads or
thousands of servers. Your system will run much better i problems are defected
early. ESAMON pravides a large set of alerts defined in a filke called EXCPN
ALERTOEF. The alert function can be started by any user with access fo
ESAMON with the command ESAMON ALERT Examples of alarts included by
datault are:

» Large virtual machine siorage sizes and working sefs.

»  High virtual maching procassor utilization, spool consumption, page rate, and
' rate.

» Looping user dataction.
Idle usar detaction.

»  Missing user detection to ensure all required users are online. The raquired
usars ara defined in the file named MISSING USER.

»  Missing DASD detection to ensure all required DASD are online. The file

MISSING DASD provides the list of required volume serials,

High system page rates,

Storage offfins.

IDASD utilization and rates,

Processor ufilization

¥ ¥ ¥ ¥
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Alerts can be defined by the installation. Following are some that you may want
tor add:

Excessive resources by accounting numbear

Eligible ists

|F Traffic above a specific Bmil

Linux swap rates and virtual disk pages residant

Buffer cache excassive — this leads to high storage raquirements
MDC “nol allowed” - tair share for MDC excesaded

¥ ¥ ¥F ¥ ¥ ¥

8.13.1 Defining and modifying alerts

Each ESAMON alert is definad in a file called EXCPN ALERTDEF, which
contains multiple alerts such as the following defined. Example 8-12 definas an
alart with code VIMCF, which will show users above 5% i blue, users above 10%
in blue reverse video, and users above 15% in yellow (the latter also has a
warning message sent to the operator).

The text of the alart massage is definad with the text operand. The EXCPN
ALERTDEF fila can {and should) be tailorad 1o mest installation nasds. It was
designed for a CMS interactive environment supporting thousands of users.

Example 8-12  An alert definition

ALERT CPUUTIL ¥MCP

LEVELT & BLUE

LEVELZ 10 BLUE REW

LEVELZ 15 YELLOW BEV ACTION CP MSE OF BUSERID RUNHIRNG CRATY
text User Buserid at Bcpuutils of processor

Figure 8-3 on page 177 shows a user using axcessive CPL: 5 usars with
axcessiva working sats; a user that was idla for an extended period; users thal
should be logged, but are missing,; spocl utilization greater than 207, and mare,
Thrasholds were sel low for this example; in your case, you'll want to adit the
axception definition file to meet your installation’s requiremants. Each type of
alert can be a difierent color, reverse video, and/or blinking, as a way fo
emphasize specilic problams.
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one, Availability of each server should also be monitored,

ESATCF provides alerts to a designated user, which could be to the operator or
to & spacial sarvice machina that has bean sat up with a PROP function. Each
Linux node that will be monitored can have a designated virtual machine user 1D
that will be alerted for ermor messages and for a lack of responsivensss,

The terms 1o nclude in your Service Level Agreements should define the sarvice
being provided, the costs of those service, and escalation procedures, as follows:
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Hesource consumption by consumear, mmimum guarantee, and cap
Resource raporting mechanism, repor datails, reporting granularity
Alert dafinition, wha is to be alerted, and rasponses to be takan
Availability guarantaa, raporting mechanism, and reparting granularity

¥ ¥F ¥ F¥

8.14.1 Availability alerts

There are multiple methods you can use fo measure availability. Unfortunataly,
tha most commaon is to measure the server as being “available” unless a user has
called In to complain! When running a service enviranment, knowing when
sarvers are down is more important. The technologies usad can be something
like ping, which checks a server for response on a regular basis,

ESATCP provides an alert function using SNMP; each node that you have
dafined to ESATCF can be monitored for availability at a granularity of yvour
choice, Setling the AVAILTIME parametar to as low as 5 seconds will cause a
massage to be sent every 5 seconds. When no response for 5 seconds is
parcaived. an alart will ba sent to the designated user, (Nate that this measures
SNMP responsivenass, and not the applications.)

This is suitable for high level availabilty where potential for kosing connactivity
and‘or the server itself exists. One application may still have falled without
impacting ather applications or SNMP. As you devalop more requirements for
availability, you should have fools that test each application. For an example,
refer to the discussion on NetSant in 13.7.1, *NetSaint’ on page 323.

8.14.2 Cost of measuring availability

Whichaver method of measuring availability you choose, ensure that the cost is
minimal. Stores of disabling monitors and having netwaork traffic drop by a
significant percent are not uncammon. The cost of using SNMP for tasting
availability fo a server af each designated nterval is two UDP packets on the
network, each less than 100 bytes.

8.14.3 Availability reporting

The POB provided by ESALPS records the amount of time a server is up during
each interval. The defaull interval is 60 saconds, with hourly summaries. The

folkowing PDB extract provides an hourly summary of availability
EXTRACT:
RECTYPE="51"

X o= *STOPTIME'
¥ o= "HETSYS.UPTINE®
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8.14.4 Measuring service

Each sarver or customear will have agreed-upaon resource access—meaning that
the sarver is quaranteed somes amount of processing power and somea number of
Y0 each interval. The interval could be per hour, or even par minute.

The service consumed is provided in the ESALFS Pedormance Data Base, In
addition, the wait states of these servers are provided as well. The monitor
samplas aach sarver to determine what the sarver is walting for (this could ba
page wait, GPLU wail, idle or several other states).

For this kind of analysis, the monitor should use a sampling rata of .1, or 10 timas
per second. The default setting used by ESALPS is normally a rate of 1 per
gecond. This should ba changed during the ESALFS installation.

8.15 Measurement function installation

For measuring Linux using NETSNMP, you will need to install NETSNMP on
aach sarver you wish to measure. ESALPS is installad on 2/VM.

8.15.1 ESALPS installation

ESALPS is made up of ESATCF, ESAMAP, ESAMON, and ESAWEB, Thay
inclucle the support for NETSNMP data, as wall as standard MIB-I| data. Thess
procducts ara mstalled par diractions that ara providad with tha products.
Parsonnal are available for on-site mstallation assistance as wall.

Each noda (Linux or otherwise) that you wish to manitor will nead to be defined to
ESATCP as a nade file. This file includes the IP address and the community

NArme.

8.15.2 NETSNMP installation

Installing NETSMNMF s documeantad in 13.6 2, "SNMF nstallation” on paga 306.
Configure ESATCP with the password (community name) you have coded, and
than rastart ESATCP. If SNMP is installed with the virtual maching name in the
SYSTEM description, you'll be able to easiy match |F Noda with tha virtual
machine when the virtual machine is aperating uncler VM.
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8.16 Measurement methodology

With measurament data provided from any Linux platform, and in fact amy UNIX
that runs NETSMNMP, you can compare application requirements from one
platform to anothar. This will assist you in choosing which applications to rn on
z5ares and 57390,

8.16.1 Measuring Linux applications

Each application running on a server (virtual or dedicated) will have different
regourcs requiremants. Llsing the host software resource rapart (ESAHSTH)
provided by ESALPS, you can determine the resource requiremants of each
application.

In Example 8-13, sampling everything from SNMP ovar a period of 3 minutes, the
SNMP Dasmon used 0.93% of this Linux {on S5/390) server. The HTTP saervers
are using 8.8 MB each, and SNMPFD is using 2468 K.

Example 8-13 LINUX HOST Soffware Analysis Rapont

Scraen: ESAHSTL ITSO ESAMON Y3.1 08/07 16:46-16:47
I of 1 LINUY HOST Software Analysis Repart NIOE * LIMIT G0 064 A0ECH

se=foftware Prografes=sss=e-ax <CPl) Seconds= ORI Storage(k)
Time fode Hams [ Type Statws Total Intrval Pot  Current
L6:47=00 ITS023T httpd i 0 0 i 000 [0 4836
snmpd i 0 0 21 L.EF 0.93 2068
sulagin { 0 il ] 0L00 L) 448
httpd L 0 il 4 0,00 . aB36
hittpd i 0 i ] 0,00, (e a4
fnetd 0 0 i 0 000 . 576

8.16.2 Measuring Linux server requirements

Each servar may ren many applications. The sum of the resource requirements
of thase sarvers impact the fotal storage requirements, the amount of swap
space required, and the processing power requirements, The ESAHSTT report
provides, by application, the processor and storage requirements of sach
application. These values should ba followed over peak penods to show how they
woulkd impact ofher workloads if moved to a z5eries or 57380, Using the
abbraviated sample from Example 8-13, this server uses about 30 MB for the
idantified applications,
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In Examiple 8-14 and Example 8-15, an ESAUCD?2 real-time example, you can
than measura the total amaount of starage that Linux has allocated. The first
screen shows the amount of real storage and swap storage available and n use
by Linwe. Whan using Linux under 2°M, you'll want to minimize storage
raquirameants.

Alerts can and should be set 1o show when Linux quests use swap, and when the
buffer axceeds some threshald Using swap indicates the need for more mamory,
while a |large buffer indicates too much storage,

Of the 512 MB defined on this system (516328 K}, about 480 MB Is accounted for
betwaan the shared storage, the buffer storage, the cache storage and the “used”
gorage. Reducing the size of the IMS0232 maching by 400 K would have na
impact on the applications currently in usa.

Example 8-14 LINUX UCD Memory Analysis Report (screen 1 of 2)

Soraen: ESAUCDE TS0 ESEMON 3.1 (9/0R 14:35-14:55
1 of 2 LINUY UCD Wemory Bnalysis Report MIOE * LIMIT G500 2064 40ECH

<--feal Storage--» <-----5WAP Storage----> Tatal

Tima Mode Total HAwail Used Total Avail Used MIN  Avail
14: 5500 ITS0232 516323 457K SBUed 143K 142K 1)ah 16000 58960
IT50237  Zhi00d 16K 30hZ4 143K 143K 0 16000 30K

145400 IT30232 516378 447K HBYGD 143K 142K 136D 1ADO0D SEYE0
ITH0237  Zu700d 176K 30674 143K 143K 0 16000 330K

14:53-00 ITR0232 516370 447K HB9ER 143K 142K 1360 l&DO0 SHu68
ITS0237 250000 176K 40674 142K 143K 0 l6000  3MK

14:52:00 IT%02312 516320 457K 59100 143K 142K 1160 1600 59100
ITs023T 250000 176K A0624 143K 143K 0 16000 3K

Example 8-15 LINUX UCD Memary Analysis Repart (screen 2 of Z)

Screen: CSAICD2 [T
2af 2 LINUE WD Memory Analysis Report

===3lorage in Use-= Error

Time Hada Sharad Buffer Cache Message
14:62:00 [TSO232 37786 ITE112 w412

[TS0237 28412 28952 10216
14:50:00 [TS0232 M0 376112 9432

[T5023F  ZA417 ZBYSZ 10206
14:50:00 [T50232 38340 I7B112 9412

ITRO237 28417 28952 10216
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8.16.3 Measuring VM Virtual Machine

On VM, the resource reports (ESAUSHZ, ESAUSH3, ESALSHA) show tha
rasourcas of the virtual machine. When analyzed, the data from the ESAHSTH
display closely malched the processing requirements reported against the virtual
machine by YM on the ESAUSH2 display.

8.17 Tuning guidelines

In the fallowing sections, we provide miscellaneous configuration guidelinas that
will help you aveid problems and bypass errors that may be not be obvious to
installations installing VM for tha first time.,

8.17.1 Paging and spooling (one extent per Real Device Block)

Thera should be only one page or spool extant per valume, Having multiples
extents acds to ovedead and may degrade performance. Both spool and page
0 have baen optimized with a “never-ending channel program” that allows 'O to
bypass the overhaad of starting I'0. By having volumes with different fypes of
data, thare is an added overhead lor each V'O of stopping ane 170 and then
starting ancther.

8.17.2 Enterprise Storage Server (ESS)

For VM, you'll want io define as many Real Davice Blocks as possible; only use
J350-9 emulation when absolutaly necessary,

The issue with current DASD caching technolagy is based on a large percant of
tha /0 being handled by the cachae. Under 2'VM (af least through V4.1, thera is

only one real device block per logical disk—and there is a restriction that only
one I'0 can be started at a time 1o each kbogical disk.

Thus, if you have a very large amouni of data on a single volume, then when one
1O must refrieve data from the disk, no other 10 ¢an be starled even for data
that is currently rasiding in the cache. 055380 supports large volumes using
Farallel Access Volumes (FAY). This allows 05/320 to have mulipla |10 o a
single logical device by defining multiple paths to a davice.

Thus, with PAV, a logical device can be busy, and the data that's being cached for
that device by the ESS is available on other paths, £VM does not suppart this.
Without PAY support, you will get optimum performance with smaller and more
device addrasses.

182  Lirnux on 18M @ mrver 23aries and 50390 ISPYASP Solufions



Howeaver, there arg two considerations:

1. Large files that are accessed by a single task ars not impacted by not having
duplicate paths to data. The task must wait far an 1'0 to complete before
starting anothar ona.

2. Largs numbers of small servers with randem 1O should have the ability fo
have concurrent 10, When configuring your storage contraller. maximize the
number of concurrent VO by maximizing the number of logical devicas.

8.17.3 Virtual machine sizes

Heduce virtual machine sizes as much as possible. Tallorng a server fo a
apecific application and minimizing its storage requirameants will maan mare
starage is available for other servars.

8.17.4 DASD format

The DASD formats and VO drivers are documanted in 8.10, ‘DASD subsystem”
on page 161, You should measure /O response times, the impact of using MDC,
and DASD cache to determing if you are getting the most out of your DASD
subsystem.

With dasdfmt, MDC only works with track cache, and you must usa the ECKD
driver that does start subchannels.

The CMS Formal Resarved has sevaeral advantagas, bath aparationally and from
a parformance perspectiva. Either the DIAG driver {Diagnosa250) or the ECKD
driver may ba ulilized. When using the DIAG driver, MDC can ulilize record level
caching. For applications with 4 K blocks read in & random fashion, record leval
caching will read in just 4 K records instead of full tracks of data. This can reduce
the 10 time, channel delays, and storage requirements. Operationally, the files
may be read using CMS utilities such as backup.

8.17.5 MDC: fair share considerations (NOMDCFS)

Servars thal pravide dala 1o other servars should have OPTION NOMDCFS in
thair directory. MOC is managad with a far share algonthm that will disallow data
fa be inserted in o MOC by users that have exceeded their share, For some
servars, however, using fair share is inappropriate—ao for these sarvars, put
QFTION NOMOCFS in their CF directory antry.
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8.17.6 Swap: RAMdisk vs. virtual disk

To reduce Linux storage (by reducing tha amount of storage Linux will usa for

caching data, yet still have encugh storage o meet operational requiramants),
two methods are available:

1. You can define a RAMdisk as part of Linux virftual storage and use this as
swap. Linux will then only use this storage for a swap disk.

2, You can usa the VM virtual disk facility. By defining a virtual disk and then
telling Linux to use it as a swap devica, you have a swap device in storage.

Whian using virtual disks for swap, the important measurament is the amount of
storage being used by the swap disk, from the VM perspective. When the amount
of storage used for swap becomes large as comparad to the viriual machina size,
you are likely incurring overhead of moving pages from swap to Linux main
storage (which is a cost in processing time).

Whila no rules of thumb have bean developed for this yat, you could assume that
controlling the rate of Linux swap activity should ba the secondary objective, with
the primary cbjective being to redece the total storage (virtual machine plus
virtual disk) requirements. The ESAVDSK real time display provided by
ESAMON shows exactly how much storage is in use for tha virtual disk, The
ESAVDSK report produced by ESAMAP shows the same information, but
normally over a longer period of time,

The following ESAVDSK is an example of a virtual disk used for swap for the
duration of a single task. When there was a raquirement for more storage, the
virtual disk was usad, After it was no konger neadad, the virtual disk was pagad
ot

Acrean: ESAVDSK ESAMIN ¥1.1
<--pages--> [ASD  X-

fesi= Lock- Page Store

Yelacity Software, Ikc.

Tine funer  Space Mame dent  ed Slots Blks
12:15:01 LIKUKOO1 VOISKELIAUXKOOL S0202 E0009 3l ] b ]
17:16:01 LIKUEOOT VOTSERLIMUKOOL S0202 B0009 3 ] 50 ]
1217000 LINUXGO1 VOTSEEL INURKO0L S0202 E0004 173 | . i
12:18:01 LIKUXO01 VDISKELINUNOOLSO020280008  29) b 35 i
12:19:01 LIKUKD01 VOLSERL DAUKDOLS0202 0004 9] I ah 0
12:39:01 LINUXOO1 VOISKSLIMUNOOLSOZ0280008 259 b 3h i
12:40:01 LINUSO0T VOLSESLIMUKOOLS0202 0009 251 ] 3h 0
12:41:01 LIKUEO0L VOISESLIMUKOOL $0202 80009 207 ] B ]
12:42:01 LTHUEOO] VOTSESLIMUKOOL $0202E0009 207 ] ah ]
12:03:01 LIKUKGOL VOTSESLINUKOOLS0202 E0004 13 ] i
12:44:01 LINUKAGOL VOTSKSLIMUKDOLS0202 80004 13 b 280 i
12:45:01 LINUKOOT VDISKSLIMURGOL $0202 50004 13 b 2ab i
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8.17.7 Timer tick kernel changes

The currently avaitable Linux for zSenes and 5/380 distributions implement the
fimer functions in the kamel using a 10 mS nterrupt that increments the 9iffies”
global variabke. Woark is being done on an implementation that is more suitabla to
Linux running as guests undear WM.

When planning on operating many Linux servers under 2%M, you should plan on
implamanting this “no more jitfies” patch as soon as it is available, This reduces
the processor requirements of supporting many idle guests. Without this patch,
you can expect 0.2 10 0.3% of a processor (G5) 10 be used by aach idle server,

8.17.8 Kernel storage sharing

Reducing storage requirements by sharng storage is used by CMS for the CMS
operaling system, by programs, and for data. This technalogy is slowly baing
devaloped for Linux, We suggest you watch for developmeanis and implament
tham when possible
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Practical
considerations

Iri this part of tha book we provide explicl examplas of the work we did during
this residency. For a theoretical discussion of the concepts behind installing and

managing ZVM and Linux for z5aries and 5380 systems, sea Part 1,
‘Thearetical considerations” on page 1.
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VM configuration

Running a large number of Linux vitual machines on a VM system is a serious
challange, with many configuration and tuning issuas to daal with in order o
maka the systam work properly. Some of thesa issuas are ralated fo VM, and
some are Linux issues, In this chapter, we locus on the VM aspects of the
configuration.
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9.1 General VM configuration issues

IUsing an average VM system straight out of the box, you will probably not be able
ta run a large number of Linux imagas afficiently, so you should be awara of the

fallowing general guidelines.

9.1.1 Allocate sufficient paging space

Virual machines running Linux tend 10 be rather large (compared o average
CMS users), so be prepared to have sufficient paging DASD set up to
accommodate all the virfual siorage that you give out 1o your users, Linlkes with
CMS usars, over time vifual machines running Linux will use all the starage you
give them.

The recommendation currently is to have twice as much paging space on DASD
than the sum of your total virtual storags, in order to let CP do block paging. This
maans that to run 10 Linux vifual machines of 512 MB each in an LPAR with 2
GB of main storage, you nesd to have 14 GB worth of paging DASD. Failure to do
50 may cause your VM system to take a PGTO04 abend bedore you notics paging
space filling up.

With this amount of space you will not be tempted fo mix it with other data, but it
should be clear you do not mix paging space with ather dala on the same
volumas. If you plan fo use saved systems to IPL Linux images as outlined in this
chapter, you also need to seriously evaluate spooling capacity, because NS5
filas reside on the spool volumes. See 8.17.1, “Paging and spaaling {one extant
par Heal Device Block)” on page 182 to leamn why this is mportant.

9.2 Things to do for new Linux images

When creating new Linux images, the following tasks need to be perormed.

9.2.1 Create a central registry

In order to manage a large number of Linux images on a VM system, you nead to
maintain a central registry of the Linux images and use standard processes to
create the user |0, Several of the utility servicas on VM would need fo do the
correct things to thase images, based on the registration,

For the purpase of this discussion, it doas not really matter whather this “central
raqstry” is your whita board in the office or a few files on a shared disk
somawhers in the system. (However, ease of access and the options far
automation make it attractive to use online files to hold the configuration data.)
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9.2.2 Create the user ID in the CP directory

The CF directory eniry only defines the virtual machine, but many of the
parameters (such as storage) that define the virtual machine can be spacified or
overruled at starlup time. Also, many aspects of the virtual maching, such
pariormance settings, cannat yet be specified m the CP directory and therafora
nead to be handlad by automation softwars, Other aspacts, such as IUCY
authonzation, do nead to ba defined in the CP directory. The point is that i, in
your instalkation, many things need to be arranged outside the CP directory, it is
questionable whethar Linux images need to ba bound to spacilic VM user 1Ds.

Compare this fo an installation with discreta servers where these servers do not
hava a hard disk and boot from the LAN, The tablas in boatp will define what
image neads to run on what hardwara, This makes it easy to deal with hardware
failures and so on.

ou could adopt a similar stratagy in VM and use the parametars that maes be in
the CP directory to help you determing what user 1D to use.

9.2.3 Allocate the minidisks

When you create a Linux image, you naead to allocate and initialize the disks for
the Linux image. You need to plan this carefully so that you can place the
minidisks on the proper volumes.

9.2.4 Define the IP configuration

Each Linux image will need TCPP connectivity, Apart from gefting an IF
addrass for the system and having it registered in the Domain Mame System
(LINS), the Linux image will also nead a network connection. Depanding on the
natwork architecture used, this means you must dafine the IP address in the
OSA configuration or prepare the point-to-point connaction in the VM TCF/IP or
Linux hub.

9.2.5 Install and configure the Linux system

Whan the user |D is defined in VM and TCPAP characteristics are known, the
Linux system can be installed and configurad. Mota that, with a number of similar
Linux images running on the same VM system, there are more efficient ways 1o
get anothar working Linux image than just run the entire installation procass;
thase issues ars addressed in Chapter 10, "Cloning Linux imagas” on page 204
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The scenano described hare is for IUCY connections. The same process can ba
done for CTC connections, with a few minor differences. The first difference is in
the DEVICE and LINK statements (see TCPAP Planning and Customizafion,

5024-5581, for the defails). The othar diffarancea is that virtual CTC davices nead

to be defined in the VM TCR/IP stack virtual maching and COUPLEd fo the
corrasponding other virtual CTC device.

9.3.1 Dynamic definitions and the PROFILE TCPIP file

When the VM TCP/IP stack is started, it reéads the configuration from its profils.
¥When you change the configuration of a running YM TGP/P stack with the
OBEYFILE command, you must alsa update the profile to make sure these
changes will be picked up when the VM TCR/IP stack is restartad.

The QBEYFILE command is unlike ather VM commands, Whan a user issuas
the OBEYFILE command, that causes the VM TCP/P stack link to the minidisk
of that user. It then reads the file specified on the OBEYFILE command from that
digk to pick up the configuration statements, This means the VM TCF/IF stack
must be authorized to Bnk to the user's disk (gither by the ESM ar through a valid

read-password).

Note: If no ESM is used on VM, the raad-password must be supplied as an
option for the OBEYFILE command. It is annoying that the OBEYFILE
~command parses the parameters and options differant from normal CMS
commands. The read-password (spscified as an option after the *(* character)
& anly recognized when filatypa and filemode of the file are spacilied.

A “naive” implemantation of OBEYFILE can causa problems with ad hoc
changeas 1o the TCP/AP configuration. If the pragram is invaked by an automatad
pracass, most of these prablems can be avoided.

Note: Now that the QUERY MOISK comemand with the USER opfion is
~available evan for ganeral users, wa believe it should be considered & bug that
thie VM TCPAP stack does not use this for the OBEYFILE command. With-the
clirrent implementation. it is quile possible for a VM TCP/IP stack 19 link am
mn&ettﬁ:ﬂtand&niwﬂnﬂmmmgcmﬂrgumhnﬁntamn&s : P

Becausa you also need to update the TCP/IP prafile, you want that disk 1o be
linkad F/Q by the VM TCR/IP stack, This way the user that issues the OBEYFILE

commands can also update the profile
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9.3.2 Creating the device and link

The paint-to-paint connection in VM TCR/IP raguires both a device and a link to
be defined in the PROFILE TCRIF file:

L i o e e e e T e e T R ]

Figure 82 The DEVICE sfatement for an IUCV conneciion

eo—L|Mi— ik _peme—1UCN—T ink_sumber—sev|ce_rme e

Figure 8-3 The LINK stafement for a5 IUCY conhachon

While having device names and link nameas pramates flaxibility, for point-1o-point
connections & can become quite cumbersome.

Fortunately TCP/IF doesn't care if we use the same identifier bath for the device
natna and for the link name’. And since the VM TCP/IP stack has just a gingle
point-ta-point connection to each Linux image, we might as wall usa the user 1D
of tha Linux virfual machine as device namea and link name. Since the parsing
rules for the TCP/IP profile do not require the DEVICE and LINK statement to be
on different lines, we can put both on the same line. The syntax may kook a bit
redundant, but this makes it much easier to automate things.

The definition in the TCPAP prafile for a point-to-paoint link to our point-to-point
connections can now be defined as shown in Example 9-1.

Example 3-1 The DEVICE and LINK slatements for our wirfual roufer

device tepip  fucw 40 tepip & Hink €opip duew 0 topip

davice vnlinuxi fucy @ O vl Toued & Hink emlinush fuey 0 vl inuss
davice LumBO0O0 fucy O 0 tusBOOI0 a ink Cux@0000 fucy O buxdndand
davice tumB00] jucy O 0 tuxBOOXI] a link twxd000] ducy O tuxd0]
device CuEBIOE jucy O 0 cuxBOERE a Tink cux&0002 ducy O fuxaliz
device CumBM003 jucy O 0 tuxBOOE & Dimk Cux&0003 ducy O tuxd(s

" Thara is o concam fa future varsions of YA TCPAR will be mone strict in this aspact.
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The first connection is the “uplink” to the VM TCF/IP stack which we used fo give
ESATCP (part of the Linux Parformance Suite) access 1o tha Linux images, The
sacand ane providas a direct connection 1o another Linux image an the same VM
gystem to allow clients in that Linux image (a.q. telnat) to accass the Linux

images. This connaction would not be possible via the real network, Sea 4.4.3,
*Using the OS5A with Linux" on page 25 for more delails.

If you compare this with the syntax definition for the DEVICE and LINK
gtatement, you can deduce which occumence of the user ID is what, {This may
searm confusing, butl will be warth the effort becauss you won't nead o
remember whethar the START statement raquires the link nama or the device
name.)

9.3.3 Defining the home address for the interface

The IP address of the VM TCPAP stack sida of tha point-to-point connectian
must be defined in the HOME statement.

Figure 84 The syniax of the HOME sfalement

e HIHE——[mlarmet_oddr—ink_nome .

For point-1o-point connactions, the same P address can be specified for each

link. Since the IP address does not have to be in the same subnet as the other
zide of the connection (we specily a subnet mask of 255 255 255 255), we can
aven use the uplink [P address for it.

The virtual routar in our example doas not have its own real network interface

gither, but uses an IUCY connection fo the main VM TCF/IP stack. The first part
of tha HOME statemant in our profile is shown in Example 9-2.

Exampls 3-2  Tha HOME stalament in the TCPAP profila

hame
192.166.6.1 tepip
192 16B.6.1 vl [ nuxé
192 16E 6.1 CuxaEH0
197 16861  CuxS0000
192, 168,01 tuza0of:
197.188.6.1 tum&0003

Unfortunately, ¥YM TCPAP requires all intedaces to be lksted in a single
OBEYFILE oparation when a new intarface is added.
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9.3.4 Defining the routing information

The GATEWAY statemant is used to specify the [P address of the stack at tha
other side of the point-ta-paint connection.

[ —

we— UL T TR T & dward _."!r:‘._'h:'p—-'ltnr'n lptions S —
> o
FEALTHET-

Dpblana:

}—l-_o[:r_uu..-'m_me—-r——mﬂﬂ_m: sabiet_value I
PR TS LEE =TT

Figure &5 The symiax of the GATEWAY statermant

As shown in Figure 9-5, each of the connections must be listed in the GATEWAY
gatement. Example 9-3 showa the routing statements for cur virtual router. The
tepip link is the uplink connection to the VM TCP/P stack.

Exampls 8-3 The GATEWAY stafement in the profile

GATERRY
i [IP) Metwork Fivst Link Max. Packet Subnet Subnet
i Address Haop Hame Size (MIU)  Mask Valus
R

9.12.6.96 - topip alas host

9,12.6.74 . ymlfnuse 3188 hist

defaultnet  9.12.6.74  wmlinuse #3138 i

192.168.6.2 = tukBO000 3188 st

192.168.6.3 = tuxB0001  A148 fiest

19216869 = tuxB0007F A48 host

192.166.6.5 - TuxB0003 2188 host

The defaultnat raute is to the Linux machine ymlinuxg (instead of to the VM
TCP/IP stack, as you might expect); this Is becauss the 192,168 addrasses only
exist on this VM system. Trying to let one of these images connect fo anothar
hasgt in the 9, network woukdn't work becausa thers is no roule back into this VM
systam.

Just as with the HOME statamant, YM TCF/IP requires the entire GATEWAY
statermant 1o ba suppliad in the OBEYFILE command when samething must be
changed or added to it.
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9.3.5 Starting the connection

To start the point-to-point connaction, tha START command is given for the
device.

e TRIT vl e _moms b

Figure 8-8  The syniax of the START command

A single START command is used to start the connection lor the device. The
TCR/IP profile must have START commands for all devices that you want to start.
If you are defining the devices and links up front, it may be an advaniags to
postpone the START until the Linux guest is ready to connect. Otherwise you
would wasta tima (and console log linas) with the VM TCHF/IP stack refrying that
connection.

Retry and reconnect

The connection belweesn two TCP/P stacks via IUCY consists of two IUCY
paths. Each side will “connect” its sending connection to the other party. Fora
working |F connection, both paths need to be up. Whean the sending IUCY path is
‘sevared” by the other and, he stack will respond by “severing” the other path as
will.

Thera is difference between the way the VM TCP/IP stack and the Linux netiucy
driver handle the connaction setup, When an existing connection is stoppad from
the WM side, Linuw will notice thal and bring the link down as well (and show thal
in the system log.

However, whan the link is started again from the YM side, Linux will nat pick up
the connaction requast. Even an ifconfig ducv0 up command will not do the
trick because the network layer assumes the connection is still up, To make Linux
fake action, you need to execute ifeconfig iucvl down followad by an ifconfig
fucwd up command, Unfortunately, that removes the default route you may have
set up using that connection. We beliave the Linux netiucy driver shoukd ba
changed to listen for a connection attampt again after the path was severed,

If the VM TCP/IP stack is retrying the Bnk, it will attempt to connect to the other
gide every 30 seconds, Batween those attempts, the VM TCP/F stack is
“listaning” all the time and will raspond immediatsly whan Linux trigs to establish
a connaction.
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For a CTC connection, there also is a retry every 30 seconds when the
connection is down. The process is slightly different in thal the VM TCPP stack
doas not have a read outstanding all the time when the connection is waiting to
ba refried. This means that when a new Linu image is brought up, it may nead to
wait up o 30 seconds before the VM TCP/P stack is abls to take notice of the
attempt. This waiting period may seem trivial, but it really is not whan you talk
about bringing up a new image in 90 seconds,

~ Attention: Wa babeva thare ars problems with the way the Linux CTC driver
handles the reconnect. Mare than ance we found Linux in atight leap, trying to
restora a broken CTC connaction. We did not have tha time fo dig into thess

- problems. Casual debugging of this with the CF TFIACE cmﬂnmd Jfﬂ MH

Zwiilli'ra-iﬂ-nﬁtmarlmkﬂamgm P ==t SR

Tha 2# Ewrsrun uﬁm kaﬂml app-earstﬂ ha mangadh uﬁng asfmt&!
period to wait for a response from the ofhar side. That period could ba toa.
-shnrt MEmmﬁaqﬂmmahhmmmaﬁmgmmeﬁm =

9.3.6 Putting all the pieces together

A simple program was written 1o add the connection for a Linux image o the VM
TCP/IP stack. It updates the PROFILE TCPIP and issues the OBEYFILE
command to activate the new connection on the running VM TCF/P stack, To
maka the file easier to parse, wea added a few special commaents in the fila 1o
mark the place where tems should be inserted. Qur TCPIP PROFILE is shown in
Exampla 9-4.

& genaric parsing routing for the configuration file is complicated, but wa do not
need this flexibility whan the new enfries are added through an automated
PIOCASS anyway.

Exarmple 84 The PROFILE TCPIF for our wirlual routey

tinydatabufferponlsize il
mand tarrecerds
timestanp prefis

device Lepip fucy O 0 tepip a link tepip  duwev O topip
davice vmlinuxi fucy O 0 wmlinuxé a [ink vmlinuxé ducy O vmlinugs
device tumBmstr jucy O 0 twxBmstr a link tusBmsir ducy O tuxdmstr
deyice CumBHON fucy 0 0 CuxBOX0 a Tnk Cusd00i) fucy & fuxdix
device tum®ial fucy O 0 uxBOGIL & Tink tuss000] fucy 0 tuEidn
po=device

heama
192.168.0.1 tcpip
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192 168 6.1  wmlinuxe
19216881 Cumdmscr
192, 168,6.1  Euxa0000
198, 166,6.1  Cux@0dl

v o=hoie
GATERAY
i [IP) Metwark First Link Max. Packet Subnet Submnet
i Address Herps Hame: slre (MIU}  Mask Value
B.12.6.96 z tepip  B1EA hast
4.12.6.71 = vinl i puxé B1E4 hais L
dataul tnet G.12.6.74 vyl inugé B1E3 o
192.166.6. 059 - tusBmstr B15 hast
198,168,681 = tux B0 B1Ed hast
192, 168.6.4 = tuxB000L B15H hiast
i o=galeway

start topip
start vmlinpusd
start fusdmstr

SEart Cuxanano
start buxanon]
i =start

With the restrictions wa've put on tha layoul of the canfiguration fils, the program
to do the updates can be really simple, as shown in Example 9-5. The program
adds the proper entries to a copy of the configuration file on the A-disk. It then
builels & temporary file with the DEVICE statement, the START statement and the
HOME and GATEWAY sacfions, and issues an OBEYFILE command against
that file, When QBEYFILE gives a retum code 0, the configuration file & replacad
by the new ane, and the temporary files are erased.

Example 3-5 Simpie program lo add a connachion fo the configuration
J* BLOTCPIP EXEC Ad & Linux guest to TCRFLP £l

parse arg userid nr .

'PIPE state PROFILE TCPIP * | spec wl.3 1 | var config
warkfile = 'TEMP TCPIP A'

'PIPE <' config '|locate {‘userid'S | count limes | var cat’
i1 cnt = 0 Chen
o
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say 'Link far' wserid “probably already present'
refurn 1
end

deve = "device' userid 'fuey 0 0° userfd 'a limk' userid "iucy 0° userid
home = ' 192.168.6.1 " userid

gata = ' 192.168.6."1eft{nr,3) "= " userid ‘8184 host '
skrt = "start" userid

'PIPE {and \}",
"o=! canfig,
'| xl: strtalabel f; =devicef',
'| i: fanin®,
| # warkfile,
" owar devs | 127,
"\oxl:t,
| x2: strtalabel Sy <homef | 1:',
" owar home | 127,
ox?t,
| x3: strtolabel [; sgateway/ | i:',
Y owar gate | i:',
"\oEdt,
| x4: strtalabel f; =start! | 1:'.
"\ war strt | 12,
Yo | e

'"PIPE {end \}",
o= warkfile,

| strfriabel /; =device/', f* Take HIME and GATEWARY sect *f
| strtalabel /; =gateway/",

'"| preface var strt', f* and the START *f
'| preface var devs', S hdd the DEVICE statement %/

| #' userid 'TCPIP A

'OREYFILE" wserid "TCPIP A (READ
if re = 0 then
i
'COMYFILE" worklile config '(OLDD REPL'
"ERASE" workfile
"ERRSE' userid 'TCPIP A
enid
returm rc

Dialeting a link is also possible. Bacause of the simpla layout of the configuration
fila, wa can do it with & program as shown in Example 9-6 on page 201,
Unfortunately, we cannot deleta the davice statement once it is defined to the VM
TCP/IP stack, bul we can at leas! stap it.
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Exempls 8-6 Dalsfing a connachion from he configlration

/% DELTCPIP EXEC Delete a Linux fmage from TORSIP configuration */

parse arg wserid .
'PIPE var userid | xlate lower | var userid’

'"PIPE state PROFILE TEPIP = | spec wi 3 1 | war config’
warkfile = "TEMP TCPIP A°

'"PIPE <' config '| nlocate /"userid'S | =' workfile

'FIPE {and 1}",
o' warkfile,

"| strfrlabel /; =dewices', F* Take HOME and GATEWAY sect *f
| strtalabel 3 =gateway!’,
Y| Titeral STOP* userdd, S oand the START o

" =' userid 'TCPIP A

'OREYFTLE" wsarid "TCPIP A (READ
if ro = 0 then
da
'COPYFILE® workfile config '(OLOD REPL®
"ERASE' warkfile
"ERESE' userid 'TCPIP &'
end
retum rc

9.3.7 Define and couple the CTC devices

In addition to what is shown in previous seclions for peini-to-point connactions
over ILCY, a virtual CTC neads to be defined and ¢oupled. Bath DEFINE and
GOUPLE are GP commands that can be issued through the NETSTAT CP
interfaca. The COUPLE command can be issuad from aither side of tha
connection. The hep command (from the cpint package) can ba used o issus the
COUPLE commands from the Linux side.

To have the virtual CTCs detined at startup of the VM TCF/IP stack, you can
define them in the user directory or includs them in the SYSTEM DTCPARMS file
with the wvcte tag. Whan the CTC is defined through the DTCPARMS fila, the
COUPLE command is also issued (provided the Linux machine is already startad
up). The PROFILE EXEC of your Linux guest shauld also be prepared to define
the virtual CTC (¥ not done through the user directory) and try fo couple to the
VW TCRIIF stack, in case Linux is started after the VM TCP/P stack,
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If you run a larga number of Linux mageas this way, you probably shoukd have a
contral file read by the PROFILE EXEC of your Linux quast to define tha proper
virtual CTCs. Ona opfion would be to read and parse the DTCPARMS confrol file
of TCP/IP so that you have a single point to ragistar the CTCs.

9.4 Using DirMaint to create Linux virtual machines

On a VM system with more than a few usar 1Ds, it is impractical to maintain the
user directory manually. Editing the directory by hand is cumbersome and
arror-prone, Sacurity is another consideration, bacause i you do naot run an
Extarnal Security Manager for VM, logon passwords and minidisk passwords are
also maintained in the user directory—and they are visible in claar text to the
parson mamntaning the directory (and anyaone who looks over his or har
shoulder).

DirMaint is the IBM program product fo manage your WM user directory, its
complete name is “6748-XE4 Directory Maintenance VMESA”,

If yaur installation is using DifMaint, you must use Difdaint 1o maintain the user
directory; you do not have the option in that case of managing your Linux user
IDs by hand-aditing the LWSER DIRECT (and trying to do so could causs sarious
problams). The same holds true when the WM installation is using a directary
managemant product from a solution devaloper like YM:Secure. You cannot
raalistically run differant directory management products on the samsa VM
gystam.

Using Dirbaint is net the only way to manage your user directory; it can also be
managad by a CMS application as a simpla flat fila in CMS and brought online
with the NRECT XA command. If you anly hawve vary typical standard Linux
images, then maintaining this flat file coukd be automaled fairly easily. Howevar,
whian you run ZVM to host a large number of Linux imagas, you are likely to and
up with & lot of user [Ds thal are non-standard or different.

9.4.1 Why to avoid GET and REPLACE

Even whan DirMaint is in contral of your user directory, you can still mosily
maintain it yoursalf § you want to use GET and HEFLACE commands to update
user entries in DirMaint, However, we recommend that you leam the DirfMaint
commands to do incremental directory updates, because this is less error-prone
than editing the directory entries by hand. Understanding how to use these
DirMaint commands will alsa give you an idea of how the process can be
automated.
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An additional bonus for avoiding the vse of GET and HEPLACE is that the
DirMaint conaole lag will give you a full rapoert of each changs thal was made 10
the diractory.

9.4.2 Keeping the user directory manageable

Both directory profiles and prolotype files can be usad to simplify management of
the user diractary,

Directory profiles

The CF user directory supports profiles to be used in the defintion for a user in
tha directory. The INCLUDE directory statemant in the user entry identifiss the
profile to be used for that user. Obviously DirMaint also supports the use of these
directory profiles. The profile tself is managed by DirMaint similar fo user 10s, so
you can use normal Dirbaint commands to add statements to profilas,

The profile contains the directory statements that are identical for the user IDs
(2.9, Ink to common disks, ILCY statements). You can create different profiles for
the diffarent groups of usars that you mamtain.

Exampls 8-7 Sampie directory profile

FROFILE TUX&PROF

ACCOUNT TUXS

[PL 1B

LUCY TUXEMSTH

MACHINE 44

CONSOLE 0004 3215 T

SPOOL (0OC 2540 READER *
SPOOL (000 2540 PUNCH A
SPOOL 00O0E 1903 A

LINE MAINT 0190 01%0 RR
LIKE WAINT 0190 01%0 RR

L THE WATRT 019 ©19F RR
LTHE TUKGM3TR 181 0191 RR
LINE TUXGMSTR DIAL 0141 RR
LINE TUXEMSTR 01A0 (2RO RR
LINE WMLINUXG 01RO 0180 RA

The include profile shown i Example 9-7 is used for all Linux images in a
penguin colony to akow sach of the user IDs o sat wp an [UCY connection to the
‘leader of the colony” (which is TLEXEMSTR, in this cass) and have links 10 some
of tha disks of the leadar.
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Prototype files
A pratofype is like a skaleton for a user enfry in the directory. The protatype is
only usad by the DIEM ADD command with the LIKE option to create a new usar

entry according o the protolype.

Example 9-8

Usinig DIRM ADD with LIKE fo add a user ID

dirm add Cosldiid Tike Cuxd pw Tcefloes
DVHEMTL180L Your ADD request has been sent for processing.
Ready; T=0.04/0.04 14:58:40

DVHREG22881
DVHETI3425]
OYHEIUG425]
DVHSCUE5411
DVHSHN 35411
DVHSHN35411
DVHSHK 35411
DVHSHN35411
DVHRLA3EALT
OVHDRC 34281
OVHDRC 34241
OVHDRC 34281
DVHDRC 34281
[VHRLAZESL ]
DVHREG22381
DVHREG22881]

[YHSHN 35411
OVHSHR3E411
OVHSHH35411
OVHSHN35411
OVHDRC 34281
OVHDRC 34281
(WHDRC 3428 ]
OVHDRC 34281
OVHSHH 34301
OYHSHR34301

Your AID reguest for TUXAODO4 at * has bean accepted.
The source for directory entry TUERI004 has been updated.
The mext OHLINE will take place as scheduled,

Work uni€ 08145842 has been built and queusd for processing,

Processing work unit 08145842 a5 BVOHELD From VML INUE,
netiFying AVDHEL at WMLINUX, request 75,1 for TUXSO004
sysaffin *; Eo: AMIISE 01A0 3390 RUTDG 100 LKX MR BLESIZE
06

Your DMVCTL request has besn relayed for processing.
Changes made to directory entry DATAMONE have just been
placed online.

Changes made to directory entry TURS0004 have just been
placed online.

Your DMYVCTL request has besn relayed for processing.
Your ADD request for TUEEOODOM ab * has complefed; with BC
=1,

Processing work unit 08145842 as BYOHELD From YHLIRL,
notifying AVDHEL at WMLINUX, request 75.1 for TUXBOGO4
syealMin *; Lo: AMOLSK O1AQ 3290 RUTOG 100 LHX HR BLESTTE
400

Changes made Lo directary entry DATAMOVE have just hesn
placed onling.

Changes made Lo directory entry TUESO04 have just been
placed online.

EMOISE operabion for TUSAODOM address 01AD has finished
(WUCF DE145642).

The DIRM ADD command in Example 9-8 shows how user ID TUX80004 was
added using the prototype TUXA. The USER statement in the pratotype file

would causa each user 1D created from the prototypa to have the same

password.
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To avoid that, DirMaint requires the password for the usar |0 to be specified on
the ADD command. The asynchronous messages from this command also rafer
ta the DATAMOVYE user ID. Bacause the AMDISK statement in the pratotypa
specifies that disk should be formatted, it is handed o the DATAMOVE user 1D
first to have it formatted. A so-callad *workunit” is created to formal the disk. The
second part of the cutput shows the messages relatad to the workunit being
created and complated.

Changes that you apply to a protatypa file afterward will not affect the user
entrias created using that protatype. The prototyps s used for dirsctory
statements that cannot be placed in the profile {like USER and INCLUDE) and
MOISK statements that are similar but not identical [although the number of
minidisks and their sizes will be the same, the starting cylindsr will be differant for
aach Linux image). Automatic allocation (using the ALTOV or ALTOG option)
can be used to define the minidisks,

Exampils §-9  Prototyps fils

IFSER TUXE ICEFLOE 48N 256M G
INCLUDE TUXEPROF
MOTSE OLAD 3340 AR 100 LNS MR

Whan a new ugser ID is added using this prototypa fila, Difaint will automatically
allocate 100 cylinders in group LNX for the minidisk,

9.4.3 Rotating allocation

Automatic allocation im Dirhaint is nat only very useful when combined with
skeletons, but also for ad hoe adding of minkdisks o axisting user D5, When
muttiple volumes are grouped together, DirMaint can do rotating allocation on
these volumes and distribute the minidisks over the volumes in that group.

Example 310 Fragmen! of EXTENT CONTROL for rataling allocation

tREGIONS.

“Reqgion]d Vol Ser Regstart  RegEnd Typs

YHLULE  VMLUIR 01 1 33%)-01 3% 1 UISER
LNXOLE  LNRO13 1 10016 339-08 3360 1 USER
LM&14 LMEI14 1 TEKILE 5590-09 1350 1 IISER
LM&O15 LMNEO1S 1 10006 3390-09 139 1 lISER
: ENII,

SGROUPS,

*arouphane BegionList

ANT  VALULR

LMX (ALLOCATE ROTATING)
LNE  LEXDLI LMXOLY LAXO1S
+END.
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The (ALLOCATE ROTATING) entry in tha LNX group in the example causes
DiirMaint to distributs the minidisks over these three volumes. When you uss
automaltic allocation in skeleton files, the disks for the new user would otherwise
probably ba allocated on the same valuma, This could ba bad for 10
parfformance if you have a high degree of multiprogramming in the Linux imags,
aspacially when you use karge disks like (emulated) 3320-9,

9.4.4 Implement exit for minidisk copy

The CVHDXP axit in DirMaint would need ta be implementad to allow DirMaint to
copy disks that contan a Linux file systemn. While increasing or decreasing the
gize of the minidisk with an ext2 file system is faify hard to do, copying an ext?
fila systam from one minidisk fo the other is not dificult (aspecially when CMS
RESEHVEd mini disks are being used, the DFSMS COPY command can to do
thiis),

DirMaint is prepared to use DFSMS when installed. This should allow
DATAMOVE at least fo copy a CMS RESERVE minidisk to another axtent of tha
sama size and device type. (Unfortunately, we were unable ta verify this because
DFSMS was not installed on the VM system we used.) We beliove DFSMS
COPY does not currently copy the IPL records of the disk, so if your Linux
imagas nasd to IPL from disk (rather than NSS), that would ba something to
walch out for.

Implementing a routine for DVHDXP using the program shown in Example 10-4
on page 214 is lairty stralghtforward using the DirMaint documentation. DirMaint
devalopmant is aware of these rastrictions, so it is possibla they will be removed
in some futura version,

9.5 Using an alternate boot volume

Linux for 5390 does not use 11l1o as the Intel implemeantation does?, Being
unabla o get back to your pravious kermal can make testing a new kemel
somewhat risky. However, you can mount a small minidisk over (boot and use
thal as the |PL device: Example 9-11 on page 206 shows how Lo preparg one of
tha two IPL minidisks.

Example 3-11 Prepaning a saparale boof disk

Focat Sproc/dasd) devices

0206 (ECKD) at (94:0) 15 dasda:active at blocksize: 4096, 36000 Blocks, 140 MB
D204 (ECKD] at (94:4) 15 dasdbractive at blocksize: 3096, 38000 Blocks, 140 ME
0201 (ECKD) &t (94:8] 15 dasdc:active at blocksize: 4095, LE2000 blocks, 1628 MB

2 Tha patchas for tha 2.4 5 kernel from June 2001 changa verious things in this araa. This may awen include an option o
zalact from ditlerant kermals,
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0207 (ECKD) at (94:12) is  dasdd-active at blocksize: 4096, A&5000 blocks, 1528 MB
206RECKD) at (94:16) 15  dasde:active &t blocksize: 096, 18000 blocks, FO NB
J0GBIECKD} at {9d:20) is dasdfeactive af blocksize: 4096, 12000 blocks, 70 NB
# mke2fs fdev/dasdfl -b 4006

wkedfs 1,19, 13=Jul 3000 for EXTZ FS .50, 950604

Filesysten Tabel=

1% cype: Linux

Block size=4096 [log=2)

Fragment 5ize=4096 [log=2)

18016 inodes, 17997 Blocks

Be% blocks (5.00%) reserved for the super user

First data block=0

1 black group

12768 blocks per group, 32TES fragments per group

18016 Tnodes par group

Hricing inode tables: dope

Writing superblocks and filesystem accoumting information: done

# maunt fdey/dasdfl fnt

# cd fboot

#tarof = . | tar &f = <0 font

fod /f

#oumaunt it

# mount [dey/dasdfl fboot

# df

Filesysten 1k-Blacks Used fwvallable Used Mounted an
fdeyidasdbl 139452 43080 41FE 635
fdey/dasdc ] 1842540 752128 99616 43% fusr
fdey/dasdf] HA7F) 1512 (4312 3% fhoat

As you can see, the IPL minidisk could have been much smallar than the 100
cylindears we happenad to have. This new boot disk can now be updated with the
new kernel, and silo makes the disk boolabls.

Example 3-12  Makng the aflamate azk boalable

#oed fhoct
s

Sysbem.map-2,2. 16 inoge image.canfig ipldumg, boat
ipl fbe, bt parmfile parufiTe, arig

bt . map image.autoconf b image.version.h  ipleckd. beot

lost+found  parmfile.map

#oop SwsrSsrcSTinux/arch)s390/boot [ nags .

# cp SusvdsrodTinux/System.map Systen.map-2.2. 16

#ocat parmfile

dasd=0205, 0204 0200, 202, 2064, 2060 root=/dew/dasdbl nainitrd

#4df .
Filasystem 1e-blacks Used Availakle Use% Mounted an
fdev/dasdfl BETED 192) A4304 3% Sbaot

& silo -d /dev/dasdf
p==ipldevice set to Sdev/dasdf
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Testlewal is seL ta 0

[PL deyice 15: 'fdeyfdasdf”

bostsector f5: "fhoot/ipleckd. boot". . ok...
boctmap 1% set tos "Shoot/Boof.map”...ok...

kernel image is: " Sboot/image’. . .ok

priginal parameterfile is: 'Shoot/parmfile”...ak...
final parameterfile is: '/boot/pammfile.map'...ok...
ix 0 offset: DO026a count: Oc address: CxODGHOMI0
1% 1 offset: DO0ETY count: BO address: OxOOOHo0
ix 2: offset: EHET? count: B address: OxCHCUCH)
1% 3 offset: 03T count: Yo address: QeO010cHI0D
i 4 offsel: B03MT count: 02 address: Ox001B3000
ix 5: offset: 000401 count: 01 address: OxOOO0EM00
Bootmap 15 in block no: CxO0000402

¢

To complets the process, you should add the new boot 1o /etctstab so that the
cormact System.map will be picked up by klegd, but you may want to skip that
stap the first time your try your new kemel, You can creats saveral allemata boot
disks this way, if necessary.

3 Huh- &nnﬂmrapm md&wﬁaﬁin th& IBM Hﬂdbu;ﬂt mer&m ﬂﬂd
; zﬂm Distribistions, 5G24-6264. 1t renamas the /boot disectory first, and
;mmsammtmmmm mmlsmawmmﬂ{mm

: Mthnu@'i hﬂi EH]I'Dﬂﬂh wmim as wni we E-a-hmma ma!ﬂlnd wa dntalh:im
;Imhnqkmmmnhﬁmmﬂhmﬂ f : e
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Cloning Linux images

In arder to run a large number of Linux images on VM, you nead to have those
imagas in the first placa. Thera are diffarent ways to creale these images, as
discussad in this chapter.
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10.1 Overview

One way of creating Linux images is 1o install each image from scralch, as if you
wera going with the set of COs from ona sarver to the next, If you run a significant
number of Linux images, and the images are very similar, you may want options
that will halp you avoid repeating the enfire install process for each Linux image.
Frocaduras for this type of repeated installatien for discrete servers have baen
developed for inlermal use in many organizations.

Often these proceduras are tailored to meet the specific requirements of the
organization, An initiative for a genenc approach is the IBM Open Source project
“Linux Ltility for cluster Installation” (LUI). The source coda far this project is
available at the daveloperWorks Web site. Unfortunately, during this residency
we clid not have time to s2e § LU is apphicable fo Linux for 57390 as well, Some
Linux distributions offer their own approach tor repaatad installs (such as tha
¥aST shortcuts in SuSE and the mkkickstart utiity in Red Hat).

¥When you run Linux imagas on VM, you have addifional options. With VM, you
can sasily access the disks of the Linux images even whan the Linux imags is
not running. You can use VM utilities to copy the disks from one image over ta
another image, and then apply the modifications that are needed to use this copy
i thie nesct Linux image. This process of making the copy and applying the
changes is often refarred 1o as “cloning” Linux images.

10.2 Installing Linux images the easy way

210

The most straightforward way to install Linux images on a VM systam is to creale
tha VM user 1D with sulficient minidisks, and install the Linux from some
distribution on these minidisks. If you have only a few Linux images on the same
WM system, you could simply repeal the pracess for each of them. This process
is wall documantad in the redbook (BM @ server Linux for zSerfes and 5590
Distribufions, SG24-6264.

However, if you have mare than just a few Linux images, manually doing the
antire installation over and over again is tedious and inefficient, so you may wani
a few shortcuts. Because the SuSE distribution uses a full-screen menu-basad
installar, it does nat lend tsalf vary well to automated repeated installs. The
Turbolinux and Red Hat distrbution is easier to automate if you are planning to
do a frash install for each Linux image.
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10.2.1 Providing fast access to the install medium

If you have only a small number of Linux mages, you may want to do a fresh
install for each of them. You may also want to do this for educational or
recreational purposes. Rather than getting all the rpm packages via TCP/P for
each nstall, you can put a copy of the 150 images on a large minidisk and have
tha Linux image use a R/O link to that disk,

The commands in Exampla 10-1 shaow how to maunt the IS0 images of the
installation CDs o your file system baefore you start the installation program.
With the 150 images mounted like this, you can point YaST to the fnstall'edd
directory to find the nstallation matenal.

Example 10-1 Mount the M50 images via the loop device

# mkdir Jinstal

#cd finstall

# mkdir edl cd? cdd

# mount -0 loop,ro suse-us-s390-cdl, fso cdl
fmount -0 Teap,ro suse-us-s390-cdZ, 150 od?
# mount -0 loop,ro suse-us-s390-cd3, (50 cdd
#oed f

# yast

You can simplify this process even further by unpacking the 150 images to a
ginoka large ext? file system (thereby avoiding the use of the loop davice during
the install}. This way you can also add your own packages to the installation
medium, or upgracke some of the packages in it,

Example 10-2 Copy the contenis of e 1SO images to a e system

# maunt Jdev/dasdal font

#od finstall

Food edl ; tar of - . | tar apf - <C S § od ..
#od ed? ; tar of - . | tar apf - =C JontS ; od ..
#od odd ; tar of = . | tar apf - =C ft § od ..
#cp Sboolfipleckd. bool .

dod f

# umount finstall

# moumt Jdev/dasdel Sboot

# 1n susefinages/tapeipl . 1kr image
# 1 susefinages/parmfile parmfile
# 1o susefinages/inited Tnited
# sila -d Jdewfdasde -r fnitrd
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The last few commands in Example 10-2 creata links in the root directary of the
disk 1o each of the starter files (kemel, parametsr file and initrd imags) and a
copy of ipkeckd.boot. The 5110 command makes the disk bootable for installation.

To install Linux in a new user |0, you can link to this big disk that contains the
unpackad thrae 150 images and IPL it. Installation from such a disk is very fast,

~Note: Thare iz a bug in tha SuSE install program in that @ missas an FBA
~davice {for example; a VDISK) when building the paramieter file after instaliing
the packages. After you exit YaST, you must mount the new root device again
ard edil the parameter file 1o include your swm I:l-wlﬂﬁ at lha*h-agmm ¢1' the
- pam:aterslmheﬂhﬁitkwar E——

iorderto be mlammtanfurmarpadmgasaﬂanm — yﬂu’ﬂwmi.h
includa the disk with the installation files as weli—do that at the mfl of thla
- parameters for the DASD driver. Finally, run sile again. -

10.3 Building a quick start disk

By using the “hidden” option of the silo command, you can maks a disk with a
kernal, paramoter file, and initrd 1o be used as the startup system or rascue
systam (to avoid punching kernel and HAMdisk images). As with the recipa in
8.5, “Using an altamata boot volume" on paga 208, vou nasd to mount the disk to
be prepared on boot in order for sile to work. The diference i in the -r option
of 511, which allows you to spacity the initrd image,

Example 10-3  Using silp to make & guick start disk

vl inusé s fbant € silo -d Sdev/dasdh -r 1eitrd.gz
p->ipldevice set to fdev/dasdh

p=>randisk set to initrd. gz

lestlevel 15 22t Lo 0

[PL device is: '/dew/dasdh’

bostsector sz "fhoot/ipleckd. boot”. . .ok..

bootmap 15 sel to: 'Shoot/boot.map”...ok...

Kernel image 15: "fhoot/image’.. .ok, ..

eriginal parameterfile is: 'fhoot/parmfile”...ok...
final parameterfile is: "/boot/parnfile.nsp'. ..ok, ..
inicial ramdisk 15z "Inftrd.gz’.. ok

i% 0y offsec: DOOL6d count: Dc address: OXOOODIMID
i 1: offset: BI017a counts: BO address: OxO000c000
iy 2+ pffset: 0001fa count: BO address: OxO008c000
ix 3 offsef; DO027a count: 6d address: CuODIOcHH0
ix 4 offsef: W02el count: 01 address: OxDOOGEH
15 &; offsel; 001dL0 count: Oc address: OxOOSO00
ix 6y offsery DOLdLd count: B0 address: OXOOSDCOD
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. [snip].

ix 28z offset: 002520 count: 80 address: el i0dednd
(% 23: offset: 002540 count: 32 address: Ox0108c00d
Boctmap 1% in Block mo OxOO0002 e

You will also notice that the list of blocks in this case is much longer than when no
RAMdisk image is specified, If you now umount the disk and issue a sync
commend, the disk can be linked from ather user 1Ds 1o quickly bool a aystem
with HAMdisk,

10.4 Copying disks instead of doing a full install

With virtual machinas on VM, you have oplions othar than simply repeating the
antire installation process for each image. For exampla, you can use the DASD
Cump and Restore (DDR) utility after a full mstallation of Linux to copy the
contents of the minidisks of one virtual maching to anather s&t of minidisks. This
is very practical if you want to keep a copy of your entire Linux system when you
are going to do significant changss o your Linux system, That othar copy can be
gtartad by linking the minidisk al the correct addrass (this is necassary bacause
the kemel paramaters rafer to the minidisk address).

important: Make sura you shut dows your Linux image before you copy the
—contents of the minidisks. This is obvious when you e the DDR utility in the
~sama virtual machine thal was running Linux, However, when you runthe

D[}Huﬂljrhamlhafuaarlﬂwrh a Fll'mhk lnfu-urUnu:dism w-u naad!-n

kﬂmws h rnhd : : : : —

: 'I'has is !J-u-causa w!'lm Mﬁd:ﬁu!a run.'rrmg Lmuax maga amcﬂplad, ﬂ'la -
rﬂatﬂmg file &yslaﬂ will at bast be dhy' {m:rt ::Iamhr anmtad, GG & fs-l:lr.
5 raqﬁtran:l aihmﬂlrm: Since Linux buffars data in Mamary harh:m m—ihag it

out to disk, your copy could be incomplete and inconsistent if the srstﬁm s

aclively deing work, The ﬂame appieata nmrrml tradiupn of ﬂ'm&e uma I.-th
y'nur'l.l?ﬁlhaliup pm:luu_ : : P

Instead of switching betwaen IPLs of one of these copies in the same virtual
machine, you can also take tha copy and IPL it in another virtual machine.
Howeyver, there are a faw complications when you do this, For axampla, the two
copies of Linux you gel this way are complately identical, including any
configuration changes done by the installation program (e.q. IP address, davice
addresses, atc).
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Therafora, in order to use this approach for generating new Linux imageas, you
nead o find the corract point in the inatallation process to copy the disk, You also
nead to understand what configuration changas must be repeated for the new
image, and how to do thesa changes.

10.4.1 Copying disks for cloning images

Many will tell you that using DDR is the best way to copy minidisks, While it is
probably the cheapest, Table 10-1 shows that it is nat always the fastest way 10
do the job.

Table 10-1 Copying a 250-cylinder minidisk with exid We spslem

Elapsed time (g) | V0s MDC CPU time ()
hits
DDA copy (first) 30 314 a (.148
DDA copy (secand| 29 3014 0 0,125
CMS copy (first) 34 13758 41 {.880
GMS copy [second) 19 13758 1166 0,800

The altarnative copy on CMS was dane with a litthe pipeline that is shown in
Exampla 10-4 {which we could do becauss the disk was praparad with
RESERVE before we ran mke2fs against it). Because this exi2 file system
happenad lo be filled only for 70% in this casa, there ars still a lot of blocks Wled
with binary zara. Thaosa blocks do not nead 1o be copied to tha target disk. The
second run is even faster bacause MOC is offering a lot of help. DOR does not

appaar to banalit from MOC.

Example 104 Using CMS Pipelinas [o copy the payload of a reserved disk

FIPE
< tuxilal tughmstr j {* Read from the input disk wf
| spac number 1,10 v 1-* i* [nsert block mmber 1n racord */
| mot werify 11-* x00 {* Drop when just "O0'% chars ®f
| fileupdate tuxdlad Lux6O00 k i* to write them Lo disk xf

FIPE

ndiskblk number j 1.2 i* Read baot record from disk wf

| mdiskblk write k 1.2 {* and write to farget disk ¥

The question remains as to how much you could benefit from MDC in a real-life
situation when clonng Linux imagas, and whather you can spare the CPL
cycles. When tha file system is more scatterad over the disk, or when the fils
system containg more data than the arbitrary value of 70% used in our test, then
the benefit of the CM3-based copy will soon disappear.
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10.4.2 Determine the point to copy the disks

Al current distributions use a process whara you boot Linux with a HAMdisk to
populate the disks, and then boot from disk. After booting from disk, SuSE for
axampla runs SuSEconfig again and rewrites all kind of fles (including the keys
for 55H, if you installed that). Theretore, the most practical point at which fo copy
tha disks during the install process is just befors this reboot from disk.

Note: This means you must keap this original mstall system, without baoting it, #
you want to clone mora images from it, if necessary, you can get back into YaST
again and add more packages il you have to, and subsequent copias will then
also have those packages installed.

10.4.3 Locating the files to be customized for each cloned image

For each cloned Linux imaga, you now have 1o customize the files that are
preparad durng tha first phasa of the nstall (with |F addrass, host nams, roat
password, etc),

Thera is no easy recipe for this step; detarmining which files need to be changed
will depand an the disinbution and the packages installed. This stap will have fo
ba done for each new release of the distribution, althaugh the diffsrences
betwaan bwo releases of the same distribution will probably be very small.

Various tools in Linux are available to assist in determining which files to changs,
(For example, we ran a find -mtime 0 -type fcommand, which showed that
only 98 out of 82711 files in our SuSE install wers changed). f you look at the kst
of files, you see there are also a few with “old” and “bak”™ in their names that you
can Ignore for this process.

For aach file found by this find command, you can use grap to search for files
that contain the IP addrass or host nama, as shown:

§ grep 192.168.0.2 “Tind -mbime 3 <Lype I*

We expected the changes for a SuSE distribution to be rather trivial’ because
SubEconfig takes many of the configuration paramatars from /etcire.config. After
the reboot, SuSEconfig rewrites most of the files that were identified as changad
during the installation.

" This turmed out to be mare complicated than expactad becausa many things happen outside SuSEconfig (for example,
fafcirouta,conf], The pracess cutlined in the talloeing sactions can handle 3l thesa changes anyway, so thare is lass
risAson o dapand on SuSEconfig for somie of tha work,
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¥When the cloned image uses the same type of network intarface and the sama
OMS and gateway, you do nat have 1o changs these when cloning an image. And
when you select a unigua-enough hosiname and |IP address for the first install,
you may ke abla to just use a few sed commands, as shawn in Exampla 10-5.

Example 105 Upoale the rc.config wilth IP addrass and hostname

cat fmntfete/ro.config b

| sed /192, 168.0.2/192. 168.0.4/ \

| sed s/ tuxfimstr tuxd0002/ = [rootirc.config
cp Sroot/re.config fant/efcdre.config

To change the infial root password, you can chroot to the file sysiem to be
prepared and mvoke the passwd command. (For SuSE, however, this is
somewhat uselass since 1 will prampt for a new password anyway at the first
reboot.)

Using diff to find the changes
foul can also take a more “brute force™ approach 1o identifying the differences
betwaen choned images by using the diff command. The diff command
comparas two files and Bsts the differences between the files,

For this approach, you perform an identical install according 1o the book an two
differant Linux images. Keep these installations the same for the configuration
items that will be the same for all your cloned images (e.q9. the DMS or domain
nama), and then delibarately introduce a diference for the tems that must be
customized for each cloned image {e.g. IP address and hosinama),

After complating the installation up ta tha paint wheare the lirst boot from disk is
requirad, ink bath file systams in a single Linux image (the examples hera show
this running with a RAMdisk system because that's an easier way fo configure
the DASD driver).

Example 10-6 Mounting the two file systams fo be comparad

§ insmod dasd dasd=200,130, 131,160,161, 0
Using /ib/modules /2.2, 16/block/ dasd. o

# cd Smnt

#mkdir a b

# mount Sdev/dasdbl a -r

# mount Sdev/dasdcl afusr -r

# maunt Jdevidasddl b o-r

# mount Jdev/dasdel bfusr -r

#dr

Filesysten le-blacks Used Bwadlable Uses Mounted an
e rand 25401 LEIN in2a ARy f

Jdev Mdasdbl 1741Lh 144964 120160 27% fontfa
Jdew fdasde) 1415848 EO2205 ER1RID 524 Smntfafusr
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Jodew Mdasdd] heh7a A44R4 28 6E: fmnt/h
fdew fdasdal 1415844 Bl 2k eRIAIY  53% Jmntibfusr

The frgmeant in Exampls 10-6 shows how 1o load the DASD driver and mount
tha fila systams undar tha root fils system. Bacausa both installs were done on a
roof file system with two disks, all these disks are neaded here.

Unfortunately, thessa file systems contain absolute path nameas in the syrmbolic
links, s0 you can not semphy run diff against both file trees. Instead, change the
absolute path names in the symbolic links 1o relative anes (there are 69 of those
in & *defaul” install of SUSE). You can identify the problems with the fallowing
commands:

& find -typa 1|xargs 1s -1 $1|cul -b B6-|grep "[* ]* -= /"

Altemativaly, if you don’t want fo change the symbolic links in the file system, you
can first run mdSsum against sach file in bodk file systems (ta campute a checksum
for each file), and then use d1FF on the files that have different chacksums.
Obwiously, computing the checksum for each file with nd3sum is not a cheap
procass, bul on the configuration we used, it complated in two minutes for a
“datault install” of SuSE, You need fo do this once during the praparation.

The scenano in Example 10-7 shows we use the chroot command before
running di . With chroot, you run anather cormmand (the shall, in this casa) with
the specified directary as the root of the file system. The absolute symlinks in the
fila systam now match tha file systam. The exit command tarminates the shell
and relums back 1o the configuration before the chroot commanc.

Example 107 Computing the checksum for each file in the fe syslam

& df

Filesysben lk=blacks Used Bvailable Used Mounted on
Jidew ) rand 25401 L2361 20 a6% S

Sebew s dil 174116 45464 116749 30% Sfmntfa
fdev fdasdecl 1415948 B927%  6R1G3?  57% Smntfafusr
Sdew Mdas dd] 1'% 74 144964 JIEE 6EE Smnbfb
fdev/dasdel 1415040 pO22%  eR1R2Y  52% Smnt/bfusr
# mount bo=0 remount ,

# chraot b

# find { -type 1 | xargs mdSsum $1 = Jsuns
# sart -k 2 Jsums > sumsort
& exit
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Because find did not always raturn the files in the same order, it was nacessary
ta gort the list on file name. We could have done the sor by piping the outpul of
xargs into it, but the temporary files created by sort caused a lot of noise in the

outpat.

Using the files with checksums created in the pravious steps, wa can now idantify
the files that are diffsrent by using di ff 1o compare these twa files, as follows.

d1ff =i afsumsort bisumssort |grep - |eut -b 3A- 4
| afusr/binfgawk ‘{print “diff -u a"$0" b0} ' 4,
| arap /| /binfsh

: Hnta* wg "chaated”& bt wﬂh the glmmmmam Hac&uae I‘r&e- HAI‘u‘IdIaH _
systam did not h&mgahir.' hﬂilad wa usad the gmﬂt ammtah-la from ﬂm
miountad fila system that we were comparing, Howaver, a beiter solution

—wijkl be 1o |rmtalgawkmha Hmﬁrﬁeﬂm—nrhmnwm ﬂflllli.erJI _

system. .

A partion of the autput of running d1ff against thesa pairs of files is shawn in
Example 10-8. The patch command can take a file like this as its input, to apply
the changas to the files in the file system of a cloned Linux image.

Example 10-8 Fragment of the autpuf of dif companng the fles

--- afetefre.config Wed Jul 25 08:42:09 2001
+H bfelefre.config Wed Jul 25 08:48:21 2001
B9 -137,7 +132,7 @8

#

f 1P Adresses

¥
-TFALOR_0="152.1f8.0.2"
+IPADOR_O="1%2. 108.0.3"

[FADOR_L=""

IPADOR_2="*

[PADOR J=""

To use a process like this for customizing choned images. you have 1o genserale
the proper modified varsion of this oufput and feed it fo the patch command. After
cleaning up the output of diff by hand and removing the patches 1o files that will
be replaced by SuSEconfig anyway, a diff file of only 33 linas remained, updating
8 differant files in the systam,

In the diff file, we replaced things like the host name and IP addrass by strings
that are easy 1o identify (like -hostname:), and a simple script with a few sed
commands can now produce the patch file,
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Example 10-8 Scripd o creafe the specific patioh for a cloned image

# fbindsh
(1 [ -z §51; then
echa “Reed hostname [P-address gateway-userid gateway-ip gateway-miu®
exit
fi
cat generic.diff !
| sed *sf:hostname: f§L7 * %
| sed "siclonefp:/f2) "\,
| sed "s/igatesayid:/$37 " N,
| sed "s/igatewayip:/$47 " Y,
| sed *s/igatewaymtu: 35/

Figure 10-1 iBustratas haw the first and sscond install are comparad with d1ff
The output is then transtormed into & generic patch. The shell script in
Exampla 10-1creates a specific patch out of the generic patch. This spacific
patch is used as the input for the patch program

Note: if you generate a patch as oullined, you'l also touch files that are
: rrﬂrtm:i as 'd:l nof mudi".u" bﬁﬂﬁum ﬂ!a:;r am mamlmd hﬁuﬁﬁmﬂg

: hmm y'nu could sinpiy rmdly rm:nnilg and mqn ruh SeuSE:nuﬁg tn
ganerata the other filas. However. n cur case, wa decded to patch the nmpl.t

ﬁEWMMMNnmgMEﬂmgmmmgﬂm
ﬂl‘ﬂtﬂm
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image.

A significant simplification would be if the cloned mages could make use of
Dynamic Host Configuration Protocol (DHCP) nstead of having hardcoded IF
addresses in the confiquration files. However, DHCF requires an Ethernet or
Tokan Ring interface, so it doesn’t work with paint-to-point connactions like ILCY
and CTC interfaces.
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