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DEFINE BLOCK OF PIXELS 
101 

(57) Abstract: TI1e present invention is a 
compression scheme for compressing audio and 
video data. For image compression, an image is 
divided into blocks of pixels. The blocks may be 
4x4 pixels, 5x5 pixels, 8x8 pixels, etc. A number 
of algorithms are used on each block to determine 
the best method of compressing that block of pixels. 
Tn one embodiment, the invention performs tests 
on the blocks. In one embodiment, the pixels of 
the block arc compared to analogous pixels in a 
previous block ( 102). For example, the top left pixel 
of a block is compared to the top left pixel of the 
previous block. If all of the pixels are approximately 
equal to the corresponding pixels in the previous 
block, then no data need be sent for that block 
(104). In a second test, it is determined if all of the 
pixels in a block are approximately equal to a mean 
pixel value (105). If so, then only one color value 
need be transmitted. In a third test, it is determined 
if quantization of the pixels via companding result 
in an acceptable representation of the pixel values 
(108). If so, the quantization is performed. The 
present invention uses quantization (companding) 
codes that are proportional to the logarithm of the 
magnitude of the range quantized, computation of 
a magnitude byte that permits rapid discovery of 
the number of bits used for quantization of a block, 
recursive packing and unpacking of quantized pixel 
data, and two-dimensional paths through the block. 
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METHOD AND APPARATUS FOR COMPRESSION AND 

DECOMPRESSION OF DATA 

BACKGROUND 

1. Field of the Invention 

This invention relates to the field of data compression. 

Portions of the disclosure of this patent document contain material that is subject to 

copyright protection. The copyright owner has no objection to the facsimile reproduction 

by anyone of the patent document or the patent disclosure as it appears in the Patent and 

Trademark Office file or records, but otherwise reserves all copyright rights whatsoever. 

Sun, Sun Micro systems, and MAJC, are trademarks or registered trademarks of Sun 

15 Microsystems, Inc. in the United States and other countries. 

2. Background 

Computer systems are increasingly being used to play back multimedia (audio and 

20 video) files. Current computer systems are often unable to transfer data quickly enough 

from storage to allow adequate playback. To solve this problem, the multimedia data is 

compressed for transmission and decompressed for playback. However, some compression 

schemes are not suitable for environments where there is little processing power available. 

25 Computers are often used to process, play back, and display video data. This video 

data may come from sources such as storage devices, on-line services, VCRs, cable systems, 

broadcast television tuners, etc. Video data is memory intensive, that is, video data requires 

large amounts of memory for storage and use by a computer system. 

1 
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To reduce the transmission bandwidth and memory requirements when working with 

video data, various compression schemes have been developed so that less storage space is 

needed to store video information an.d a smaller bandwidth is needed to transmit it. Prior art 

5 video compression schemes include Motion JPEG, MPEG-1, MPEG-2, Indeo, Quicktime, 

True Motion-S, CinePak, etc. 

Many prior art compression schemes rely on fast processing or powerful processors 

to decompress image or audio data. Many current systems exist where there is very little 

10 processing power available at the point of display. For example, a so called "thin" client 

that is part of a computer system may lack sophisticated processing power. A scheme is 

required that can compress and decompress data with little computational effort. 

2 
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SUMMARY OF THE INVENTION 

The present invention is a compression scheme for compressing audio and video 

data. For image compression, an image is divided into blocks of pixels. The blocks may be 

5 4x4 pixels, 5x5 pixels, 8x8 pixels, etc. A number of algorithms are used on each block to 

determine the best method of compressing that block of pixels. fu one embodiment, the 

invention performs tests on the blocks. fu one embodiment, the pixels of the block are 

compared to analogous pixels in a previous block. For example, the top left pixel of a block 

is compared to the top left pixel of the previous block and so on. If the all of the pixels are 

10 approximately equal to the corresponding pixels in the previous block, then no data need be 

sent for that block, instead, the previous data can be used. fu a second test, it is determined 

if all of the pixels in a block are approximately equal to a mean pixel value. If so, then only 

one color value need be transmitted for the block. In a third test, it is determined if 

quantization of the pixels via companding result in an acceptable representation of the pixel 

15 values. If so, the quantization is used. 

The present invention uses quantization (companding) codes that are proportional to 

the logarithm of the magnitude of the range quantized, computation of a magnitude byte that 

permits rapid discovery of the number of bits used for quantization of a block, recursive 

20 packing and unpacking of quantized pixel data, and two-dimensional paths (even 4 parallel 

paths) through the 4 by 4 or 8 by 8 block. In the case of image processing, the companding 

algorithm is initialized for each block using one byte of pixel data, which represents the 

unquantized representation of the initial pixel of the block. Quantization (companding) 

proceeds on a pixel-by-pixel basis for each pixel in the block. Thus there are only a finite 

25 number of pixels processed for a given block before the quantization algorithm is reset 

using the unquantized representation of the initial pixel of the next block. Because only a 

finite number of pixels is processed, there is a high probability that only a limited range of 

quantization codes will be used for a given block. Therefore, there is an excellent chance 

3 
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that the quantization codes for a given block will fit into one or two bits, not the maximum 

of four bits. This effect permits compression of the quantization codes via the recursive 

packing algorithm. 

4 
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BRIEF DESCRIPTION OF THE DRAWINGS 

Figure 1 is a flow diagram illustrating the operation of one embodiment of the 

present invention. 

Figure 2 is a flow diagram illustrating the operation of one embodiment oftest A of 

the present invention. 

Figure 3 is a flow diagram illustrating one embodiment of test B of the present 

10 invention. 

15 

Figure 4 is a diagram of the path taken by the compander through a block of pixels. 

Figure 5 illustrates altemate paths taken by the compander in the present invention. 

Figure 6 is a block diagram of a compander. 

Figure 7 is a flow diagram illustrating one embodiment oftest C of the present 

invention. 

5 



Vedanti Systems Limited - Ex. 2004 
Page 7

wo 01/57804 PCT/USOl/40040 

DETAILED DESCRIPTION OF THE INVENTION 

A compression scheme for multimedia data is described. In the following 

description, numerous specific details are set forth in order to provide a more detailed 

5 description of the invention. It will be apparent, however, to one skilled in the art, that the 

present invention may be practiced without these specific details. In other instances, well 

known details have not been provided so as to not unnecessarily obscure the invention. 

The present invention is directed to a compression scheme for multi-media data. In 

10 an embodiment that compresses video data, compression is applied to each video frame of 

the video data. Each frame consists oflines of pixels. The pixels are grouped into blocks of 

pixels. The pixels are then subjected to a series of tests to detennine if a simple or less 

computationally intensive compression scheme can be applied to the block. The tests are 

simply the attempted application of increasingly more complex compression techniques. If 

15 a test is successful, that is, if the attempted compression results in adequate compression and 

acceptable quality, then no more testing is done and that compression scheme is applied to 

the block. If a test fails for lack of adequate compression or quality, then the next test in 

sequence is attempted. 

20 The tests are attempted until adequate compression and quality are accomplished, or 

until the last test has been reached. The invention has the advantage of reducing the 

computation required for compression and for achieving greater compression rates than 

single algorithm schemes without loss of quality. A flow diagram of the operation of the 

invention is illustrated in Figure 1. At step 101 a block of pixels is defined. This block may 

25 be 4x4, 5x5, 8x8, or any other suitable block size. At step 102 a first test A is performed on 

the block. At decision block 103 it is determined whether the test is satisfied for 

compression and quality. If so, the system sends no data at step 104 and retums to step 101. 

6 
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If the decision at block 103 is not satisfied, the system applies a second test B at step 

105. At decision block 106 it is determined whether the test is satisfied for compression and 

quality. If so, that compression scheme is applied at step 107 and the system returns to step 

101. 

If the decision at block 1 06 is not satisfied, the system performs test C on the block 

at step 108. At decision block 109 it is determined if the test resulted in appropriate 

compression and quality. If so, the scheme is applied at step 110 and the system retrieves 

the next block at step 101. If not, the block is uncompressed (step 111). 

Although the system ofFigure 1 shows the use of three tests for compression, the 

present invention can be used with any number of tests as appropriate. The number of tests 

used may impact the speed of compression and decompression. Where that is of concern, 

fewer tests may be used. However, the present invention contemplates an asymmetrical 

15 compression/decompression scheme, where compression might take longer than 

decompression. 

In one embodiment of the invention, gamma corrected RGB color components for 

each pixel are transformed to obtain Y, Cb, and Cr components. Y, Cb, and Cr are 

20 compressed independently to produce compression data for the block of pixels. For each of 

25 

Y, Cb, and Cr, the compression scheme produces six different compression codes that vary 

according to the block under consideration. Thus, for each pixel within a block, there are 

three outputs, each consisting of a compression code followed by a variable number of bytes 

of compressed data. 

7 
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The compression codes of this embodiment of the present invention (applied to a 

4x4 block of pixels) are as follows: 

Compression Code Interpretation Bytes 

0 0 bits per pixel 0 

1 112 bit per pixel 1 

2 1 bit per pixel 3 

3 2 bits per pixel 5 

4 4 bits per pixel 9 

5 8 bits per pixel 16 

The present invention combines the three compression codes into one "opcode" 

byte, followed by a variable number of bytes of compressed data for each ofY, Cb, and Cr. 

The opcode byte is constructed by packing the three compression codes in radix-6 

format. Letting Cy, Ccb, and Ccr represent the compression codes for Y, Cb, and Cr 

10 respectively, the opcode byte 0 is constructed as: 

15 

0=6( 6Cy + Ccb) + Ccr 

In one embodiment of the invention, test A determines whether each pixel in the 

block being tested is approximately equal to the corresponding pixel in a previous block. 

For purposes of this discussion, the block being tested is referred to as the "present block" 

and the block to which it is compared is referred to as a "previous block". The previous 

block may be a block in a previous frame (such as a block in the corresponding block 

8 
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position as the present block). Alternatively, the previous block may be a block in the same 

frame as the present block, such as the immediately preceding block. 

In test A, a variance is calculated between the present block and the previous block. 

5 This previous variance may be calculated as: 

10 

15 

where Pi represents the present pixel value and bi represents the previous pixel value. 

If the previous variance Vp falls below a threshold referred to as the "previous 

variance threshold", then the previous block of pixels is an adequate approximation ofthe 

present block of pixels and it can be substituted for the present block. This is very efficient 

encoding since no block data need be transmitted for the present block. 

The present invention provides additional optimization in this embodiment. If all 

three color components (Y, Cb, Cr) pass the variance test A, there is an assumption that the 

block of data is probably part of an image background that does not change much between 

subsequent frames of the image sequence. It is also likely that this block of pixels is 

adjacent to other blocks of pixels that represent other relatively invariant parts of the image 

20 background. When this occurs, the invention initializes a counter to one, and for each 

subsequent, adjacent block for which all three colors pass the variance test, the counter is 

incremented by one. This creates a nm length limited (RLL) optimization oftest A. 

Whereas use of the opcode byte permits each block to be represented by one byte, 

25 the RLL optimization permits the representation of many blocks by only two bytes, where 

the first byte specifies the run length encoding and the second byte represents the length of 

the run. If only the second byte were used to indicate run length, only 255 blocks could be 

9 
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included in a run. This limitation is overcome by using part of the opcode byte to encode 

the most significant bits of the run length value. 

The opcode byte contains three compression codes encoded in radix-6 format. 

5 Because each compression code can assume a value ofO through 5, the opcode byte 

assumes values ofO through 215, leaving 40 unused values in the opcode byte. These 

unused values can be taken advantage of to encode the MSB' s of the run length. Letting o 

represent the value of the opcode byte and c represent the value of the count byte, then the 

values may be obtained from the count value via: 

10 o=(count>>8)+216 

c=count-[(count>>8)<<8] 

where>> represents the right shift operator and >>8 is equivalent to division by 256, and 

where <<represents the left shift operator and <<8 is equivalent to multiplication by 256. 

When the opcode byte and the count byte have been calculated as above, then the count 

15 value may be obtained from these two bytes by: 

20 

count=[(o-216)<<8]+c 

This approach allows the encoding of a run length of 10,239. 

The first test of this embodiment of the present invention looks for blocks that are 

approximately identical, that is, their variance is within some threshold value. If a series of 

blocks have pixel values that vary slowly, each present block, when compared with a 

previous block, may satisfy the conditions of test A. However, when test A is satisfied, the 

same block is used again and again by the decoder. In some situations, that could lead to 

25 propagation of error. Consider where 100 consecutive blocks vary from each other by some 

small value. If test A is not satisfied for the first block, the pixel values of that block are 

transmitted. The first block now becomes the previous block and the next block becomes 

the present block. If a comparison of the present and previous blocks now satisfies test A, 

10 
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the result is to send no data, because the decoder can use the previously sent block (that is, 

the first block.) If this situation were to repeat for 100 blocks, the first block would be used 

by the decoder for all of the 100 blocks, even though after 100 repeats the difference in 

pixel values between the first block and the present block is 100 times the difference 

5 between any two consecutive blocks. In this situation, the decoder uses the first block for 

the present block even though the large difference between the two blocks does not satisfy 

the conditions of test A. 

The problem can be eliminated by designating the most recently transmitted block as 

10 the previous block. With this approach, each present block is compared to the block 

actually transmitted (in the above example, the first block.) In this manner, gradual changes 

15 

in pixel values will eventually exceed the threshold for test A and result in transmission of 

the present block (and correspondingly replace the previous block with the newly 

transmitted block.) 

It should be noted that, in one embodiment of the invention, test A can include a 

check for exact equality of a pixel of one block and a corresponding pixel of another block. 

Exact equality is subsumed in the test for approximate equality, but the exact equality test 

has relatively low computational cost and can result in higher compression speeds, 

20 particularly for synthetic graphic images. 

Figure 2 is a flow diagram of one embodiment of test A. At step 200, the pixel 

block to be examined is obtained. At step 201 the pixels are tested for equality with 

corresponding pixels of another block. At decision block 202, if all pixels are equal, 

25 compression code 0 is transmitted at step 208. 

11 
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If the pixels are not equal at block 202 the block variance is calculated at step 203. 

At decision block 204 it is determined if the variance is within the desired threshold. If not, 

the system moves to test B at step 207. 

If the variance threshold is met at step 204, compression code 0 is transmitted at step 

208. A.t step 209, the last transmitted block is set as the previous block at the system returns 

to step 200. 

12 
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If the block fails the first test, then a second type of comparison (test B) is applied. 

5 Test B is actually a two part test. First, test B determines whether all pixels within the block 

10 

15 

are equal to one another. If so, the compression algorithm outputs compression code 1, 

followed by one byte representing the constant value of the color component within the 

block. 

If all of the pixels in the block are not equal, then the least-squares variance v1, is 

computed for the block to see if all of the pixels in the block are approximately equal to 

some mean value as follows: 

v 
Is 

where N is the number of pixels in the block and Pi represents the pixel values. If the least-

squares variance is less than a low-variance threshold, then the mean pixel value for the 

block is a reasonable approximation to the value of all pixels within the block. In this case, 

the algorithm outputs compression code 1, followed by one byte representing the mean pixel 

20 value for the block. Note that a positive least-squares variance test is the second instance 

. where the compression algorithm outputs compression code 1 followed by one byte of data. 

The first instance was the case where all pixels were equal to one another within the block. 

The least-squares variance test is a more general test that subsumes the case where all pixels 

are equal. Thus, it is possible to eliminate the test for equality of pixels, and allow this 

25 condition to be detected as a least-squares variance of zero. However, the equality test has a 

low computational cost and could result in higher compression speeds for images with 

traditional amounts of single color backgrounds. This feature may, for example, be enabled 

when compressing synthetic images, as they are more likely to have regions of constant 

13 
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pixel values. The feature may be disabled when compressing video images, which may lack 

such uniform backgrounds. 

Figure 3 is a flow diagram illustrating one embodiment of test B. At step 300, the 

5 next pixel block to be examined is obtained. At step 301 an equality test is performed to see 

if all of the pixels in the block are equal. If so, compression code 1 is transmitted at step 

302 and the system returns to step 300. 

If all of the pixels are not equal then the least squares variance test is applied at step 

10 303. If the variance test is satisfied at decision block 304, the system outputs compression 

code 1 at step 302 and returns to step 300. If the variance test is not satisfied, the system 

15 

proceeds to test Cat step 305. 

If the least-squares variance is greater than the low-variance threshold, then the 

simple cases have been exhausted, and the pixels within the block are subjected to Test C. 

For each 8-bit pixel value, the quantizer produces a 4-bit quantization code that represents 

the quantized difference between the pixel value and the value of the previous pixel within 

20 the block. (Note that the definition of the previous pixel can mean a number of things). 

Consider the following quantization algorithm: 
for each block 

last_ value = first _pixel 
25 for each pixel_ value p in block 

diff = p - last_ value 
q_ value = quant[ diff] 
last_ value = clan1p[last_ value 

+ dquant[ q_ value]] 
30 emit q_ value 

end 
end 

14 
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The quantization algorithm is implemented using two table lookups. The quant[ diff] 

operation is accomplished via a lookup table addressed by a 9-bit signed difference between 

successive pixel values. The clamp[last_ value+ dquant[ q_ value]] operation is 

accomplished via a lookup table addressed by a 12-bit value that is obtained by catenating 

5 the 4-bit q_ value with the 8-bit last_ value. 

10 

An extension of the above quantization algorithm permits estimation of the 

coarseness ofthe quantization. As the quantizer creates the quantized values for a particular 

block, it creates the quantization variance vq: 

where p;represent the original pixel values and q;represent the quantized pixel values. If the 

quantization variance exceeds a high-variance threshold, the quantization will introduce too 

15 much error into the pixel representation, and hence the quantized data must not be used. In 

this case, the compression algorithm outputs compression code 5, followed by 16 bytes 

representing the 16 unquantized pixel values for the 4x4 block (or 64 bytes for an 8x8 

block.) Prior to comparison to the low- or high-variance thresholds, respectively, the least-

squares variance and quantization variance can be normalized to the square of the mean 

20 pixel value for the block. The normalized variance expresses a constant ratio between the 

least-squares error and the mean pixel value for the block. Because the human visual 

system is sensitive to ratios of light intensity, this approach models the threshold test after 

the physiologic response of the human visual system. 

25 Returning now to the discussion of quantization, if the quantization variance does 

not exceed the high-variance threshold, then the quantized pixel values will be output. 

However, often it is possible to output fewer than four bits per pixel of quantized data. In 

order to output fewer than four bits, it is necessary to define quantization codes such that 

15 
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there is a correlation between the number of bits used by a particular quantization code, and 

the magnitude of the difference that is quantized. Such a definition is: 

Difference Code 

-255 to -91 14 
-90 to -71 12 
-70to-51 10 
-50 to -31 8 
-30to-16 6 
-15 to -8 4 
-7 to -3 2 
-2 to 0 0 
1 to 2 1 
3 to 7 3 
8 to 15 5 
16 to 30 7 
31 to 50 9 
51 to 70 11 
71 to 90 13 
91 to 255 15 

This coding can be important, because for many blocks the interpixel variation is 

sufficiently small that any quantization code produced for these blocks may be represented 

using two bits, or even one bit. 

A test of the number ofbits required to represent any quantization code for a 

particular block may be implemented as follows. Prior to producing the quantization codes, 

the quantizer initializes a magnitude byte to zero. As the quantizer creates each quantization 

code, it inclusively ORs the code into this magnitude byte. When the quantizer has finished 

15 creating quantization codes for all pixels of the block, the magnitude byte contains a value 

that may be bit-tested to determine the maximum number of bits required to represent any 

quantization code for the block. 

16 
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Once the number of bits required to represent any quantization code for the block is 

detennined, the compression algoritlnn packs the quantization codes as two, four, or eight 

pixels per byte, corresponding to four, two or one bit per pixel, respectively. It is possible to 

pack the quantization codes as follows. 

A 4x4 block contains 16 quantization codes, The quantizer places these 16 codes 

into an array of 16 unsigned characters, with each code occupying the four least-significant 

bits of a character. Using the union type available inC, it is possible to simultaneously 

represent the 16-element character array as an array of eight shorts, four integers, or two 

10 long longs: 

typedefunion block { 
unsigned char c[l6]; 
unsigned short s[8]; 

15 unsigned inti[ 4]; 
unsigned long l01ig 11[2); 

} Block; 

Then with a variable b of type Block, it is possible to pack the quantization codes 

20 recursively into the two-, four- and eight-pixels-per-byte representations as follows: 

25 

b->11[0] = ((b->11[0]) << 4) 1 (b->11[1]); 
b->i[O] = ((b->i[O]) << 2) I (b->i[1]); 
b->s[O] = ((b->s[O]) << 1) I (b->s[1]); 

The first of the above operations packs the codes as two pixels per byte, the second 

packs them as four pixels per byte, and the third packs them as eight pixels per byte. The 

worst case, where quantization codes are to be packed eight bits per pixel, requires only 

three shifts and three inclusive ORs per 4x4 block, making for an efficient scheme. This 

30 scheme may be adapted without difficulty to other block sizes, for example, and 8x8 block. 

These recursive packing operations affect the ordering of the quantization codes 

within the 16-element array. If the codes were initially arranged in the following order in the 

array for a 4x4 block: 

17 



Vedanti Systems Limited - Ex. 2004 
Page 19

wo 01/57804 PCT/USOl/40040 

0 12 3 4 56 7 8 9 10 1112 13 1415 

then the recursive packing operations shuffles the codes successively as the packing 

5 operation proceeds from four to two to one bit per pixel, as shown below: 

10 

0 8 1 9 2 10 3 11 4 12 5 13 6 14 7 15 
0 4 8 12 1 59 13 2 6 10 14 3 7 11 15 
0 2 4 6 8 10 12 14 1 3 57 9 11 13 15 

This permutation of the order of the codes is acceptable, so long as the decoder unpacks the 

codes in the proper order. 

For a 4x4 block, the four-, two- and one-bit-per-pixel representations require eight, 

15 four and two bytes, respectively. To these bytes is app~nded one additional byte which 

represents the tmquantized value ofthe first pixel in the block. This byte provides an 

accurate starting point for the decoder at the beginning of each block. This approach makes 

the decoder less sensitive to bit errors that may arise due to transmission noise affecting the 

encoded image data. Additionally, this approach increases the probability that the quantized 

20 pixel data may be represented using less than four bits per pixel. 

Depending upon which packing representation is used, the compression algorithm 

outputs a compression code (4, 3, or 2) followed by one byte representing the value of the 

first pixel of the block, followed by eight, four or two bytes of quantized pixel data (for a 

25 4x4 block.) 

Figure 7 is a flow diagram illustrating one embodiment of test C. At step 700 the 

next pixel block to be examined is obtained. At step 701 the magnitude byte is initialized to 

zero. At step 702 the companding algorithm produces the 4-bit quantization codes. Also at 

30 this step, each quantization code is inclusively ORed into the magnitude byte. At step 703 

the quantization variance Vp is calculated from the original pixel values pi and the 

18 



Vedanti Systems Limited - Ex. 2004 
Page 20

wo 01/57804 PCT/USOl/40040 

quantized pixel values qi. Note that this step may be performed contemporaneously with 

step 702. 

At step 704 the quantization variance is examined. If the quantization variance 

5 exceeds the high variance threshold, then 8 bits per pixel are output in step 705, and control 

transfers back to step 700 to process the next block of pixels. If, however, the quantization 

variance does not exceed this threshold, then the 4-bit quantization codes will be packed and 

outputted. In step 706 the magnitude byte is examined to determine the number of bits 

required to represent the quantization codes (4, 2, or 1). In step 707 the quantization codes 

10 are packed via the recursive packing algorithm. In step 708, the 8 bit value of the initial 

pixel of the block is outputted, followed by the packed quantization codes. Control then 

transfers back to step 700 to process the next block of pixels. 

15 

Prior Pixel 

The quantizer quantizes the difference between successive pixels. A block of pixels 

is two-dintensional. For this reason, the quantizer is directed to follow a path through the 

block, such as the path from point a to point b shown in Figure 4 for a 4x4 block. 

20 Figure 4 shows the path taken by the compander as it proceeds on a pixel-by-pixel 

basis through a 4 by 4 block of pixels, beginning with pixel a (top left) and ending with 

pixel b (bottom left) . The path is continuous with the compander going from left to right in 

the first row, moving to the rightmost pixel in the second row and going right to left, 

moving to the leftmost pixel of the third row and going left to right, and so on. The pixel 

25 data for pixel a is represented using an unquantized (i.e., 8-bit) representation. The pixel 

data for all other pixels is represented using the quantized (i.e., 4-bit) representation. 

19 
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The path shown in Figure 4 optimizes memory access for pixels stored in row order. 

Various alternative paths are possible. For example, in order to optimize quantizer 

performance for Sun's MAJC processor, four separate paths are taken through the four 4x4 

blocks comprised by an 8x8 block. The MAJC processor quantizes pixels along these four 

5 paths in parallel using its four functional units. 

Figure 5 shows 4 different paths taken by the compan!fer as it proceeds along four 

different paths through a 4 by 4 block of pixels. These four paths are taken so that more 

than one path may be processed simultaneously by a parallel processor such as Sun's MAJC 

10 processor. The four paths taken are: a,a,b,c,d; a,e,f,g,h; a,i,j,k,l; and a,m,n,o,p. Note that for 

the flrst of the four paths, the pixel a is listed twice. This is the case because the compander 

calculates the difference between successive pixels along a path. In the case ofthe flrst 

path, the differences are a-a, b-a, c-b and d-e. For the second path, the differences are e-a, f-

e, g-f and h-g. For the third and fourth path, the differences are computed in an analogous 

15 manner. Thus for each path, four differences are calculated. Many different paths are 

possible. A necessary condition is that the decoder must lmow the path that the encoder has 

taken in order that the decoder be able to reconstruct the pixel values in order. It would be 

possible to traverse the block in pseudorandom order, and even in a different order for 

different blocks, so long as the decoder could traverse the block in the same order as the 

20 encoder. Note that any path through the block creates a two-dimensional traversal of the 

block. 

25 

Compander 

Figure 6 is a block diagram of a compander, which is one form of a differential 

pulse-code modulation (DPCM) coder. The diagram shows the quantizing operation of the 

encoder. In particular, the 8-bit value ofthe last pixelli is subtracted fi:om the 8-bit value of 

the present pixel Pi to form a 9-bit value that is quantized to form the 4-bit quantized value 

20 
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qi . In order to update the value of the last pixelli , the encoder performs the same 

operations that are to be performed by the decoder. The dashed box encloses these 

operations. Specifically, the 4-bit quantized value qi is dequantized to obtain a 9-bit value. 

This 9-bit dequantized value is added to the 8-bit value of the last pixelli to obtain a 10-bit 

5 value. This 1 O-bit value occurs because the 4-bit quantized value qi is not a fully accurate 

representation ofthe 8-bit pixel value pj, and so the value obtained by addition of the 9-bit 

dequantized value to the 8-bit value of the last pixell1 may be less than 0 or greater than 255 

(the allowed range for an 8-bit number.) Therefore, the 10-bit value is passed through a 

low-pass filter (LPF) which clamps it to the range ofO to 255. The resulting 8-bit value 

10 becomes the updated value for li . These techniques are known in the prior art. An 

implementation of a compander in an alternate embodiment uses lookup tables to quantize 

and t~ perform the decoding function enclosed by the dashed box. The quantizing lookup 

table is accessed using a 9-bit address, and therefore contains 29 =512 entries. The decoding 

lookup table is accessed using a 12-bit address (created by catenating the 4-bit quantized 

15 value qi to the 8-bit value of the last pixelli ), and therefore contains 212 =4096 entries. 

Decompression Algorithm Operation 

The decompression algorithm is designed to decode byte-aligned data as efficiently 

20 as possible. The first step of the decoding process is to decode the opcode byte 0 in order to 

determine how many bytes will follow for each ofY, Cb and Cr. Because the opcode byte 0 

is encoded in radix-6 format, it is decoded to obtain the compression codes Cy, Ccb and Cc, 

25 

as follows (see eq. 1): 

Cy= 0/36 

Ccb = (Omod36)/6 

Ccr = (Omod36)mod6 

21 
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These decoding operations are implemented as table lookups where the tables are 

addressed by eight bits of 0. 

Once the compression codes have been obtained, the decompression algorithm 

5 constructs a block of~ixels as directed by the compression codes described above. If the 

compression code is 0, no further decoding is necessary because the pixels have already 

been received as the previous block. The pixels are therefore copied from that block. If the 

compression code is 5, then the subsequent 16 bytes represent the 16 pixels ofthe 4x4 block 

(or 64 bytes for an 8x8 block.) Ifthe compression code is 1, then the next byte is to be 

10 stored into all pixels of the block. This operation may be accomplished efficiently by taking 

advantage of the union type described above. Using a variable b of type Block, the byte of 

data is stored in b->c[O], then replicated to all other pixels of the block as follows: 

15 
b->c[l] = b->c[O]; 
b->s[l] = b->s[O]; 
b->i[1] = b->i[O]; 
b->11[1] = b->11[0]; 

If the compression code is 2, 3, or4, then the next byte is the 8-bit representation of 

20 the first pixel of the block, and subsequent bytes represent the quantization codes packed as 

one, two or four bits per pixel, respectively. Because the packing operation has shuffled the 

quantization codes and pennuted their order, the unpacking operation must restore the 

original order. 

25 

30 

The following sequence of operations accomplishes unpacking in the correct order. 

It utilizes a variable b of type Block. The operations recursively unpack the data from one 

bit per pixel to two bits per pixel, from two bits per pixel to four bits per pixel, and from 

four bits per pixel to eight bits per pixel, thus placing each (unpacked) 4-bit quantization 

code into the four least-significant bits of an 8-bit byte: 

b->s[1] = (b->s[O]) & Ox5555; 
b->s[O] = ((b->s[O]) >> 1) & Ox5555; 
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b->i[l] = (b->i[O]) & Ox33333333; 
b->i[O] = ((b->i[O]) >> 2) & Ox33333333; 

5 b->11[1] = (b->11[0]) & OxOfDfDfDfDfDfDfDf; 
b->11[0] = ((b->11[0]) >> 4) & OxOfDfDfDfDfDfDfDf; 

23 
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Once the quantized codes have been unpacked, they may be used to recover 

quantized pixel data. Till,s operation can be implemented as a table lookup as below: 

for each block 

end 

last_ value = first _pixel 
for each quantization-value q_ value in block 

last_ value = clamp[last_ value 

end 

+ dquant[ q_ value]] 
emit last value 

The clamp[last_ value + dquant[ q_ value]] operation is accomplished via a lookup 

table addressed by a 12-bit value that is obtained by catenating the 4-bit q_ value with the 8-

15 bit last value. 

Sound Compression 

The present invention may apply equally well to sound compression. At regular 

20 intervals, the sound companding algorithm is re-set using the unquantized representation of 

a sound sample, in a manner analogous to the way in which the initial pixel for a block is 

represented in an unquantized manner. If the quantization codes are chosen to be 

proportional to the logarithm of the magnitude of the sound quantized, then the probability 

is high that, between any two uuquantized representations of sound samples, the quantized 

25 representations would fit into less than the maximum number of quantized bits. In this case, 

the quantized representations could be further compressed via the recursive packing 

algorithm. 

24 



Vedanti Systems Limited - Ex. 2004 
Page 26

5 

10 

15 

wo 01/57804 PCT/USOl/40040 

CLAIMS OF THE INVENTION 

We claim: 

1. A method for data compression comprising: 

defining a block of pixels as a present block; 

comparing a color value of each pixel of said present block to a corresponding pixel 

of a previous block; 

transmitting no data when each of said pixels of said present block is approximately 

equal to said corresponding pixel of said previous block; 

comparing a color value of each of said pixels of said present block to every other 

pixel of said present block when each of said pixels is not approximately equal to 

said corresponding pixel of said previous block; 

transmitting no data when each of said pixels of said present block is approximately 

equal to every other pixel of said present block; 

quantizing each pixel to a quantized value of said present block when each of said 

pixels of said present block is not approximately equal to every other pixel of said 

present block; 

transmitting said quantized value when said quantized value is within a 

predetermined quantization variance. 
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