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1. Introduction 
Over the past decade we have seen rapid adoption of the mobile smartphones among users worldwide. It is estimated 
that the number of smartphones sold in the year 2013 itself was close to 1 billion [1]. It is not only that these devices 
are affordable but the reason for this evolution of the smartphone business can also be attributed to tremendous 
advancements in the processor, battery and memory technologies. These devices can handle tasks that were 
unimaginable few years ago and hence the name Smartphone. The number of applications being built into these 
mobile devices is ever increasing but so is the computational capability of mobile processors.  One of the surveys [2] 
show that the majority of users purchase smartphones based on its ability to support personal applications. The 
report also indicates that users are most likely to use their phone for multimedia applications like playing games, 
photo editing, streaming audio/video content and web surfing. Also more and more intriguing applications like 
augmented reality is just around the corner and will soon find its way into our lives [3]. Hence, the ability to handle 
multimedia content is very crucial and this is not true just for smartphones but also for other technologies that are in 
use today such as tablets, high tech glasses, play stations etc. But, it is well known that processing of multimedia 
content is highly resource intensive and has a direct impact on the devices` performance. 

Of particular relevance in this report is the field of Image analysis and computer vision. Image analysis involves a 
series mathematical transformations performed on digital images to extract meaningful information. One of the 
ultimate goals that is sought out to be achieved through Image analysis is to use computers for emulating human 
vision. A computer needs to be capable of learning from its visual inputs, make inferences and take the necessary 
action. Computer vision is a field of study that encompasses wide variety of algorithms that are aimed at mimicking 
functionality of human visual system. Computer vision and Image analysis concepts are applied in numerous areas 
spanning from a simple photo editor to complex augmented reality applications.  

Sophisticated computer vision applications require performing transformations on images at very high frame rates. 
An image consists of huge chunk of data (pixels) in the orders of hundreds of KBs (Kilobytes) or few MBs 
(Megabytes) and has direct impact on performance of systems when analyzing them. Running Image analysis 
algorithms on GPPs (General purpose processors) is often not recommended as they are very inefficient.  Especially 
in Embedded systems with tight constraints on timing, it is difficult to achieve real time performance on resource 
intensive algorithms by using only GPPs (CPU). Hence different alternatives have been explored in the form of Co-
processors, DSPs (Digital signal processors), GPUs (Graphic processing units), SIMD/MIMD (Single instruction 
multiple data/ Multiple instructions multiple data) processors and hardware accelerators to work in tandem with 
CPUs to share the workload. GPUs are by far the most preferred choice in the state of the art mobile platforms while 
it is no surprise that custom accelerators are the most computationally efficient alternative. GPUs offer high degree 
of flexibility which can be exploited to improve performance of variety of algorithms, but they are power hungry. 
Accelerators, though very efficient, offer least degree of flexibility and hence are not desirable for varying standards. 
SIMD processors occupy a sweet spot in this hierarchy of processing units as they provide a better degree of 
flexibility when compared to accelerators and also they can be computationally efficient when compared to GPUs if 
the algorithms are vectorizable. In many of the image transformations this is often the case. Since SIMD processors 
have similar architectures when compared to GPUs, considering SIMD processors as a design alternative in mobile 
platforms for Image analysis is highly relevant in this context.  

In this report we focus on implementation of a widely popular and robust feature extraction algorithm called Scale 
invariant feature transform (SIFT) [4] that is applied in variety of computer vision applications. Some of the 
transformations used in SIFT exhibit high degree of data level parallelism and these are mapped on a SIMD 
processor developed by Ericsson called the Embedded vector Processor (EVP).

The structure of this chapter is as follows: in section.1.1 we briefly discuss basics of a digital image and its 
characteristics. Section.1.2 gives a conceptual description of the architecture of embedded vector processor (EVP) 
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