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SYSTEM ANIDD METHOD FOR LOSSLESS
DATA COMPRESSION AND
DECOMPRESSION

CROSS-REFERENCE TO RELATED
APPLICATION

This application is based on provisional application U.S.
Application Ser. No. 00/136,561 filed on May 28, 1999,

BACKGROUND

1. Technical Field

The present invention relates generally to data compres-
sion and decompression and, more particularly to systems
and methods for providing lossless data compression and
decompression using a combination of dictionary and run
length encoding.

2. Description of Related Art

Information may be represented in a variety of manners.
Discrete information such as texl and numbers are casily
represented in digital data. This type of data representation
15 known as symbolic digital data. Symbolic digital data is
thus an absolule representation of data such as a letter,
figure, characler, mark, machine code, or drawing.

Continuous information such as speech, music, audio,
images and video frequently exists in the natural world as
analog information. As 15 well-known to those skilled in the
art, recent advances in very larpe scale integration (VLSI)
digital computer technology have enabled both discrete and
analog information 1o be represented with digital data,
Continuous information represented as digital data is often
referred to as diffuse data. Diffuse digital data is thus a
representation of data that is of low information densily and
is typically not easily recognizable to humans in its native
form.

There are many advanlages associated with digital data
representation. For instance, digital data is more readily
processed, stored, and transmitted due to its inherently high
noise immunity. In addition, the inclusion of redundancy in
digital data representation enables error deiection and/for
correction. Error detection and/or correction capabilities are
dependent upon the amount and type of data redundancy,
available error detection and correction processing, and
extent of data corruption,

One outcome of digital data representation is the conlinu-
ing neced for increased capacily in dala processing, slorage,
retricval and transmittal. This is especially true for diffuse
data where continuing increases in fidehty and resolution
create exponentially greater quantities of data. Within the
current arl, dala compression is widely used 1o reduce the
amount of data required to process, transmit, store and/or
relnieve a given quantity of information. In general, there are
two types of data compression lechniques that may be
wilized either separately or jointly to encode and decode
data: lossy and lossless data compression

Lossy data compression techniques provide for an inexact
representation of the original uncompressed data such that
the decoded (or reconstructed) data differs from the original
unencoded/uncompressed data. Lossy dala compression is
also known as irreversible or noisy compression. Negent-
ropy is defined as the quantity of information in a given set
of data. Thus, one obvious advantage of lossy data com-
pression is that the compression ratios can be larger than that
dictated by the negentropy limil, all at the expense of
information content, Many lossy data compression tech-
nigues scek to exploit various traus within the human senses
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to eliminate otherwise imperceptible data. For example,
lossy data compression of visual imagery might seek 1o
delete information content in excess ol the display resolution
or contrast ratio of the target display device,

On the other hand, lossless data compression techniques
provide an exact represeniation of the original uncom-
pressed data. Simply stated, the decoded (or reconstructed)
data is identical to the original unencoded/uncompressed
data. Lossless data compression is also known as reversible
or noiseless compression. Thus, lossless data compression
has, as its current limit, a minimum representation defined
by the negentropy of a given data sel.

[t is well known within the current art that data compres-
sion provides several unique benefits. First, data compres-
sion can reduce the time to transmit dala by more efficiently
utilizing low bandwidth data links. Second, data compres-
sion economizes on data storage and allows more informa-
tion to be stored for a fixed memory size by representing
information more efficienily.

A rich and highly diverse set of lossless data compression
and decompression algorithms exist within the current art,
These range from the simplest “adhoc” approaches to highly
sophisticated formalized techniques thal span the sciences of
information theory, statistics, and artificial intelligence. One
fundamenital problem with almost all modern approaches is
the compression ratio verses the encoding and decoding
speed achieved. As previously slated, the current theoretical
limit for data compression is the entropy limit of the data set
to be encoded. However, in practice, many factors actually
limit the compression ratio achieved. Most modern com-
pression algorithms are highly content dependent. Content
dependency exceeds the actual statistics of individual ele-
ments and often includes a variety of other factors including
their spatial location withio the data sei.

Within the current art there also presently exisls a strong
inveise relationship between achieving the maximum
(current) theoretical compression ratio, referred to as “algo-
nthmic effectiveness”, and requisile processing time. For a
given single algorithm the “effectiveness” over a broad class
of data sets including text, graphics, databases, and execul-
able object code is highly dependent upon the processing
effont applied. Given a baseline dala sel, processor operating
speed and target archilecture, along with 1ts associated
supporting memory and peripheral sei, “algorithmic cffi-
ciency” 15 defined herein as the time required 1o achieve a
given compression ratio. Algorithmic efficiency assumes
thal & given algorithm is implemented in an oplimum objeet
code representation executing from the optimum places in
memory. This is virtually never achieved in practice due to
limitations within modern optimizing software compilers. In
addition, an optimum algorithmic implementation for a
given input data set may nol be optimum for a different data
set. Much work remains in developing a comprehensive set

s of metrics for measuring data compression algorithmic

performance, however for present purposes the previously
defined terms of algorthmic effcctiveness and cfficiency
should suffice

Of the most widely utilized compression technigues,
arithmetic coding possesses lhe highest degree of algorith-
mic ¢ffectiveness bul, as expected, is the slowest to execute.
This is followed in trn by dictionary compression, Huffman
coding, and run-length coding techniques with respectively
decreasing execution times. What is not apparent [rom these
algorithms, that 1s also one major deficiency within the
current arl, 15 knowledge of their algonthmic efficiency.
More specifically, given a compression ratio thal is within
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the effectiveness of multiple algorithms, the question arises
as (o lheir corresponding efficiency on various dala sets.

SUMMARY OF THE INVENTION

The present invention is direcled to systems and methods
for providing lossless data compression and decompression.
The present invention exploits various characteristics of
run-length encoding, parameine dictionary encoding, and
bit packing to comprise an encoding/decoding process hav-
ing an efficiency that is suitable for use in real-lime lossless
data compression and decompression applications.

In one aspect of the present invention, a method for
compressing input data comprising a plurality of data blocks
comprises the steps of:

detecting if the input data comprises a run-lengih

sequence of data blocks;
oulputting an encoded run-length sequence, if a mn-
length sequence of data blocks is detected;

maintaining a dictionary comprising a plurality of code
words, wherein cach code word in the dictionary is
associaled with a unique data block string;

building a data block string from at leasl one dala block

in the input data that is not part of a run-length
sequence;

scarching for a code word in the dictionary having a

unique data block string associated therewith that
maltches the built data block string; and

outputting the code word representing the built data block

string.

In another aspect of the present invention, the dictionary
is dynamically maintained and updated during the encoding
process by generating a new code word corresponding to a
built data block string, if the built data block string does not
match a unigue data block string in the dictionary, and then
adding the new code word in the dictionary.

In yet another aspect of the present invention, the dictio-
nary is initialized during the ¢ncoding process if the number
of code words (e.g., dictionary indices) in the dictionary
exceeds a predetermined threshold. When the diclionary is
inibialized, a code word is output in the encoded data stream
to indicate that the dictionary has been initialized al thal
point in the encoding process. An initialization process
further comprises resetting the diclionary o oanly include
cach possible code word corresponding 0 a unique data
block string comprising a single data block. By way of
example, if each data block comprises a byte of data, there
will be 256 possible code words for a data block string
comprising a single byte. In this instance, the dictionary
resel (o its initial stale will comprise 256 enlrics.

In another aspect of the present invention, the dictionary
further comprises a plurality of control code words, wherein
a conlrol code word is designaled Lo represent a dictionary
intialization, a run-length encoded sequence, and the end of
the input data (or completion of the encoding process).
These contral words are used in the decoding process o
re-creale the input data.

In yet another aspect of the present invention, a bit-
packing process is employed to pack the bits of successive
outpul code words representing encoded run-length
sequences and data block strings.

I another aspect of the present invention, a method for
decompressing an encoded data stream comprising a plu-
rality of code wards, which is generated using the encoding
method, comprises the steps of:

maintaining a dictionary comprising a plurality of code

words utilized to generate the encoded data stream,

o
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wherein (he code words in the diclionary comprise
control code words and code words that are each
associated with a unique data block string;

decoding and outputting a run-lengih sequence of data

blocks sssociated with an input code word of the
encoded data siream, if the input code word is a control
code word in the dictionary that indicates an encoded
run-length sequence;

outputiing a unique data block stning in the dictionary that

is associated with an input code word of the encoded
data stream, if the input code word is found in the
dictionary; and

if the input code word is not found in the dictionary,

building a new data block string comprising (1) the
umque cata block slrng associated with a previous
control word found in the dictionary and (2) the first
data block of the unigue data block string, adding the
new string o the dictonary, and oulputting the new
string.

These and other aspects, features and advantages of the
present invention will become apparent from the following
detailed description of preferred embodiments, which is to
be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a system for providing
lossless data compression according to an embodiment of
the present invention,

FIGS. 2a and 2b comprise a flow diagram of a method for
providing lossless data compression according (o one aspect
of the present invention,

FIG. 3 is a block diagram of a system for providing
lossless data decompression according lo an embodiment of
the present invention; and

FIGS. 4Aand 4B comprise a flow diagram of a method for
providing lossless data decompression according to one
aspect of the presenl invention.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

The presenl invention is directed to systems and methods
for providing lossless data compression and decompression.
It 15 to be understood thal the present invention may be
implemented in various forms of hardware, software,
firmware, or a combination thereof. In particular, the present
invention may be implemented in hardware comprising
general purpose microprocessors, digital signal processors,
andfor dedicated finite siate machines. Preferably, the
present invention is implemented as an application program,
tangibly embaodied on one or more data storage mediums,
which is executable on any machine, device or platform
comprising suitable architecture. It is to be further under-
stood that, because the present invention is preferably imple-
mented as soltware, the actual syslem configurations and
process flow illustraled in the accompanying Figures may
diffe- depending upon the manner in which the invention is
programmed. Given the teachings herein, one of ordinary
skill in the related arl will be able to contemplate these and
similar implementations or configurations of the present
invention.

Data Compression

Referring row 1o FIG. 1, a block diagram illustrates a
system 10 for providing lossless data compression according
10 ar. embodiment of the present invention, In general, the
data compression system 10 comprises an input buffer 11 for
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temporarily buffering an input data stream and an encoder 12
for compressing the input data stream. It is to be understood
that the compressed data stream output from the encoder
may, for example, be stored in a storage medium for
subsequent retrieval and decoded using a decompression
method described below, or transmitled over a local or
global computer network (for purposes of increased band-
width transmission) and decompressed al a desired location.
It is to be further undersiood that the input buffer 11 is an
optional component that may be employed, for example, in
real-time compression applications where the rate of com-
pression of the encoder 12 is slower than the bandwidth of
the input data stream,

In general, the encoder 12 employs a unique combination
of compression techniques preferably including run-length
encoding and hash table dictionary encoding lo compress an
input data stream, as well as bit-packing to increase the final
compression ratio. More specifically, the encoder 12 com-
prises a run-length encoder 13 and dictionary encoder 14,
both of which utilize a code word dictionary 15 o oulpul one
or more “code words” represenling a “character siring”
identified by the respective encader 13, 14 in the input data
stream. It is to be understood that the term “character™ as
used herein refers to an input byte of data that can take on
any one of 256 values, and the term “string” as used herein
refers 1o a grouping of one or more characters (byles).
Furthermore, as described in further detail below, in a
preflerred embodiment, a “code word” for a given character
siring comprises a dichionary index (denoted herein as D[1])
of the character string in the dictionary 15.

During an encoding process in which bytes of data in the
impul slream are inpul to the encoder 12, the run-length
encoder 13 will identify a run-length sequence in the data
stream, i.e., a characler siring comprising a plurality of
consecutively similar characters (bytes), and outpul one or
more code words from Ihe dictionary 15 1o represent the
run-length sequence (as explained in detail below).
Moreover, the dictionary encoder 14 wll build a character
string comprising two or more characters (which does not
comprise a run-length sequence), search the dictionary 15
for a code word that corresponds to the character string, and
then output the code word representing the character string.
In addition, if the character string that is built by the
dictionary encoder 14 does not match a characier siring in
the dictionary 185, the dictionary encoder 14 will cause the
character string to be added to the dictionary and a new code
word {c.g., dictionary index) will be associated with that
string. An encoding process according to one aspect of the
present invention will be described in detail below with

reference, for example, to the flow diagram of FIGS. 2Aand 5

2B.

The encoder 12 utilizes a plurality of data storage struc-
tures 16 for temporarily storing data during an encoding
process. For example, in the illustralive embodiment of FIG.

1, a Psiring data structure 17 is employed for temporarily

storing a working character string, Pstring, A C data struc-
ture 18 is employed for temporarily storing a next character
(byte) C 1n the input stream. In addition, a Psiring+C data
structure 19 is used for temporarily storing a character string
Pstring+C which is a string comprising all of the characters
in Pstring plus the character in C. Moreover, an Mcode dala
structure 23 is used for temporarily storing a code word
(Meode) (e g., dictionary index) corresponding to a previous
successful string match in the dictionary. The use of these
data structures will be discussed in further detail below.
The code word dictionary 15 comprises a plurality of
dictionary indices D[i], wherein each index in the dictionary
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15 is mapped (via a mapping module 20) lo either a
predefined control code or a different code word correspond-
ing 1o a character (byte) string. The mapping module 20
preferably employs a hash function to, inter alia, map cach
character siring (e.g., strings of one or more bytes) into a
unique index D[] in the dictionary 15 (although other
mapping techniques known to those skilled in the art may be
employed). As indicated above, in a preferred embodiment,
the cictionary indices D[i] are output as the “code words”
(also referred 1o herein as “Mcodes™)by the encoder 1o create
an encoded file. These code words are processed by a
decoder to decompress an encoded file (as discussed below
with reference 1o FIGS 3, da and 4b.)

In a preferred embodiment, the first three entries in the
dictionary 15, indices D[0], D[1], and D[3], are reserved as
control codes. In particular, the entry for the dictionary index
D[0), or code word “0”, is output 1o indicate (1o the decoder)
that the dicticnary 15 has been resel to its initial state. As
explained in detail below, the dictionary 15 is preferably
reset al the commencement of an encoding process before a
new inpul siream is processed and, preferably, during an
encoding process when the total number of entries D[i] in
the dictionary 15 exceeds a predetermined limit. [n addition,
the dictionary index D[1], or code word “17, is utilized for
the min-length encoding process. More specifically, the code
word 1" is output o indicate that the next lwo consecutive
output numbers (in the encoded sequence) represent a run-
length encoding sequence comprising (1) a character code
and (2) a number denoting the amount of conseculive
characlers found in the data stream corresponding to the
character code, Furthermore, the dictionary index D[2], or
code word *2" is outpul 1o indicate the end of the data stream
and completicn of the encoding process.

The next 256 entries in the dictionary 15 (i.e., index
numbers 3 through 258) each comprise a single characler
sting (e.g., one byte) corresponding to one of the 256
possible character codes. Accordingly, in a preferred
embodiment, the dictionary indices D[0] through D[258] are
the coly entrics that exist in the dictionary 15 upon initial-
ization of the dictionary 15. Any additional character strings
that are dynamically added to the dictionary 15 by the
dictionary encoder 14 during an encoding process will be
consecutively added beginmng at index D[260].

[t 15 1o be appreciated that, as indicated above, for a given
character string under consideration, the encoder 12 will
output (as a code word) the dictionary index number D{i]
corresponding 1o a maiching character string. Since the
dictionary index number is usually less than two bytes and
the input character strings are typically longer than six bytes,
the reduction in the number of bits outpul can be significant.

In one embodiment of the present invenlion, the dictio-
nary encoder 14 can scarch the code word dicuonary 15 for
a matching characler string therein by comparing cach cotry
in the dictionary 15 (o the input character string under
consideration. In certain instances, however, the amount of
entries D110 in the dictionary 15 can increase significantly,
potentially rendering this search process slow, inefficient
and computationally intensive. Accordingly, the data com-
pression system 10 preferably comprises a hash table 21
which is utilized by the dictionary encoder 14 during an
encoding process o reduce the search time for finding a
matching character string in the dictionary 15.

More specifically, in onc embodiment, the hash table 21
comprises a plurality of arrays Array[N], wherein each array
comprises every dictionary index number D{i] in the dic-
tionary 15 having an eniry (i.e., character strings) that begins
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with a character code corresponding to the array index, For
example, the third hash table array Arrary[3] comprises all
the dictionary indices D[i] having a dictionary entry in
which the first character (byte) of the string has decimal

value of “three.,” In the preferred embodiment where the

encoder processes individual bytes of data in the input
slream, since there are 256 possible characters, there are 256
arrays, i.¢., Array[N], where N=1 . . . 256. Advantageously,
the use of the hash table 21 for finding matching strings in
the dictionary reduces the number of string comparisons by
256,

In another embodiment, the hash table 21 comprises a
plurality of nested hash tables. For example, a first level of
hashing can use the first characier to subdivide the dictio-
nary 15 into 256 sub-dictionaries and a second level of
hashing may use the 2™ character of the input string 1o
further subdivide each of the initial 256 entries. Each
additional level of hashing subdivides ¢ach dictionary into
an additional 256 sub-dictionaries. For example, 2 levels of
hashing yields 256 sub-diclionaries and n levels yields 256"
sub-dictionaries. The purpose of this hashing function is to
reduce the time for searching the dictionary 15. For
example, using an n level hashing scheme reduces the search
time by 256"—(n*256).

Furthermore, as explained in detail below with reference

to the process depicted in FIGS. 22 and 25, the hash table is
dynamically modified to incorporate new eniries D[i] that
are added to the dictionary 15 during the encoding process.

In addition, the data compression system 10 optionally |

comprises a bit packing module 22 for providing additional
compression of the encoded data stream. As explained
abave, the maximum size (i.¢., number of entries D[1]) of the
dictionary 15 is predefined and, consequently, the maximum
number of bits of information nceded to ropresent any index
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in the dictionary 15 is known a priori. For example, if the ~

maximum dictionary size is 4000 entries, only 12 bits are
needed to represent any index number. Since dala is typi-
cally transferred in groups of 8 or 16 bits, in the above
example where 12 bits maximum are need to represent the
index number, 4 bits out of every 16 bits would be wasted.

Accordingly, to provide additional compression, lhe
encoder 12 preferably implements the bit-packing module
22 10 pack the bits of successive output code words. It is to
be understocd that any suitable bit-packing technique known
1oy those skilled in the arl may be employed. In a preferred
embodiment, the bit-packing module employs a shift regis-
ter to output at least 16 bits of data when the data is ready
for output. By way of example, assume a 12-bit code word

is initially inpul to the shift register. The next 12-bit code .

word that is outpul is also placed in the shift register, and the
shift register would contain 24 bits of information, Then, 16
bits would be output from the shuft regisier, leaving 8 bits
remaining. When the next 12-bit code word is inpul to the
shift register, the shift register will contain 20 bits, and 16
will be output. This bit packing process is repealed for every
output code word until the encoding process is complete.

Advantageously, the bit packing process according to the
present invention improves the compression by a factor of
1yiz, or 1.33. Moreover, it is 1o be appreciated that the
processing ume requiresd for the bit-packing is negligible.
Consequently, the bit packing process provides increased
compression (“algorithmic effectivencss”) without a signifi-
cant increase in processing overhead (“algorithmic
efficiency™).

Referring now to FIGS. 2q and 2b, a flow diagram
1lustrates a method for compressing data according (o one
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aspect of the present invention. In particular, the encoding
process depicted in FIGS. 24 and 2b illustrates a mode of
aperation of the system 10 of FIG. 1. Initially, the dictionary
15 and hash table 21 are initialized (step 200). For example,
as noted above, the diclionary 15 is initialized to include 259
entries, i.., the first three entries D[0}-D[2] comprise the
control codes and the pext 256 entries D[3}-D{259] com-
prise the 256 possible characler cudes (assuming, of course,
that the encoder processes data blocks each comprising a
byte). Furthermore, the hash table will be imitialized such
that each array Arrary[1]-[N] comprises one entry—ihe
dictionary index D[i] for the corresponding characler code.
Mext, the Pstring data structure 17 (or “Pstring™)s initialized
1o be emply (i.e., it conlains no characters al initialization)
(step 201). It is to be understood that neither the C data
structure 18 (or “C") nor the Mcode data structure 23 (or
“Mende™) require initialization.

Adter the initialization process, a determination is made as
to whether there are any input characters for processing (slep
202). If there is input data (affirmative result in step 202), the
first (or next) character (e.g., byte) in the input stream will
be read and temporarily stored in C (step 203). Then, the
next consecutive characters in the input stream are checked
(step 204) to determine if there is a string of al least s
consecutive characters that match the character stored in C
lo trigger a run-length sequence (step 205), where s is a
predetermined minimum number of consecutive characters
Ihat are required to trigger a run-length encoding sequence.

If there are at least s conseculively similar characters in
the input stream (affirmative determination in step 205), then
a determination is made as 10 whether Pstring is empty (step
206). If Psiring is empty (affirmative determination in step
206), then code words representing the run-length sequence
are oulput (step 207). In a preferred embodiment, the
encoded run-length sequence comprises the predefined con-
Irol code “1" (which is first outpul from the dictionary 15),
followed by the code word for the character stored in C
(which is also obtained from the dictionary), which is then
followed by the number of consecutive characters that were
found in the inpul stream to match the character in C.

On the other hand, if Pstring is not emply (negative
determination in step 206) upon the triggering of run-length
encoding process, before the run-length encoding sequence
is generated and output (step 207), the code word having an
entry (characler siring) that matches the current value of
Pstring is outpul (step 208), and Pstring is sel lo cmply (step
209) Itis to be understood that the code word for the current
value of Pstring 1n this instance would be the code word that
was determined (and temporarily stored in Meode) from a
last successful dictionary search.

If there are not enough co ively si 10
trigger an run-length encoding sequence (negative determi-
nation in step 205), referring now to FIG. 2b, the character
string Pstring+C is generaled (step 210). A dictionary search
is then performed to determine if there is an indexed

h "

s character string that matches Pstring+C (step 211). This

search is performed using, for example, the search tech-
niques described above, e g., searching each eniry in the
dictionary starling from index D[3] to find an entry that
malches Pstring+C, or using the hash table to first determine
cach dictionary index having a characler siring entry that
begins with the first character in the string Pstring+C. It is
to be understood that, during the initial search, there is
always a match found in the dictionary for Pstring+C
because Pstring is empty and C contains a single character
(i.e., in the illustrative embodiment, the dictionary is initial-
ized 1o include all possible character codes ranging from 0
to 255),
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If a mawch for Pstring+C is found in the dictionary
(afirmative result in step 212), the dictionary index D[i]
(code word) corresponding to the matching entry is stored in
Mcode (step 213). Next, the string Pstring+C is slored in the
Pstring data structure (sicp 214). Then, assuming there are
additional bytes to process (affirmative result 1n step 202)
and assuming a run-length encoding process is not inggered
(step 205), the process (i.c., steps 210-214) is repeated until
the current value of Psteing+C is not found in the dictionary
(negative determination in step 212). It is 10 be appreciated
that for each iteration ol this process, as each input character
C is added to the current string Pstring, a dictionary search
is performed for the most current value Pstring+C and the
value of Mcode is updated (but not output) to include the
code word (dictionary index) of the current siring Pstring+C
if it 15 found in the dictionary.

When there is no match found between an indexed string
in the dictionary and the current Pstring+C (negative deter-
mination in sicp 212), the code word stored in Mcode
corresponding 1o the last successful dictionary search (in
which a match for the current Pstring was found) is output
(step 215). As cxplained above, the output code word may
be further-processed using a bit-packing process as
deseribed above to provide additional compression.

Next, a dictionary entry is created for the new siring
Pstring+C (step 216) in anticipation of the new string being
added to the dictionary. A determination is then made as to
whether the addition of the new entry would exceed the
predefined maximum number of entries for the dictionary
(step 217). If the addition of lhe new enlry would oot resull
in exceeding this threshold (negative determination in step
217), the new eniry will be added to the end of ihe dictionary
(step 218), ie., the entry will be indexed with the next
available diclionary index, The appropriate hash table will
then be updated (step 219), ic., the new dictionary index
will be added to the appropriate hash table array.

On the other band, if the addition of the new eniry would
result in exceeding the maximum number of dictionary
entries(aflirmative delermination in step 217), the dictionary
will be reset to its initial state as described above (step 220).
In addition, the hash table will be reset 1o reflect the
imtialization of the dictionary (step 221). Then, a predefined
code word (e.g , code word “07) will be output to indicale
that the dictionary has been reset (step 222). Afler initial-
ization of Lhe dictionary and hash table, the new entry will
be added to the dictionary (slep 218) and the appropriate
hash table array will be updated to reflect the new entry (step
219).

[o any event, once the new enlry for Pslring+C has been
added to the dictionary and the hash table has been updated
appropriately, the Pstring data structure is set 1o include only
the character in C (step 223). The dictionary 15 then searched
for the string Pstring (step 224) and the index number of the
maiching string in stored in Mcode (step 225). It is to be
understood that since Psiring contains one character C and
since all possible characters are in the dictionary, the search
is assured 1o find a maich. Steps 224 and 225 are performed
to ensure that if no match is found the during the next
dictionary scarch, the code word (stored in step 225) cor-
responding lo the match found in step 224 will be oulput,

Referring back to FIG. 2a, if there are more characiers in
the input stream, the process described above is repeated
until it is determined that there are no more characters in the
mput stream (negative determination in step 202). Then, the
code word (current value of Meade) corresponding 1o a
maich for the current value of Psiring is oulput (slep 226).

40
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Finally, a precefined control code word (e.g., code word “2”)
will be output to indicate the end of the encoding process
(step 227).

The following example illustrales several iterations of a
portion of the encoding process described above in FIGS. 2A
and 2B. Assume the input stream comprises the following
string of characters"ababeca ... ", wherein each character
comprises a byle of information. An initialization process is
first performed as discussed above. Then, the first character
a in lhe inpul stream is read and slored in the data structure
C (siep 203). The next character in the input stream b is
checked to determine if i1 maiches a (step 204). In this
instance, it will be determined that there is no match and,
consequently, a run-length encoding process is not triggered.

Accordingly, the string Pstring+C is created (siep 210).
Since Psiring is empty (due to initialization), the new string
Pstring+C is simply . The dictionary is searched for the new
siring. A matching entry for the character string a will be
found since all possible one characier strings are indexed in
the dictionary. The index Dfi] of the match is stored in
Meode (siep 213). The string a (i.e., Psiring+C) is stored in
Pstring data structure (step 214).

The next character in the input stream b is read and stored
in the C data structure (step 203). The next character in the
input stream a is checked to determine if it maiches b(step
204) In this instance, it will be determined thal there is no
malch and, consequently, a run-length encoding process is
not triggered,

Accordingly, the string Pstring+C is created (step 210).
Since Psiring conlains the character a and C conlaios the
character b, the new string is ab. The dictionary is searched
for the new string (step 211). In this instance, a match will
not be found since there is no entry in the dictionary for the
slring ab,

Since no match was found (negative result in step 212),
the code word corresponding to the last match is output, i.c.,
the value in Meode corresponding to the character a is
output. Then, the string ab added to the dictionary at index
D[259] (steps 216-218) (assuming of course that this is the
first aew entry after initialization of the dictionary and the
addition would not exceed the maximum number of allowed
entrics).

Then, Pstring is set to include only the character in C,
which is b (step 223), and the dictionary is searched for the
indexed entry corresponding to a match for Pstring (step
224). Since, in this instance, Pstring contains only a single
charzcter b, a match is guaranteed. The index of the match
is slored in Mcode (step 225).

Then, the next character in the inpul stream a is read and
stored in the C data structure (step 203). The next character
b is checked o delermine if it matches a (step 204). In this
instance, it will be determined that there is no match and,
consequenily, a run-length encoding process is not triggered.

Accordingly, the string be (i.e., Psiring+C) is created (step
210). The diclionary is searched for the new string ba, A
maich will not be found since there is no entry for the string
ba.

Since no maich was found (pegative result in step 212),
the code word corresponding Lo the last match is output, ic.,
the value in Mcode corresponding to the character b,

Then, the string ba added to the dictionary at index
D[260] (steps 216-218) (assuming of course that this is the
sccond new entry after initialization of the dictionary and the
addit:on would pot exceed the maximum number of allowed
entries).
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Then, Pstring is set 1o store the characier in C, which is a
(step 223) and the dictionary is searched for the indexed
entry correspanding to a match for Pstring (step 224). Since,
in this instance, Pstring contains only a single characler a, a

match is guaranteed. The index of the match is stored in s

Mcode (step 225).

Then, the next character in the input stream b is read and
stored in the C data structure (step 203). The next characier
¢ is checked to determine if it maiches b (step 204). In this
instance, it will be determined that there is no match and,
consequently, 2 run-length encoding process is not triggered.

Accordingly, the string ab (i.c., Pstring+C) is created (step
210). The dictionary is searched for the new siring ab (step
211). In this instance, a match will be found since there was
a previous entry added to the dictionary for the siring ab.
Accordingly, the code word (dictiopary index) of the entry
ab {which is this example is D 259]) is stored in Mcode (step
213). The new string ab is stored in Psiring (step 214).

The next character in the input stream ¢ is read and stored
i the C data structure (step 203). The next character in the
inpul stream a is checked to determine if it maiches c(step
204). In this instance, it will be determined that there is no
match and, consequently, a run-length encoding process is
nol triggered.

Accordingly, the string abe (i.e., Pstring+C) is created
(step 210). The dictionary is scarched for the new siring abc.
A match will not be found since there is no entry for the
siring abe.

Since no match was found (pegative result in step 212),
the code word corresponding to the last match is outpu, ie.,
the previously stored value in Mcode corresponding 1o the
character string ab. Then, the string abe is added 1o the
dictionary at index D[261] (steps 216-218) (assuming of
course that this is the third new entry after initialization of
the dictionary and the addition would not exceed the maxi-
mum number of allowed eniries).

Then, Pstring is set to store the character in C, which is ¢
(slep 223) and the dictionary 15 scarched for the indexed
entry corresponding Lo a match for Pstring (step 224). Since
Pstring contains only a single character ¢, a maich is
guaranteed. The index of the match is stored in Mcode (step
225). Again, this process is repeated for all characters in the
input stream.

Data Decompression

Referring now to FIG. 3, a block diagram illustrates a
system 30 for providing lossless data decompression accord-
ing to an embodiment of the present invention. In general,
the data decompression system 30 comprises an input buffer
31 for temporarily buffering an encoded data stream and a
decoder 32 for decompressing the encoded data stream. It is
o be understood that the epcoded data stream may be, e.g.,
received from a storage medium for decoding, or received at
a desired location over a communication channel and
decoded at the location. It is 1o be further understood that the
input buffer 31 is an optional component that may be
employed, for example, in real-time decompression appli-
cations where the rate of decompression of the decoder 32
is slower than the bandwidth of the transmitted encoded data
stream.

In general, the decoder 32 performs, for the most pari, the
inverse of the encoding process described above. As an
encoded data stream is received by the decoder 32, a bit
unpacking module 33 unpacks the bits and restores the
original code words generaled by the encoder 12 (FIG, 1).
Again, it is to be understood that the bit packing module 22
(FIG. 1) is an optional component (hat may be employed to
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provide additional compression of the code words,
Therefore, if bit packing is not implemented for the encod-
ing process, bit unpacking is not employed in the decoding
Process,

The decoder 32 comprises a run-length decoder 34 for
processing encoded run-length sequences in the encoded
dala stream and oulputting the decoded data corresponding
to such encoded run-length sequences. As explained below,
if the run-length decoder detects a control word “1” in the
input data stream, it will read and process the next two
suceessive words in the encoded stream to output the
decoded data,

A dictionary decoder 35 is employed to build a dictionary
37 which is identical 10 the dictionary built by the encoder
12 (as discussed above). Using a mapping module 36 (or any
suitable dictionary lookup [unction), the dictionary decoder
will output character strings that are entries in the dictionary
37 10 recreate the original file.

It is to be understood that the state of the dictionary of the
encoder is always at least one step ahead of the state of the
dictionary of the decoder. Therefore, it is possible that the
encoder will output a code word for a unigue data block
string that the decoder has not yet entered in the decoding
dictionary. This special case occurs when a characler string
is encoded using the string immediately preceding it. When
this special situation occurs, the first and last characters of
the string must be the same. Accordingly, when the decoder
receives a code word that is not in the decoding dictionary,
the decoder will know that the first character of the string
that was encoded is equal to the last character. This a priori
knowledge enables the decoder 1o handle this special case.
It is 1o be appreciated that because there are no lengthy
dictionary searches performed during the decoding process,
it is much less computationally intensive than the encoding
pracess. A decoding process according to one aspect of the
present invention is described below with reference to FIGS.
4A and 4B.

The decoder 32 utilizes a plurality of dala storage struc-
tures 38 for temporarily storing data during a decoding
pracess. For example, in the illustrative embodiment of FIG.
3, a Peode data structure 39 (or “Pcode™) is used for
temporarily storing a previous code word received by the
decoder 32, A Pstring data structure 40 (“Pstring”) is
employed for temporarily storing a dictionary siring corre-
sponding to Peode. A Ceode data structure 41 (“Ceode”) is
employed for temporarily storing a code word that is cur-
rently being processed. A Cslring data struclure 42
(*Cslring”) is employed for temporarily storing a dictionary
string corresponding to Cecode. A C data structure 43 is
employed for temporarily storing a next code word (byte) C
in the encoded mnpul stream. Finally, a Pstring+C data
structure 44 is used for temporarily storing a character string
Pstring+C which is a string comprising all of the characters
in Pstring plus the character in C. The use of these data
structures will be discussed in further detail below.

Referring now to FIGS. 4a and 4b, a flow diagram
illustrates a method for decompressing data according 1o onc
aspect of the present invention. In particular, the decoding
process depicted in FIGS, 4A and 4B illustrates a mode of
operation of the system 30 of FIG. 3. Initially, the dictionary
37 will be inilialized in the same manner as discussed above
(step 400) ic., the dictionary will comprises an index for
cach of the three control words and an index for each of the
256 characters). In addition, Pstring and Cstring are initial-
ized to emply (step 401). It is to be understood that Peode,
Ceode, and C do not require initialization.
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After initialization, the first code word in the encoded
input stream will be read and stored in Ceode (slep 402). A
determination is then made as to whether the current code
word (slored in Ceode) is a (predefined) control word (step

403), If Ccode is a control word (affirmative determination

in step 403), the decoding process will be lerminated if the
control word is “2” (sicp 404). If the control word is “1",
then a run-length decoding process 1s commenced by read-
ing and processing the next two words in the encaded input
stream (step 405). In particular, as explained above, a code
word “1" is output during the encoding process to indicate
that the nexl two consecutive output numbers (in the
encoded sequence) represent a run-length encoding
sequence comprising (1) a character eode and (2) a number
denoting the amount of consecutive characters found in the
dala stream corresponding to the character code.
Accordingly, assuming “X" represents the character code
and “N" represents lhe number of consecutive “X"s, the
decoder will output the character X, N times (step 406).
Finally, if the control word is “0” (step 407), the decoding
process is initialized (return to step 400).

On the other hand, if the current Ceode does nol comprise
a control word (negative determination in step 403), the
dictionary will be scarched to find the string Csining corre-
sponding to the current Ceode (step 408). It is 1o be
understood that the first (non-control) code word in the input
stream will always be found in the dictionary, v.e., the first
non-control word will correspond to one of the 256 code
words that are initialized in the dictionary.

Referring now to FIG. 4B, Peode is set to be equal to ~

Ceode (step 409) (and the string Pstring is set based on the
value of Pcode). The next code word will be read from the
encoded input stream and stored in Ceode (step 410).

A determination is then made as to whether the current
code word (stored in Ceode) is a (predefined) control word
(step 411). As explained above, if Ceode is a control word
(affirmative determination in step 411), the decoding process
will be terminated if the control word is “27 (step 412). If the
control word is *1", then a run-length decoding process is
commenced by reading and processing the next two words
(X" and “N", respectively) in the encaded inpul stream
(step 413) and the decoder will output the character X, N
times (slep 414), If the control word is "0" (step 415), the
decoding process is initialized (relurn to step 400).

If, on the other hand, the current Ceode is nol a control
code (negative determination in step 411), 4 determination is
made as to whether there is an indexed entry (Cstring) in the
decoding dictionary corresponding lo Ceode (step 416). If
there is an entry (affirmative determination in step 416) then
Cstring corresponding to that Ceode is output (step 417).
Then, the first character of Cstring is stored in the C data
structure (step 418). A new stnng Pstring+C is then formed
and added 1o the decoding dictionary (step 419).

1f there is no entry in the dictionary for the current Ceode
(negative determination in step 416) this is the special case
described above and the decoder performs the following
steps. First, the first character from Pstring is stored in the C
data structure (step 420). Then, a new string Pstring+C is
formed and added to the decoding dictionary (step 421). The
new string Psiring+C is then output by the decoder (step
422).

The following example illustrates several ilerations of the
decoding process using the output from the above encoding
example which was bascd on the input string “ababca.
. " The data structure are initialized as described above
(steps 400 and 401). The first code is read and stored in the

o

o

0
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data structure Ceode. Since the first inpul code corresponds
o character a, the current Ceode is determined not to be a
control code (step 403). Accordingly, the dictionary entry
Cstring (i.e., a) corresponding to Ceode is outpul.

Pcode is then set equal to Ceode (step 409). The next code
word is read and stored in the data structure Ccode. Since the
code word corresponds lo character b, Ceode is not a control
code (step 411). The decoding dictionary is then searched for
a match for Ccode (step 416). Since a single character string
(i.¢., b in this instance) is always in the dictionary, a match
will be found. Since a match is guaranteed, the dictionary
entry Cstring (i.e., b) is output (step 417). Next, the first
character of Cstring (i.e.,b) is stored in C (step 418). A new
string Pstring+C is formed and added to the dictionary (step
419). [n this example, since Pstring, is the string correspond-
ing to Peode , which is the character a, and C contains the
character b, the new string Pstring+C is ab, which is added
(o the dictionary at the nex! available index, D{259]. Again,
Peode is set equal 1o Ceode.

Then, the next code word (corresponding to character ab)
is read and stored in the data structure Ceode. Since this is
not & control code, the dictionary is searched for a mateh for
Ceode. Again, in this instance, there will be a malch,
Accordingly, Csiring, i.e., ab, is output.

Then, the first character of Cstring (which is a) is stored
in C (step 418). A new string Pstring+C is formed compris-
ing ba (i.e., Pstring is the string corresponding to Peode, b,
and © contains a) and then added to the dictionary (step 419)
at, the next available index D[260]. Then, Peode is set equal
to Ceode, and the process is repealed,

It is to be appreciated the presenl invention exploits
various traits within run-length encoding, parametric dictio-
nary encoding, and bit packing to provide an encoding/
decoding process whose cfficiency is suitable for use in
real-time lossless data compression and decompression sys-
tems such as the systems disclosed in U.S. patent application
Ser. No. 09/210,491, filed on Dee. 11, 1998, entitled “Con-
tent Independent Data Compression Method and System,”
which is commonly assigned and fully incorporated herein
by reference.

In particular, although dictionary class encoding
techniques, in peneral, are considered superior to run-length
enceding techniques, run-length encoding techniques can
process and compress contiguous strings of data blocks far
more optimally than dictionary encoding techniques. We
have analyzed the manner in which cerlain programs slore
data By way of example, we have determined that
MICROSOFT OFFICE™ applications use large string of
repeiitive characters in cerlain portions of programs and data
files such as in the headers and footers of the files, alihough
these run-lengths can occur in the middle of files such as .dll
files, data base files and those files with embedded data
slrug tures,

Using an analysis lool that analyzes the frequency of
characters (ic., a histogtam aoalysis of the frequency
(count) of byte values), we have found that exe files and
.doc files comprise an inordinate quantity of bytes that are
equal 1o 00hex (0s) and FFhex (255). These frequently
oceurring byte values often appear in contiguous sirings as
header, footer or byle padding values for dala structures
internal to the Word format As indicated above, a run-length
algorithm exploits these occurrences far more optimally than
any known dictionary technique.

In addition. a further analysis of these file types on a block
basis, e.g., an 8 kilobyle block or 4 kilobyle block, under-
scores the advantage of using a combination of dictionary
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and run-length encoding—1he conliguous nature of the data
strings that we have found in these files amplifies the benefit
of the run-length encoding over the dictionary encoding
since the dictionary encoding has been determined to typi-
cally provide a lower compression ratio when applied to
smaller quantities of data, Therefore, while dictionary com-
pression techniques typically yield higher compression
ratios than run-length, this may not be irue, e.g., for most
MICROSOFT WINDOWS™ operaling syslem, program
and data files. Accordingly, an encoding process such as
described herein using a combination of run-length and
dictionary encoding is far superior o compress data files,
ete., that characteristically include contiguous strings of
similar data blocks.

Moreover, as indicated above, the use of bit-packing in
combination with the dictionary and run-lengih encoding
advantageously provides additonal compression, wilh a
negligible increase in the overhead or processing lime
required for the bit-packing.

Further, the parametnc nature of the algorithm allows for
tailoring 1o a wide vaniety of applications and 1arget pro-
cessing archilectures, wherein trades in processor through-
put and instruction set mix. memory hierarchy and
bandwidth, and requisite input/output bandwidth require-
ments may be sccommodated By way of example, various
memory bandwidths and sizes within the processing hierar-
chy may dictate the size of the dictionary in lerms of the
number of entries {or “dictionary depth™), and maximum
length of each entry (or “dictionary width™). For example,
the Texas lnstrumenis Digital Signal Processor TMS320C6x
and TMS320C5x employ separate onboard caches for pro-
gram and data memory in a Harvard Architecture Arrange-
ment. The caching may further have multiple levels of
cached commonly known as L1 (lowest level) and 1.2
(higher level) onboard cache. Typically the lowest levels of
cache have highest throughput. Also, caches are typically
faster that external memory.

In one aspect of the present invention, by fixing the
dictionary depth to place 1l in the appropriate level of
caching, one can obtain a desired balance belween the
compression ralio and compression throughput. Indeed,
although a larger diclionary typically produces a higher
compression ralio, the larger dictionary resulls in slower
throughput. With the current technology limit, L1 cache is
typically too small to store a full dictionary and the dictio-
nary is maintained al its optimum size in L2 cache.
However, this trade is specific lo the desired compression
ratio and throughput,

In another aspeet of the present invention, the throughput

of, e.g., the encoding process can be monilored as a function
of compression ratio and dictionary size. If the compression
throughput is found w fall below a desired level or is
otherwise desired to be increased the compression algorithm
may dynamically enlarge the dictionary lo increase com-
pression ratio or decrease the dictionary to imprave through-
put. It should be noted that the relationship is dependent
upon the entropy content of the input data strcam and may
be multivalued and/or non-linear. In yet another aspect of the
present invention, a learning algorithm may be further
applied to learn the optimum ratios using a time weighted
average of throughput,

Another approach i1s to page dictiopary entries from
memory 1o L2 cache, L2 cache to L1 cache, or L1 cache to
on board registers within the processor. This methodology
can be extended to any memory hierarchy within a single or
multiprocessor architecture.

T
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In another embodiment, the present invention may adopt
the use of a control signal that would affect the compression
lechnique used by the encoder. The control signal could
originate {rom the same source as the dala. It would indicate
lo the encoder whether to place emphasis on the compres-
sion speed or the compression ratio during the encoding
process. As indicaled above, when it comes to compression
speed and compression ratio, one can often be sacrificed 1o
benefit the other.

An example of the use of such a control signal is as
follows. Assume the encoder resides in a hard disk controller
of a computer. The operating system driver that sends the
information to be stored on the disk would generate the
control signal. The driver may use an algorithm that por-
mally sends a control signal to the encoder indicating that
the encoder should uwse a form of the compression process
that yields a very high compression ratio even if the encod-
ing process is not very fast, When the driver has aceumu-
lated suflicien! amoual of dala to be writlen to the disk, then
the driver could generate a control signal lo the encoder
which would cause the controller 1o use a very fast imple-
mentation of ils compression algorithm, even if it does not
produce the best compression ratio.

In a particular example, the use of a control signal may be
employed (o set the appropriate paramelers within the
encoding/decoding algorithms deseribed herein 1o facilitale
data storage and relrieval bandwidih acceleration and pro-
vide data compression and decompression al rales faster
than the input data stream such as disclosed in U.S, patent
Ser. No. 09/266,394, filed on Mar. 11, 1999, entitled “Sys-
tem and Methods For Accelerated Data Storage and
Retrieval,” which is commonly assigned and fully incarpo-
rated herein by reference. For example, if a data stream
inputs 30 mepabytes per second the losslessly compressed,
real-lime, output siream is 10 megabyles per second, assum-
ing & 3:1 compression ratio. Conversely, if a compressed
input data stream is 10 megabytes per second, the corre-
sponding decompressed, real-time oulput stream is 30 mega-
bytes per second, again assuming an original 31 lossless
compression ratio. Again, vsing the methods described
above, the accelerated data storage and retrieval rates may
be modified based on the desired compression and through-
pul.

Allhough illustrative embodiments of the present inven-
tion have been described herein with reference to the accom-
panying drawings, it 15 10 be understood that the present
invention is not limited to those precise embodiments, and
that vanous other changes and meodifications may be
affecied therein by one skilled in the art without departing
from the scope or spirit of the invention. All such changes
and modifications are intended to be included within the
scope of the invention as defined by the appended claims.

What is claimed is:

1. A method for compressing input data comprising a
plurality of daia blocks, the method comprising ihe steps of:

detecting if the input data comprises a run-length

sequence of data blocks;
outputting an encoded run-length sequence, if a run-
length sequence of data blocks is detected;

maintaining a dictionary comprising a plurality of code
words, wherein each code word in the dictionary is
associated with a unique data block siring;

building a data block string from at least one data block

in the input data that is not part of a run-length
sequence;

searching for a code word in the dictionary having a

unique data block string associaled therewilh that
matches the built data block string; and
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outputting the code word representing the built data block
string.

2. The method of elaim 1, wherein the step of detecting a

run-length sequence eomprises the steps of:

receiving an input data block;

identifying a run-length sequence if at least the next s
successive data blocks in the input data are similar 10
the input data block.

3. The method of claim 2, wherein the step of outputting
an e¢ncoded run-length sequence comprises the step of
conseculively outputting a first control code ward indicating
a run-length sequence, a code word in the dictionary having
a unique data block siring associated therewith that corre-
sponds to the inpwt data block, and a word corresponding to
the number of successive data blocks that are similar to the
input data block.

4. The method of elaim 1, wherein the step of maintaining
a dictionary comprises the steps of:

dynamically generating a new code word corresponding
1o 2 built data block string, if the buill data block string
does not match a unique data block string in the
dictionary; and

adding the new code word in the dictionary.

5.'The method of claim 4, wherein the step of maintaining,
the dictionary further comprises the step of initializing the
dictionary if the number of code words exceeds a predeter-
mined Ihreshold.

6. The methad of claim §, wherein the step of initializing
the dictionary comprises Lhe steps of:

resetling the dictionary to include all possible code words
corresponding 10 a unique data block string comprising
a single data block; and

outpulting a control code word indicating that the dictio-
nary has been initialized.

7. The method of claim 1, wherein the code words in the
dictionary further comprises at least one control code word
representing one of dictionary initialization, a run-length
encoded sequence, an end of the input data, and a combi-
nation thereof.

8. The method of claim 1, wherein each code word in the
dictionary comprises a dictionary index.

9. The method of claim 1, further comprising the step of
bil-packing encoded run-length sequences and code words
thal are outpul.

10. The method of claim 1, wherein the step of building
a data block siring comprises the sieps of*

(a) iteratively storing in a first data structure, a next
successive data block in the input data 1o build a current
data block string; and

(b} for each ileration in slep (a), updaling a previous code
word stored in a second data structure io a current code
word corresponding lo the current data block string in
the first data structure, if the code word for the current
data block string in the first data structure is found in
the dictionary, and

further wherein the step of outputting the code word
representing the built data block string comprises the
steps of oulpulting the previous code word stored in the
second data structure, if a code word is not found in the
dictionary corresponding 1o the current data block
siring in the first data structure.

11. The method of claim 10, further comprising the step

of adding the current data block string 1o the dictionary.

12 The method of claim 11, further comprising the steps
of

storing, in a third data structure, the last data block input
in the first data structure, if the current data block siring
is not found in the dictionary; and

s
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repeating steps (a) and (b) starting with the data block in
the third data structure, if the data block in the third data
structure is not part of a run-length sequence.

13. The method of claim 1, further comprising the step of
maintaining a hash table comprising a plurality of arrays,
wherein each array comprises all code words in the dictio-
nary that are associated with a unigue data block having a
first data block whose value corresponds with an index of the
array, and wherein the hash table is used for the step of
searching for a code word in the dietionary

14. A program slorage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform method steps for compressing input
data comprising a plurality of data blocks, the method
comprising the steps of:

detecting if the input data comprises a run-length

sequence of data blocks,
outpulting an encoded run-length sequence, if a run-
length sequence of dala blocks is detected;

maintaining a dictionary comprising a plurality of code
words, wherein each code word in the dictionary is
associaled with a unique data block string;

building a data block siring from at least one data block
in the input data that is not part of a run-length
sequence;

searching for a code word in the dictionary having a

unique data block string associated therewith that
maiches the built data block siring; and

outpulting the code word representing the built data block

string.

15. The program storage device of claim 14, wherein the
instructions for performing the step of detecting a run-length
sequence comprise instruclions for performing the sieps of:

receiving an input data block;

identifying a run-length sequence if at least the next s

successive dala blocks in the inpul data are-similar to
the input data block,

16 The program storage device of claim 15, wherein the
instructions for performing the siep of outputting an encoded
run-lenglh sequence comprise msiructions for performing
the step of consecutively oulpuiting a first control code word
indicating a run-length sequence, a code word in the dictio-
nary having a unique data block string associated therewith
that corresponds to the mput data block, and a word corre-
sponding to the number of successive data blocks that are
similar o the input data block.

17. The program storage device of claim 14, wherein the
insiructions for performing 1he step of maintaining a dictio-
nary comprise instructions for performing the steps of:

dynamically generating a new code word corresponding

{o a built data block siring, if the built data block string
does not match a unique data block siring in the
dictionary; and

adding the new code word in the dictionary.

18. The program storage device of claim 17, wherein the
instructions for performing the step of maintaining the
dictionary comprise instructions for performing the step of
initializing the dictionary if the number of code words
exceeds a predetermined threshold.

19. The program storage device of claim 18, wherein the
instructions for performing the step of initializing the dic-
tionary comprise instructions for performing the steps of?:

resetting the dictionary 1o include all possible code words

corresponding 1o a unique data block string comprising
a single dala block; and
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ouiputting a control code word indicating that the dictio-

nary has been initialized.

20. The program storage device of claim 14, wherein the
code words in the diclionary further comprise at least onc
control code word representing one of dictionary
inttialization, a run-length encoded sequence, an end of the
input data, and a combination thereof.

21. The program storage device of claim 14, wherein cach
code word in the dictionary comprises a dictionary index,

22. The program storage device of claim 14, further
comprising instructions for performing the step of bil-
packing encoded run-length sequences and code words that
are oulput,

23, The program storage device of claim 14, wherein the
instructions for performing the step of building a data block
string comprise instructions for performing the steps of:

(a) iteratively storing in a first data structure, a next

successive data block in the input data to build a current
data block string; and

(b) for each iteration in step (a), updating a previous code

word stored in 2 sccond dala structure to a current code
word corresponding lo the current data block string in
the first data structure, if the code word for the current

data block string in the first data structure is found in
%

the dictionary, and

further wherein the instructions for performing the step of
oulpuiling the code word representing the buill data
block string comprise instructions for performing the
step of oulpulting the previous code word stored in the
second dala structure, iff a code word 15 nol found in the
dictionary corresponding lo the current data block
string in the first data structure.

24, The program storage deviee of claim 23, funther
comprising instructions for performing the step of adding
the current data block string to the dictionary.

25. The program storage device of claim 24, further
comprising instructions [or performing the steps of:

storing, in a third dala structure, the lasl data block input

in the first data struclure, if the current data block string
is not found in the dictionary; and

repeating steps (a) and (b) starting with the data block in

the third data structure, if the data block in the third data
slructure is nol part of a run-lenglh sequence.

26. The program slorage device of claim 14, further
comprising instructions [or performing the step of mainain-
ing a hash table comprising a plurality of arrays, wherein
each array comprises all code words in the dictionary that
are associated with a umigue data block having a first data
block whose value corresponds with an index of the array,
and wherein the hash table is used for the siep of searching
for a code word in the dictionary.

27. A method for decompressing an encoded data stream
comprising a plurality of code words, the method compris-
ing the steps of:

maintaining a dictionary comprising a plurality of code

words utihzed to generate the encoded data stream,
wherein the code words in the dictionary comprise
control code words and code words that are cach
associated with a unigue data block string,
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decodting and oulpuiting a run-length sequence of data
blocks associated with an input code word of the
encoded data stream, if the input code word is a control
code word in the dictionary that indicates an encoded
run-lenglh sequence;

oulpulling a unigue data block string in the dictionary that
is associaled with an input code word of the encoded
data stream, if the input code word is found in the
dictionary; and

if the inpul code word is not found in the dictionary,
building a new data block string comprising (1) the
unique data block string associated with a previous
control word found in the dictionary and (2) the first
data block of the unigue data block siring, adding the
new siring to the dictionary and outputting the new
siring.

28. A system for compressing input dala comprising a

plurality of data blocks, the system comprising:

a dictionary comprising a plurality of code words,
wherein the code wonds comprise control code words
and code words that are each mapped (o a unique data
block string;

a run-length encoder for encoding a sequence of similar
data blocks in the input data using at least one code
word in the dictionary; and
dictionary encoder for encoding a data block string
comprising al least one data block in the input data
using & code word in the dictionary, wherein output of
the run-length encoder and dictionary encoder are
combined to form an encoded data stream.

29. The system of claim 28, further comprising a system
for decompressing the encoded data stream, wherein (he
system for decompressing the encoded data stream com-
prises:

a dictionary comprising a plurality of code words utilized
lo generate the encoded data stream, wherein the code
words in the dictionary comprise control code words
and code words thal are each associaled with a unique
data block string;

a run-length decoder for decoding and outputling a run-
length sequence of data blocks associated with an input
code word of the encoded data stream, if the input code
ward is a control code word in the dictionary that
indicales an encoded run-length sequence;

a dictionary decoder for outputting a unique data block
string in the dictionary that is associaled with an input
code word of the encoded data stream, if the input code
word is found in the dictionary; and if the inpul code
word is not found in the dictionary, building a new data
block string comprising (1) the unique data block string
associated with a previous control word found in the
dictionary and (2} the first data block of the unique data
block siring, adding the new string to the dictionary and
outputting the new string

30. The system of claim 29, wherein the compression and
decornpression systems are employed for accelerated data
storage and retrieval.

o
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ABSTRACT OF THE DISCLOSURE

Systems and methods for providing lossless data
compression and decompression are disclosed which exploit
various characteristics of run-length encoding, parametric
dictionary encoding, and b.t packing to comprise an
encoding/decoding process having an efficiency that is
suitable for use in real-time lossless data compression and
decompression applications. In one aspect, a method for
compressing input data comprising a plurality of data blocks
comprises the steps of: detecting if the input data
comprises a run-length sequence of data klocks; outputting
an encoded run-length sequence, if a run-length sequence of
data blocks is detected; maintaining a dictionary comprising
a plurality of code words, wherein each code word in the
dictionary is associated with a unigue data hlock string;
building a data block string from at least one data block in
the input data that is not part of a run-length seguence;
searching for a code word in the dictionary having a unique
data block string associated therewith that matches the
built data block string; and cutputting the code word

representing the built data block string.

- 60 - 8011-3

Page 24 of 120



Ml

it
74
=,

CH

15

20

SYSTEM AND METHOD FOR LOSSLESS
DATA COMPRESSION AND DECOMPRESSION

Cross-Reference To Related Application

This application is bzsed on provisional application
U.S. Application Serial No. 60/136,561 Filed on May 28,

1989.

1. Technical Field:

The present invention relates generally to data
compression and decompression and, more particularly to
systems and methods for providing lossless data compression

and decompression using a combination of dictionary and run

length encoding.

2. Description of Related Art:

Information may be represented in a variety of manners.
Discrete information such as text and numbers are easily
represented in digital data. This type of data
representation is known as symbolic digital data. Symbolic
digital data is thus an absolute representation of data such
as a letter, figure, character, mark, machine code, or
drawing.

Continuous informaticn such as speech, music, audio,

images and video frequently exists in the natural world as

-1- B011-3

Page 25 of 120



10

analog information. As is well-known to those skilled in
the art, recent advances in very large scale integration
(VLSI) digital computer technclogy have enabled both
discrete and analog information to be represented with
digital data. Continuous information represented as digital
data is often referred to as diffuse data. Diffuse digital
data is thus a representation of data that is of low
information density and is typically not sasily recognizable
to humans in its native form.

There are many advantages associated with digital data
representation. For instance, digital data is more readily
processed, stored, and transmitted due to its inherently
high noise immunity. In addition, the inclusion of
redundancy in digital data representation enables error
detection and/or correction. Error detection and/or
correction capabilities are dependent upon the amount and
type of data redundancy, available error detection and
correction processing, and extent of daka corruption.

One ocutcome of digital data representation is the
continuing need for increased capacity in data processing,
storage, retrieval and transmittal. This is especially true
for diffuse data where continuing increases in fidelity and
resclution create exponentizlly greater guantities of data.

Within the current art, data compression is widely used to

2- 8011-3
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reduce the amount of data required to process, transmit,
store and/or retrieve a given QUanLity of information. 1In
general, there are two types of data compression technigues
that may be utilized either separately or jointly to encode
5 and decode data: lossy and lossless data compression.
Lossy data compression technigues provide for an
inexact representation of the original uncompressed data
such that the decoded (or reconstracted) data differs from

the original unencoded/unccmpressed data. Lossy data

= 10 compression 1s alsc known &és irrevarsible or noisy

T

jﬁ compression. Negentropy is defined as the gquantity of
It information in a given set of data. Thus, one chvious

R advantage of lossy data compression is that the compression

" ratics can be larger than that dictated by the negentropy

Ga 15 limit, all at the expense of information content. Many

[

Ef lossy data compression technigues seek to exploit various

IE traits within the human senses to eliminate otherwise
imperceptible data. For example, lossy data compression of

visual imagery might seek to delete information content in
20 excess of the display resocluticen or contrast ratio of the
target display device.
On the other hand, lossless data compression techniques
provide an exact representation of the original uncompressed

data. Simply stated, the cecoded (or reconstructed) data is

-3- 8011-3
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identical to the original unencoded/uncompressed data.
Lossless data compression is also known as reversible or
noiseless compression. Thus, lossless data compression has,
as its current limit, a minimum representation defined by
the negentropy of a given datz set.

It is well known within the current art that data
compression provides several unique benefits. First, data
compression can reduce the time to transmit data by more
efficiently utilizing low bandwidth data links. Second,
data compression economizes or. data storage and allows more
information to be stored for z fixed memory size by
representing information more efficiently.

A rich and highly diverse set of lossless data
compression and decompression algorikbhms exist within the
current art. These range from the simplest “adhoc”
approaches to highly sophisticated formalized technigues
that span the sciences of infcrmation theory, statistics,
and artificial intelligence. One fundamental problem with
almost all modern approaches is the compression ratio verses
the encoding and decoding speed achieved. BAs previously
stated, the current theoretical limit for data compression
is the entropy limit of the data set to be encoded.
However, in practice, many factors actually limit the

compression ratic achieved. Most modern compression
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algorithms are highly content dependent. Content dependency
exceeds the actual statistics of individual elements and
often includes a variety of other factors including their
spatial location within the data setb.
5 Within the current art there also presently exists a
strong inverse relationship between achieving the maximum
(current) theoretical compression ratio, referred to as
“algorithmic effectiveness”, and requisite processing time.
For a given single algorithm the “effectiveness” cver a
broad class of data sets including text, graphics,
databases, and executable object code is highly dependent

upon the processing effort applied. Given a baseline data

set, processor operating speed and target architecture,
3 along with its associated supporting memory and peripheral

" 15 set, “algorithmic efficiency” is defined herein as the time

1 i
required to achieve a given compression ratio. Algorithmic

e efficiency assumes that a given algorithm is implemented in
an optimum cbiject code representation executing from the
optimum places in memory. This is virtuelly never achieved

20 in practice due Lo limitations within modern optimizing
software compilers. In additiocn, an optimum algorithmic
implementation for a given input data set may not be optimum
for a different data set. Much work remeins in developing a

comprehensive set of metrics for measuring data compression
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algorithmic performance, however for present purposes Lhe
previously defined terms of algorithmic effectiveness and
efficiency should suffice.

Of the most widely utilized compression techniques,
arithmetic coding possesses the highest degree of
algorithmic effectiveness but, as expected, is the slowest
to execute. This is followed in turn by dictionary
compression, Huffman coding, and run-length coding
techniques with respectively decreasing execution times.
What is not apparent from these algorithms, that is also one
major deficiency within the current art, is knowledge of
their algorithmic efficiency. More specifically, given a
compression ratio that is within the effectiveness of
multiple algorithms, the question arises as to their

corresponding efficiency on variocus data sets.

\ SUMMARY OF THE INVENTION
The present invention is directed to systems and
methods for providing loss’ess data compression and
decompression. The present invention exploits various
characteristics of run-length enceding, parametric
dictionary encoding, and b.t packing to comprise an
encoding/decoding process having an efficiency that is

suitable for use in real-t.me lossless data compression and
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decompression applications.

In one aspect of the present invention, a method for
compressing input data comprising a plurality of data blocks
comprises the steps of:

detecting if the input data comprises a run-length
sequence of data blocks;

outputting an encoded run-length sequence, if a run-
length seguence of data blocks is detected;

maintaining a dictionary comprising a plurality of code
words, wherein each code word in the dicticnary is
associated with a unique data block string;

building a data block string from at least one data
block in the input data that is not part of a run-length
sequence;

searching for a code word in the dictionary having a
unique data block string associated therewith that matches
the built data block string; and

outputting the code word representing the bullt data
block string.

In another aspect of the present invention, the
dictionary is dynamically maintained and updated during the
encoding process by generating a new code word corresponding
to a built data block string, if the built data block string

does not match a unique data block string in the dictionary,
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and then adding the new coce word in the dictionary.

In yet another aspect of the present invention, the
dictionary is initialized during the encoding process if the
number of code words (e.g., dictionary indices} in the
dictionary exceeds a predeternined threshold. When the
dictionary is initialized, a code word is output in the
encoded data stream to indicate that the dictionary has been
initialized at that point in the encoding process. An
initialization process further comprises resetting the
dictionary to only include each possible code word
corresponding to a unique data block string comprising a
single data block. By way of example, if each data block
comprises a byte of data, there will be 256 possible code
words for a data block string comprising a single byte. 1In
this instance, the dicticnary reset to its initial state
will comprise 256 entries.

In another aspect of the present invention, the
dictionary further comprises a plurality of control ceode
words, wherein a control code word is designated to
represent a dictionary initialization, a run-length encoded
sequence, and the end of the input data {(or completion of
the encoding process)., These control words are used in the
decoding process to re-create the input data.

In yet another aspect of the present invention, a bit-
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packing process is employec to pack the bits of successive
output code words representing encoded run-length sequences
and data bleck strings.

In ancther aspect of the present invention, a method
for decompressing an encoded data stream comprising a
plurality of code words, which is generated using the
encoding method, comprises the steps of:

maintaining a dicticnary comprising a plurality of code
words utilized to generate the encoded data stream, wherein
the code words in the dictionary comprise control code words
and code words that are each assoclated with a unique data
block string;

decoding and outputtirg & run-length sequence of data
blocks associated with an input code word of the encoded
data stream, if the input code word is a control code word
in the dictionary that indicates an encoded run-length
seguence;

outputting a unique data block string in the dictionary
that is associated with an input code word of the encoded
data stream, if the input code word is found in the
dictionary; and

if the input code word is not found in the dictionary,
building a new data block string comprising (1) the unique

data block string associated with a previous control word
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found in the dictionary anc (2) the first data block of the
unigue data block string, adding tae new string to the
dictionary, and outputting the new string.

These and other aspects, features and advantages of the
present invention will beccme apparent from the following
detailed description of preferred embodiments, which is to

be read in connection with the accompanving drawings,

BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a block diagram of a system for providing
lossless data compression acceording to an embodiment of the
present invention;

Figs. 2a and 2b comprise a flow diagram of a method for
providing lossless data compression according to one aspect
of the present invention;

Fig. 3 1s a block diagram of a system for providing
lossless data decompression according to an embodiment of
the present invention; and

Figs. 4A and 4B comprise a flow diagram of a method for
providing lossless data decompression according to one
aspect of the present invention.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS

The present invention is directed to systems and

methods for providing losslesc data compression and
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decompression. It is to be understood that the present
invention may be implemented in various forms of hardware,
software, firmware, or a ccmbination therecf. 1In
particular, the present invention may be implemented in
hardware comprising general purpose microprocessors, digital
signal processors, and/or cedicated finite state machines.
Preferably, the present invention is implemented as an
applicatiorn. program, tangibly embodied on one or more data
storage mediums, which is executable on any machine, device
or platform comprising suitable architecture. It is to be
further understood that, because the present invention is
preferably implemented as software, the actual system
configurations and process flow illustrated in the
accompanying Figures may differ depending upon the manner in
which the invention is prograrmmed. Given the teachings
herein, one cof ordinary skill in the related art will be
able to contemplate these znd similar implementations or
configurations of the present invention.

Data Compression

Referring now to Fig. 1, a block diagram illustrates a
system 10 for providing lossless data compression according
to an embodiment of the present invention. In general, the
data compression system 10 conprises an input buffer 11 for

temporarily buffering an input data stream and an encoder 12
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for compressing the input cata stream. It is to be
understood that the compressed data stream output from the
encoder may, for example, he stored in a storage medium for
subsequent retrieval and decoded using a decompression
method described below, or transmitted over a local or
global computer network (for purposes of increased bandwidth
transmission) and decompressed at a desired locaticn. It is
to be further understood trat the input buffer 11 is an
opticnal component that may be employed, for example, in
real-time compression applications where the rate of
compression of the encoder 12 is slower than the bandwidth
of the input data stream.

In general, the encoder 12 employs a unigue combination
of Fompression technigues preferably including run-length
encoding and hash table dictionary encoding to compress an
input data stream, as well as bit-packing to increase the
final compression ratio. WMore specifically, the encoder 12
comprises a run-length enccder 13 and dictionary encoder 14,
both of which utilize a code word dictionary 15 to output
one or more “code words” representing a “character string”
identified by the respective encoder 13, 14 in the input
data stream. It is to be understood that the term
“character” as used herein refers to an input byte of data

that can take on any one of 256 values, and the term
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“string” as used herein refers to a grouping of cne or more
characters (bytes), Furthermore, as described in further
detail below, in a preferred embodiment, a “code word” for a
given character string comprises a dictionary index (denoted
herein as D]i]) of the character string in the dictionary 15.
During an encoding process in which bytes of data in
the input stream are input to the encoder 12, the run-length
encoder 13 will identify a run-length sequence in the data
stream, i.e., a character string comprising a plurality of
consecutively similar characters (bytes}), and ocutput one or
more code words from the dictionary 15 te represent the run-
length segquence (as explained in detail kelow). Moreover,
the dictionary encoder 14 will build a character string
comprising two or more characters (which does not comprise a
run-length sequence), search the dictionary 15 for a code
word that corresponds to the character string, and then
output the code word represenfting the character string. In
addition, if the character string that is built by the
dictionary encoder 14 does nolt match a character string in
the dicticnary 15, the dicticonary encoder 14 will cause the
character string toc be added to the dictionary and a new
code word {e.g., dictionary index) will be associated with
that string. An enceding process according to one aspect of

the present invention will be described in detail below with
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reference, for example, to the flow diagram of Figs. ZA and
2B.

The ercoder 12 utilizes a plurality of data storage
structures 16 for temporarily storing data during an
encoding process. For example, in the illustrative
embodiment of Fig. 1, a Pstring data structure 17 is
employed for temporarily storing a working character string,
Pstring. A C data structure 18 is employed for temporarily
storing a next character (byte) C in the input stream. In
addition, & Pstring+C data structure 19 is used for
temporarily storing a charscter string Pstring+C ,which is a
string comprising all of the characters in Psfring plus the
character in C. Moreover, an Mcode data structure 23 is
used for temporarily storing a code word (Meode) (e.qg.,
dictionary index) corresponding to a previous successful
string match in the dictionary. The use of these data
structures will be discussed In further detail below.

The code word dictionary 15 comprises a plurality of
dictionary indices DJi|, wherein each index in the dictionary
15 is mapped (via a mappinc module 20) to either a
predefined control code or a different code word
corresponding te a character (byte) string. The mapping

module 20 preferably employs a hash function teo, inter alia,
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map each character string (e.g., strings of one or more
bytes) inte a unique index DJi] in the dicticnary 15

(although cther mapping techniques known to those skilled in
the art may be employed). As indicated above, in a
preferred embodiment, the dictionary indices DJif are output
as the “code words” (alsc referred to herein as “Mcodes” )by
the encoder te create an encoded file. These code words are
processed by a decoder to decompress an encoded file (as
discussed below with reference to Figs. 3, 4a and 4b.)

In a preferred embodiment, the first three entries in
the dictiocnary 15, indices D0], DJi], and D[3], are reserved
as control codes. 1In particular, the entry for the
dictionary index D[], or code word “0", is output to
indicate (to the decoder) that the dictionary 15 has been
reset to 1lts initial state. B&As explained in detail below,
the dictionary 15 is preferably reset at the commencement of
an encoding process before a new input stream is processed

and, preferably, during an encoding process when the total
number of entries D|i] in the dictionary 15 exceeds a
predetermined limit. 1In addition, the dictionary index
D[1], or code word “1", is utilized for the run-length
enceding process. More specifically, the code word “1" is

output to indicate that the next two consecutive output
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numbers (in the encoded sequence) represent a run-length
encoding seguence comprising (1) a character code and (2) a
number denoting the amount of consecutive characters found
in the dala stream corresponding to the character code.

3 Furthermore, the dictionary index D[2], or code word “2" is
output to indicate the end of the data stream and completion
of the encoding process.

The next 256 entries in the dictionary 15 (i.e., index

numbers 3 through 258) each comprise a single character

E% 10 sting (e.g., one byte) corresponding to ocne of the 256

fé possible character codes. Accordingly, in a preferred

é% embodiment, the dictionary indices D|0] through D|[258] are the
?E only entries that exist in the dictionary 15 upon

- initialization of the dictionary 15. Any additional

15 character strings that are dynamically added to the

“ dicticenary 15 by the dictionary encoder 14 during an
encoding process will be consecutively added beginning at
index DJ260].

It is to be appreciated that, as indicated above, for a
20 given character string under consideraticn, the encoder 12
will output (as a code word) the dictionary index number DJij
corresponding to a matching character string. Since the
dicticnary index number is usually less than two bytes and

the input character strings are typically longer than six
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bytes, the reduction in the number of bits output can be
significant.

In one embodiment of the presant invention, the
dictionary encoder 14 can search the code word dictionary 15
for a matching character string tharein by comparing each
entry in the dictionary 15 to the input character string
under consideration. In certain instances, however, the
amount of entries D[i] in the dictionary 15 can increase
significantly, potentially rendering this search process
slow, inefficient and computationally intensive.
Accordingly, the data compression system 10 preferably
comprises a hash table 21 which is utilized by the
dictionary encoder 14 during an encoding process to reduce
the search time for finding a matching character string in
the dictionary 15.

More specifically, in one embodiment, the hash table 21
comprises a plurality of arravs Array[N], wherein each array
comprises every dictionary index number Dfi] in the
dictionary 15 having an entry (i.e., character strings) that
begins with a character code corresponding to the array

index. For example, the third hash table array Arrary|3|
comprises all the dictionary indices DJi| having a dicticnary

entry in which the first character (byte) of the string has
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decimal value of “three.” 1In the preferred embodiment where
the encoder processes individual bytes of data in the input
stream, since there are 256 possible characters, there are
256 arrays, i.e., Array|[N], where N =1_..256. Advantageously,
the use of the hash table 21 for finding matching strings in
the dictionary reduces the number of string comparisons by
256.

In another embodiment, the hash table 21 comprises a
plurality of nested hash tables. For example, a first level
of hashing can use the first character tc subdivide the
dicticnary 15 int0 256 sub-dictionaries and a second level
of hashing may use the 2" character of the input string to
further subdivide each of he initial 256 entries. Each
additional level of hashing subdivides each dictienary inte
an additional 256 sub-diclionaries. For example, 2 levels
of hashing yields 256° sub-dictionaries andn levels yields
256" sub-dictionaries. The purpose of this hashing function
is to reduce the time for searching the dictionary 15. For

example, using an n level hashing scheme reduces the search
time by 256"-(n*256).

Furthermcre, as explained in detail below with
reference Lo the process depicted in Figs. Z2a and 2b, the
hash table is dynamically modified to incorporate new
entries DJil that are added to the dictionary 15 during the
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encoding process.

In addition, the data compression system 10 opticnally
comprises a bit packing module 22 for providing additional
compression of the encoded data stream. As explained above,

5 the maximum size (i.e., number of entries Dli]) of the
dictionary 15 is predefined and, consequently, the maximum
number of bits of information needed to represent any index
in the dictionary 15 is known a priori. For example, if the
maximum dicticnary size is 4000 entries, only 12 bits are

10 needed to represent any index number. Since data is

typically transferred in groups of 8 or 16 bits, in the

£} above example where 12 bits maximum are reed to represent
it

iﬁ the index number, 4 bits out of every 16 bits would be

9 wasted.

W,

S

if 15 Accordingly, to provide additional compression, the

encoder 12 preferably implements the bit-packing module 22

i

wmy,
T

to pack the bits of successive output code words. It is to
be understood that any suitable bit-packing technique known
to those skilled in the art may be employed. In a preferred
20 embodiment, the bit-packing module employs a shift register
to output at least 16 bits of data when the data is ready
for output. By way of exampl=, assume a 12-bit cecde word is
initially input to the shift register. The next 12-bit code

word that is output is also placec in the shift register,
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and the shift register would contain 24 bits of information.

Then, 16 bits would be output from the shift register,

leaving 8 bits remaining. When the next 12-bit code word is

input to the shift register, the shift register will contain
5 20 bits, and 16 will be output. This bit packing process is

repeated for every output code word until the encoding

process is complete.

Advantagecusly, the bit packing process according to

the present inventicon improves the compression by a factor

= 10 of 16/12, or 1.33. Moreover, it is to be appreciated that
43

B the processing time required for the bit-packing is

‘\I-_;

W3 negligible. Consequently, the bit packing process provides

increased compression (“algorithmic effectiveness”) without

a significant increase in processing overhead (“algorithmic

W15 efficiency”).

s Referring now to Figs. Z2a and 2b, a flow diagram

et illustrates a method for compressing data according to one
aspect of the present invention. In particular, the
encoding process depicted in Figs. 2a anc 2b illustrates a

20 mode of operation of the system 10 of Fig. 1. Initially,
the dictionary 15 and hash table 21 are initialized (step
200). For example, as noted above, the dictionary 15 is
initialized to include 259 entries, i.e., the first three

entries D|0]-D[2] comprise the contrel codas and the next 256
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entries D[3|-D|[259] comprise the 256 possible character codes
(assuming, of course, that the encoder processes data blocks
each comprising a byte). Furthermore, the hash table will
be initialized such that each array Arrary[l1]-|N] comprises one
entry - the dictiorary index DJ]i] for the corresponding
character code. Next, the Pstring data structure 17 (or
“Pstring” }is initialized to be empty (i.e., it contains no
characters at initialization) (step 201). It is to be
understood that neither the C data structure 18 {(or “C")

nor the Mcode data structure 23 (or “Mcoede”) require
initialization.

After the initialization process, a determination is
made as to whether there are any input characters for
processing (step 202). If there 1s input data (affirmative
result in step 202), the first (or next) character (e.g.,
byte) in the input stream wil. be read and temporarily
stored in C (step 203). Then, the next consecutive
characters in the input strean are checked (step 204) to
determine if there is a string of at least s consecutive

characters that match the character stored in C to trigger

a run-length sequence (step 205), where s is a predetermined
minimum number of consecutive characters thalt are reguired

to trigger a run-length encoding seguence.
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If there are at least s consecutively similar
characters in the input stream (affirmative determination in
step 205), then a determinztion is made as to whether Pstring
is empty (step 206). If Pstring is empty (affirmative
determination in step 206), then code words representing the
run-length sequence are output (step 207). 1In a preferred
embodiment, the encoded run-length sequence comprises the
predefined control code “1” (which is first output from the
dictionary 15), followed by the cecde word for the character
stored in € (which is also obtained from the dictionary),
which is then followed by the number of consecutive
characters that were found in the input stream to match the
character in C.

On the other hand, if Psiring is not empty (negative
determination in step 206) upon the triggering of run-length
encoding process, before the run-length encoding sequence is
generated and output (step 207), the code word having an

entry (character string) that matches the current value of
Pstring is output (step 208), and Pstring is set to empty (step
209). It is to be understood that the code word for the
current value of Pstring in this instance would be the code
word that was determined (and temporarily stored in Mcode)

from a last successful dictionary search.

-22- 8011-3

[

Page 46 of 120



15

20

If there are not encugh consecutively similar
characters to trigger an run-lengtn encoding sequence
{negative determinatieon in step 205), referring now to Fig.
2b, the character string Pstring+C is generated (step 210).

A dictionary search is ther performed to determine if there
is an indexed character string that matches Pstring+C (step
211). This search is perfcrmed using, for example, the
search tecknigques describec above, e.g., searching each
entry in the dicticnary sterting from index D[3] te find an
entry that matches Pstring+C, or using the hash table to
first determine each dicticnary index having a character
string entry that begins with the first character in the
string PstringtC. Tt is to be understood that, during the
initial search, there is alwavs a match found in the
dicticnary for PstringtC because Pstring is empty and C
contains a single character (i.e., in the illustrative
embodiment, the dictionary is initialized to include all
possible character codes renging from 0 to 255).

If a match for PstringtC is found in the dictionary
(affirmative result in step 2.2), the dictionary index DJi]
(code word) corresponding to the matching entry is stored in
Mcode (step 213). Next, the string Pstring+C is stored in the

Psiring data structure (step 214). Then, assuming there are
-23- 8011-3
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additicnal bytes to process (affirmative result in step 202)
and assuming a run-length enccding process is not triggered
(step 205), the process (i.e., steps 210-214) is repeated
until the current value of Pstring+C is not found in the

5 dictionary (negative determination in steos 212}. It is to
be appreciated that for each iteration of this process, as
each input character C is added to the current string Pstring,
a dictionary search is performed for the most current value

Pstring+C and the value of Meode is updated (but not output)

ig 10 to include the code word (dictionary index) of the current
%; string Pstring+C if it is found in the dictionary.

;E When there is no match fcund between an indexed string
1

Ql in the dictionary and the current Pstring+C (negative

ig determination in step 212), the code word stored in Mcode
ﬁi 15 corresponding to the last successful dictionary search (in

which a match for the current Pstring was found) is output
(step 215). As explained above, the output code word may be
further processed using a bit-packing process as described
above to provide additional compression.

20 Next, a dictionary entry is created for the new string
Pstring+C (step 216) in anticipation of the new string being
added to the dictionary. A determination is then made as to

whether the addition of the new entry would exceed the

-24- 8011-3

Page 48 of 120



Tl et

10

20

predefined maximum number of entries for the dictionary
{step 217). TIf the addition of the new entry would not
result in exceeding this threshold (negative determinalion
in step 217), the new entry will be added to the end of the
dictionary (step 218), i.e., the entry will be indexed with
the next available dictionary index. The appropriate hash
table will then be updated (step 219), i.e., the new
dictionary index will be added to the appropriate hash table
array.

On the other hand, if the addition of the new entry
would result in exceeding the maximum number of dictionary
entries(affirmative determination in step 217}, the
dictionary will be reset tc its initial state as described
above (step 220). In addition, the hash table will be reset
to reflect the initialization of tne dictionary (step 221).
Then, a predefined code word (e.g., code word “0") will be
output to indicate that the dictionary has been reset (step
222). After initialization of the dictionary and hash
table, the new entry will ke added to the dictionary (step
218) and the appropriate hash table array will be updated to
reflect the new entry (ster 219).

In any event, once the new entry for PstringtC has been

added to the dictionary and the hash table has been updated

appropriately, the Pstring data structure is set to include
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only the character in C (step 223). The dictionary is then
searched for the string Pstring (step 224) and the index
number of the matching string in stored in Mcode (step 225).
It is to be understood that s.nce Pstring contains one
character C and since all possible characters are in the
dictionary, the search is assured to find a match. Steps
224 and 225 are performed to ensure that if no match is
found the during the next dictiocnary search, the code word
(stored in step 225) corresponding to the match found in
step 224 will be output.

Referring back te Fig. 2a, if there are more characters
in the input stream, the process described above is repeated
unkil it is determined that there are no more characters in
the input stream (negative determination in step 202).

Then, the code word (current value of Mcede) corresponding

to a match for the current value of Pstring is output (step
226) . Finally, a predefined control code word (e.g., code
word “z"}) will be output to indicate the end of the encoding
process (step 227).

The following example illustrates several iteraticns of
a portion of the encoding process described above in Figs.
2h and 2B. Assume CLhe input stream comprises the following

string of characters “ababca..”, wherein each character
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comprises a byte of information. An initialization process
iz first performed as discussed above. Then, the first
character @ in the input stream is read and stored in the
data structure C (step 203). The next character in the
input stream b is checked to determine if it matches a {step
204). In this instance, it will be determined that there is

no match and, conseguently, a run-length encoding process is

not triggered.

Accordingly, the string Pstring+C is created (step 210).
Since Pstring is empty (due to xnitialization), the new
string Pstring+C is sinply a. The dictionary is searched for
the new string. A matching entry for the character string n
will be found since all possible one character strings are
indexed in the dictionary. The index D[i] of the match is
stored in Mcode (step 213). The string a (i.e., PstringtC) is
stored in Pstring data structure (step 214).

The next character in the input stream b is read and
stored in the € data structure {(step 203). The next
character in the input stream & is checked to determine if
it matches b (step 204). In this instance, it will be

determined that there is no match and, ccnsequently, a run-

length encoding process is nol triggered.
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Accordingly, the strirg PstringtC is created (step 210).
Since Pstring contains the character a and C contains the
character b, the new string is ab. The dictionary is
searched for the new string (step 211). 1In this instance, a
match will not be found since there is no entry in the
dictionary for the string ab.

Since neo match was found (negative result in step 212),
the code word corresponding to the last watch is output,
i.e., the value in Mcede corresponding to the character a is
output. Then, the string «b zdded to the dictionary at
index DJ259] (steps 216-218) (assuming of course that this is
the first new entry after initialization of the dictionary

and the addition would not exceed the maximum number of

allowed entries).

Then, Pstring 1s set to include only the character in C,
which is b (step 223), and the dictionary is searched for
the indexed entry corresponding to a match for Pstring (step
224). Since, in this instance, Pstring contains only a
single character b, a match i1s guaranteed. The index of the
match is stored in Mcede (step 225).

*Then, the next character in the inpub stream a is read

and stored in the C data structure (step 203). The next
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character b is checked to determine if it matches a (step
204). 1In this instance, it will be determined that there is
no matech and, consequently, a run-length encoding process is
not triggered.

Accordingly, the string ba (i.e., Pstring+C) is created
{step 210). The dictionary is searched for the new string
ba. A match will not be found since there is no entry for
the string ba.

Since no match was found {(negative result in step 212),
the code word corresponding to the last match is output,
i.e., the value in Mcoede corresponding to the character b.

Then, the string ba added to the dictionary at index
D|260] (steps 216-218) (assuming of course that this is the
second new entry after initialization of the dictionary and
the addition would not exceced the maximum number of allowed
entries).

Then, Psfringis sel to store the character in €, which
is a (step 223) and the dicticnary 1is searched for the
indexed entry correspending to a match for Psfring (step
224). Since, in this instance, Pstring contains only a
single charactera, a match is guaranteed. The index of the

match is stored in Mcode {step 225).
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Then, the next character in the input stream b is read
and stered in the € data structure (step 203). The nexut
character ¢ is checked to determine if it matches b (step

204). In this instance, it will ba determined that there is
ne match and, consequently, a run-length encoding process 1is

not triggered.

Accordingly, the string ab (i.e., Pstring+C) 1is created
(step 210). The dictionary is searched for the new string
ab (step 211). In this instance, a match will be found
since there was a previous entry added to the dictionary for
the string ab. Accordingly, the code word (dicticnary
index) of the entry ab (which is this example is D|259]) is
stored in Mcode (step 213). The new string ab is stored in
Pstring (step 214).

The next character in the input stream ¢ is read and
stored in the C data structure (step 203). The next
character in the input stream a is checked to determine if
it matches ¢ {step 204). In this instance, it will be
determined that Ethere is no match and, consequently, a run-
length encoding process 1s not triggered.

Accordingly, the string abc (i.e., PstringtC) is created

(step 210). The dictionary is searched for the new string
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abe. A match will not be found since there is no entry for
the string abe.

Since no match was found (negative result in step 212),
the code word corresponding to the last match is output,
i.e., the previously stored value _n Mcede corresponding to
the character string ab. Then, the string abe is added to
the dictionary at index D[261] (steps 216-218) (assuming of
course that this is the third new entry after initialization

of the dictionary and the addition would not exceed the

maximum numper cof allowed entries).

Then, Pstringis set to store the charecter in C, which
is ¢ (step 223) and the dictionary is searched for the
indexed entry corresponding to a match for Psfring (step
224). Since Pstring contains only & single character ¢, a
match is guaranteed. The index of the match is stored in
Mcode (step 225). Again, this process is repeated for all
characters in the input stream.

Data Decompression

Referring new to Fig. 3, a block diagram illustrates a
system 30 for providing lossless data decompression
according to an embodiment of the present invention. In
general, the data decompression system 30 comprises an input

buffer 31 for temporarily buffering an enccded data stream
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and a decoder 32 for decompressing the encoded data stream.
It is to bhe understood that the encoded data stream may be,
e.g., received from a storage mediam for decoding, or
received at a desired location over a communication channel
and decoded at the locatior. It is to be further understocod
that the input buffer 31 is an optional component that may
be employed, for example, in real-time decompression
applications where the rate of decompression of the decoder
32 is slower than the bandwidth of the transmitted encoded
data stream.

In general, the decoder 32 performs, for Lhe most part,
the inverse of the encoding process described above. As an
encoded data stream is received by the decoder 32, a bit
unpacking module 33 unpacks the bits and restores the
original code words generated by the encoder 12 (Fig. 1).
Again, it is to be understoed that the bit packing module 22
(Fig. 1) is an optional compeonent that may be employed to
provide additional compression of the code words.

Therefore, if bit packing is not implemented for the
encoding process, bit unpacking is not employed in the
decoding process.

The decoder 32 comprises a run-length decoder 34 for
processing encoded run-lencth sequences in the encoded data

stream and outputting the decoded data corresponding to such
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encoded rur-length sequences. As explained below, if the
run-length decoder detects a contral word “1" in the input
data stream, it will read and process the next two
successive words in the encoded stream to output the decoded
data.

A dictionary decoder 135 is employed to build a
dictionary 37 which is identical to the dictionary built by
the encoder 12 {as discussed above). Using a mapping module
36 (or any suitable dictionary lookup furction), the
dictionary decoder will output character strings that are
entries in the dictionary 37 o recreate the original file.

It is to be understood taat the state of the dictionary
of the encoder is always at l2ast one step ahead of the
state of the dictionary of the decoder. Therefore, it is
possible that the encoder will output a code word for a
unique data block string that the decoder has not yet
entered in the decoding dictionary. This special case
occurs when a character string is encoded using the string
immediately preceding it. When this special situation
occurs, Lthe first and last characters of the string must be
the same. Accordingly, when the decoder receives a code
word that is not in the decoding dicticnary, the decoder
will know that the first cnaracter of the string that was

encoded is equal to the last character. This a priori
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knowledge enables the decoder to handle this special case.

It is to be appreciated thet because there are no lengthy

dictionary searches performed during the deceding process,

it is much less computatiorally intensive than the encoding
5 process. A decoding process according to one aspect of the

present invention is described below with reference to Figs.

4A and 4B.

The decoder 32 utilizes a plurality of data storage

structures 38 for temporarily storing data during a decoding

10 process. For example, in the illustrative embodiment of

Fig. 3, a Pcode data structure 39 (or “Peode’) is used for

temporarily storing a previous code word received by the

it decoder 32. A Pstring data structure 40 (“Pstring”)is

employed for temporarily storing a dicticnary string

Ny 15 corresponding to Pcode. A Ccode data structure 41 (“Ceode” )

=y is employed for temporarily storing a code word that is
currently being processed. B Cstring data structure 42
(“Cstring”) is employed for temporarily storing a dictionary
string corresponding to Ceode. A C data structure 43 is

20 employed for temporarily storing a next code word (byte) C
in the enceded input stream. Finally, a Pstring+C data
structure 44 is used for temporarily storing a character

string Pstring+C ,which is a string comprising all of the
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characters in Pstring plus tre character in C. The use of
these data structures will be discussed in further detail
below.

Referring now to Figs. 4a and 4b, a flow diagram
illustrates a method for decompressing data according to one
aspect of the present invention. In particular, the
decoding process depicted in Figs. 4A and 4B illustrates a
mode of operation of the system 30 of Fig. 3. 1Initially,
the dictionary 37 will be initialized in the same manner as
discussed above (step 400) i.e., the dictionary will
comprises an index for each of the three control words and
an index for each of the 256 characters). In addition,
Pstring and Cstring are initialized to empty (step 401). It is
to be understood that Pcode, Ccode, and C do not require
initialization.

After initialization, the first code word in the
encoded input stream will be read and stored in Ccede (step
402). A determination is then made as to whether the
current code word {stored in Ceode)is a (predefined) control
word (step 403). 1If Ccode is a contreol word (affirmative
determination in step 403), tne decoding process will be
terminated if the control word is “2" (step 404). If the

control word is “1", then a run-length decoding process is
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commenced by reading and processing the next two words in
the encoded input stream (step 405). In particular, as
explained above, a ccde word “1" is output during the
encoding process to indicate that Lhe next two conseculbive
cutput numbers (in the enccded sequence) represent a run-
length enceding sequence comprising (1) a character code and
{2} a number denoting the zmount of consecutive characters
found in the data stream corresponding to the character
code. Accordingly, assuming “¥” represents the character
code and “N” represents the number of consecutive “X"s, the
decoder will output the cheracter ¥, N times ([step 406).
Finally, if the control word is “0" (step 407), the decoding
process is initialized (return to step 400).

On the other hand, if the current Ccode does not
comprise a control word (negative determination in step
403), the dictionary will he searched to find the string
Cstring corresponding to the current Ceode (step 408). It is
te be understood that the first (non-control) code word in
the input stream will always be found in the dictionary,
i.e., the first non-control word will correspond to one of
the 256 code words that are initialized in the dictionary.

Referring now to Fig. 4B, Peode is set Lo be egual to
Ceode (step 409) {(and the string Psfring is set based on the
value of Pcode). The next code word will be read from the

RGE 8011-3
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encoded input stream and stored in Ceode (step 410).

A determination is then made as to whether the current
code word (stored in Ceode) s a (predefined) contrel wbrd
(step 411). As explained zbove, if Ceode is a contrel word

5 (affirmative determination in step 411), the decoding

process will be terminated if the control word is “2" (step
412). If the control word is “1%, then a run-length
decoding process is commenced by reading and processing the

next two words (“X“ and “N”, respectively) in the encoded

==

:; 10 input stream (step 413) and the decoder will output the

%é character ¥, N times (step 414). If the control word is “0"
_i {step 415), the decoding process is initialized (return to
;E step 400).

;? 1f, on the other hand, the current Ccode is not a

%i 15 control code (negative determination in step 411), a

;é determination is made as to whether there is an indexed

entry (Cstring) in the decoding dictionary corresponding to
Ceode (step 416). If there is an entry (affirmative
determination in step 416) then Cstring corresponding to that
20 Ceode is cutput (step 417). Then, the first character of
Cstring is stored in the C data structure (step 418). A new
string Pstring+C is then formed and added to the decoding

dictionary (step 418).
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If there is no entry in the dictionary for the current
Ccode (negative determination in step 416) this is the
special case described above and the decoder performs Lhe
following steps. First, the first character from Psfring is
stored in the C data structure (step 420). Then, a new
string Pstring+C is formed and added to the decoding
dictionary (step 421). The new string Pstring+C is then
output by the decoder (step 422).

The following example illustrates several iterations of

the decoding process using the output from the above
encoding example which was based on the input string "ababc
a..” The data structure are initialized as described above
(steps 400 and 401). The first code is read and stored in
the data structure Ceode. 3ince the first input code
corresponds to character a, the current Ceode is determined
not to be a control code (step 403). Accordingly, the
dictionary entry Cstring (i.e., a) corresponding to Ceode is
autput.

Pcode is then set ecqual to Ceode (step 409). The next
code word is read and stored in the data structure Ceode.
Since Lhe code word corresponds Le character b, Ccode is not

a control code {(step 411). The decoding dicticonary is then
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searched for a match for Ceode (step 416). Since a single
character string {(i.e., b in this instance} is always in the
dictionary, a match will be found. Since a match is
guaranteed, the dictionary entry Cstring (i.e., b) is output
5 (step 417). Next, the first character of Cstring (i.e.,b) is
stored in € (step 41B). A new string Pstring+C is formed and
added to the dictionary (step 418). 1In this example, since
Pstring is the string corresponding to Pceode , which is the
character a, and C contains the character b, the new string
10 Pstring+C is ab, which is added to the dictionary at the next

available index, D[259]. Again, Prodeis set egual to Ccode.

Then, the next code word (corresponding to character
ab) is read and stored in the data structure Ceode. Since
5 this is not a control code, the dictionary is searched for a

e 15 match for Ccode. Again, in this instance, there will be a
match. Accordingly, Cstring, i.e.,ab, is output.

Then, the first character of Cstring (which is a) iz
stored inC (step 418). A new string Pstring+C is formed
comprising ba (i.e., Pstring is the string corresponding to

20 Pcode, b, and C contains a) and then added to the dictionary
(step 419) at Lthe next available index D[260]. Then, Pcode is

set equal to Ceode, and the process is repeated.
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It is to be appreciated the present invention exploits
various traits within run-length encoding, parametric
dictionary encoding, and bit packing to provide an
encoding/decoding process whose efficiency 1s suitable for
use in real-time lossless cata compression and decompression
systems such as the systems disclosed in U.S. Patent
Application Serial No 09/210,491, filed on December 11,
1998, entitled “Content Independent Data Compression Method
and System,” which is commonly assigned and fully
incorporated herein by reference.

In particular, although dicticnary class encoding
technigues, in general, are considered superior to run-
length encoding techniques, run-length encoding techniques
can process and compress contiguous strings of data blocks
far more optimally than dictionary encoding techniques. We
have analyzed the manner in which certain programs store
data. By way of example, we have determined that MICROSOFT
OFFICE ™ applications use large string of repetitive
characters in certain portions of programs and data files
such as in the headers and footers of the files, although
these run-lengths can occur in the middle of files such as
.dll files, data base files and those files with embedded
data structures.

Using an analysis too. that analyzes Lhe frequency of
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characters (i.e., a histogram analysis of the frequency
(count) of byte values), we have found that .exe files and
.doc files comprise an inordinate quantity of bytes that are
equal to 00hex (0s) and FFhex (255). These frequently
occurring byte values often appear in contiguous strings as
header, footer or byte padding values for data structures
internal to the Word format. As indicated above, a run-
length algorithm exploits these occurrences far more
optimally than any known dicticnary technique.

In addition, a further analysis of these file types on
a block basis, e.g., an 8 kilobyte block or 4 kilobyte
block, underscores the advantage of using a combination of
dictionary and run-length encoding - the contiguous nature
of the data strings that we have found in these files
amplifies Lhe benefit of the run-length encoeding over the
dictionary encoding since the dicticnary encoding has been
determined te typically provide a lower compression ratie
when applied to smaller quantities of data. Therefore,
while dictionary compression techniques typically vield
higher compression ratios than run-length, this may not be
true, e.g., for most MICROSOIT WINDOWS ™ operating system,
program anc data files. Accordingly, an encoding process
such as described herein using a combination of run-length

and dictionary encoding is far superior to compress data
S - 8011-3
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files, etc., that characteristically include contiguous
strings of similar data blocks.

Moreover, as indicated above, the use of bit-packing in
combination with the dicticnary and run-length encoding
advantageously provides additional compression, with a
negligible increase in the overhead or processing time
required fcr the bit-packing.

Further, the parametric nature of the algorithm allows
for tailoring to a wide variety of applications and target
processing archictectures, wherein trades in processor
throughput and instruction set mix, memory hierarchy and
bandwidth, and requisite irput/output bandwidth requirements
may be accommodated. By wey of example, various memory
bandwidths and sizes within the processing hierarchy may
dictate the size of the dictionary in terms of the number of
entries (or "dictionary depth"), and maximum length of each
entry (or "dictionary width"). For example, the Texas
Instruments Digital Signal Processor TMS5320C6x and TMS320ChHx
employ separate onboard caches for program and data memory
in a Harvard Architecture Arrangement. The caching may
further have multiple levels of cached commonly known as L1
(lowest level) and L2 (higher level) onboard cache.
Typically the lowest levels of cache have highest

throughput. Alsc, caches are typically faster that external
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memory.

In one aspect of the present invention, by fixing the
dictionary depth to place it n the appropriate level of
caching, one can obtain a des_red balance between the
compression ratio and compression throughput. Indeed,
although a larger dictionary typically produces a higher
compression ratio, the larger dicticnary results in slower
throughput. With the current technology limit, L1 cache is
typically too small to store a full dicticnary and the
dictionary is maintained at its optimum size in L2 cache.
However, this trade is specific to the desired compression
ratioc and throughput,

In another aspect of Lhe present invention, the
throughput of, e.g., the encoding process can be monitored
as a function of compression ratic and dictionary size. If
the compression throughput is found to fall below a desired
level or is otherwise desired to be increased the
compression algorithm may dynamically enlarge the dictionary
to increase compression ratio or cecrease Lhe dictionary to
improve throughput. It should be noted that the
relationship is dependent upon the entropy content of the
input data stream and may be multivalued and/or non-linear.
In yet another aspect of the oresent invention, a learning

algorithm may be further applied to learn the optLimum ratios
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using a time weighted average of Chroughput.

Another approach is to page dictionary entries from
memory to L2 cache, L2 cacke to L1 cache, or L1 cache to on
board registers within the processor. This methodology can
be extended to any memory hierarchy within a single or
multiprocessor architecture.

In another embodiment, the present invention may adopt
the use of a control signal that would affect the
compression technique used by the encoder. The control
signal could originate from the same source as the data. It
would indicate to the encoder whether to place emphasis on
the compression speed or the compression ratio during the
encoding process. As indicated above, when it comes to
compression speed and compression ratio, one can often be
sacrificed to benefit the other.

An example of the use of such a contrel signal is as
follows. Assume the encoder resices in a hard disk
controller of a computer. Ths operating system driver that
sends the infeormation to be stored on the disk would
generate the control signal., The driver may use an
algorithm that normally sends a contrel signal te the
encoder indicating that the encoder shou_.d use a form of the
compression process that yields a very high compression

ratio even if the encoding process is not very fast. When
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the driver has accumulated sufficient amount of cdata to be
written to the disk, then tThe driver could generate a
control signal to the encoder which would cause the
controller to use a very féest implementation of its
compression algorithm, even if it does not produce the best
compression ratio.

In a particular example, the use of a control signal
may be employed to set the appropriate parameters within the
encoding/decoding algorithms described herein to facilitate
data storage and retrieval bandwidth acceleration and
provide data compression and decompressicn at rates faster
than the input data stream such as disclecsed in U.5. Patent
Serial No. 09/266,394, filed on March 11, 1999, entitled
“System and Methods For Accelerated Data Storage and
Retrieval,” which is commonly assigned and fully
incorporated herein by reference. For example, if a data
stream inputs 30 megabytes per second the losslessly
compressed, real-time, output stream is 10 megabytes per
second, assuming a 3:1 compression ratio. Conversely, if a
compressed input data stream is 10 megabytes per second, the
corresponding decompressed, real-time output stream is 30
megabytes per seccnd, again assuming an original 3:1
lossless compression ratio. Again, using the methods

described above, the accelerated data storage and retrieval
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rates may ke modified based on the desired compression and
throughput.
Although illustrative embodiments of the present

invention have been descriked herein with reference to the
5 accompanying drawings, it is to be understood that the

present invention is not limited to those precise

embodiments, and that varicus other changes and

modifications may be affected therein by one skilled in the

art without departing from the sceope or spirit of the

w10 invention. All such changes and modifications are intended
43
it to be included within the scope of the inventicn as defined

3
il

Fi

by the appended claims.

44
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WHAT IS CLAIMED IS:

1. A method for compressing input data comprising a
plurality of data blocks, the method comprising the steps
ot

detecting if the input data comprises a run-length
sequence of data bklocks;

outputting an encoded run-length sequence, if a run-
length sequence of data blocks is detected;

maintaining a dictionary comprising a plurality of code
words, wherein each code word in the dictionary is
associated with a unique data block strirg;

building a data block string from at least one data
block in the input data that is not part of a run-length
sequence;

searching for a code word in the dictionary having a
unique data block string associated therewith that matches
the built data block string; and

outputting the code word representing the built data

block string.

2. The method of claim 1, wherein the step of
detecting a run-length sequence comprises the steps of:
receiving an input data olock;

identifying a run-length sequence if at least the next
-47 - 8011-3
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§ successive data blocks in the input data are similar to

the input data block.

3. The method of claim 2, wherein the step of
outputting an encoded run-length ssquence comprises the step
5 of consecutively cutputtinc a first control code word
indicating a run-length secuence, a cede word in Lhe
dietionary having a unique data bleock string associated
therewith that corresponds to the input data block, and a
word corresponding to the number of successive data blocks

10 that are similar to the input data block,.

é; 4. The method of claim |, wherein the step of

if maintaining a dictionary comprises the steps of:

gi dynamically generating a new code word corresponding to
gf a built data block string, if the built data bleck string

% 15 does not match a unique data block string in the dictionary;

and

adding the new code word in the dictionary.

5. The methoed of claim 4, wherein the step of
maintaining the dictionary further comprises the step of
20 initializing the dictionary if the number of ccde words

exceeds a predetermined threshold.
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6. Tre method of claim 5, wharein the step of
initializing the dictionary comprises the steps of:

-reseLting the dictionary to include all possible code
words corresponding to a unigue data block string comprising
a single data block; and

cutputting a control code word indicating that the

dictionary has been initialized.

7. The mebLhod of claim 1, wherein the code words in
the dictionary further comprises at least one control code
word representing one of d-cticnary initialization, a run-
length encoded sequence, an end of the input data, and a

combination therecof.

8. The method of claim 1, wherein each code word in

the dicticnary comprises a dictionary index.

9. The method of claim 1, further comprising the step
of bit-packing encoded run—-length sequences and code words

that are output.

10. The method of claim 1, wherein the step of
building a data block string comprises the steps of:

{a) iteratively storing in a first data structure, a

-49 - 8011-3

Page 73 of 120



15

20

next successive data block in the input data to build a
current data bleck string; and

(b} for each iteratior in step (a), updating a previous
code word stored in a secord data structure to a current
code word corresponding to the current data bleck string in
the first data structure, if the code word for the current
data block string in the first data structure is found in
the dictionary; and

further wherein the step of cutputting the code word
representing the built datz block string comprises the steps
of outputting the previous code word stored in the second
data structure, if a code word is not found in the
dictionary corresponding to the current data block string in

the first data structure.

11. The method of claim 10, further comprising the
step of adding the current data block string to the

dictionary.

12. The method of claim 11, further comprising the
steps of:

storing, in a third data structure, the last data block
input in the first data structure, if the current data block

string is not found in the dictionary; and
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repeating steps (a) ard 1b) starting with the data
block in the third data structure, if the data block in the

third data structure is not part of a run-length sequence.

13. The method of cleéim 1, further comprising the step
of maintaining a hash table comprising a pluralily of
arrays, wherein each array comprises all code words in the
dictionary that are associated with a unigue data block
having a first data block whose value corresponds with an
index of the array, and wherein the hash table is used for

the step of searching for a code word in the dictionary.

14. A program stcrage device readable by a machine,
tangibly embodying a program of instructions executable by
the machine to perform method steps for compressing input
data comprising a pluralitwv of data blocks, the method
comprising the steps of:

detecting if the inpul data comprises a run-length
sequence of data blocks;

outputting an encoded run-length sequence, Lf a run-
length seguence of data blocks is detected;

maintaining a dicticnary comprising a plurality of code
words, wherein each code word in the dictionary is

associated with a unique data block string:
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building a data block string from at least one data
block in the input data that Lls not part of a run-length
sequence;

searching for a code word in the dictionary having a
unigque data block string associated therewith that matches
the built data block string; and

outputting the code word representing the built data

block string.

15. The program storage device of claim 14, wherein
the instructions for performing thte step of detecting a run-
length sequence comprise instructions for performing the
steps of:

receiving an input data block;

identifying a run-length sequence if at least the next
§ successive data blocks in the input data are similar to

the input data block.

16. The program storage device of claim 15, wherein
the instructions for performing the step of outputting an
encoded run-length sequence comprise instructions for
performing the step of consecutively outputting a first
control code word indicating a run-length sequence, a code

word in the dictionary having a unique data block string
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associated therewith that corresponds to the input data
block, and a word corresponding te the number of successive

data blocks that are similar ro the input data block.

17. The program storage device of claim 14, wherein
the instructions for performing the step of maintaining a
dictionary comprise instructiosns for performing the steps
of:

dynamically generating a new code word corresponding to
a built data block string, if the built data block string
does not match a unique daza block string in the dictionary;
and

adding the new code word in the dictionary.

18. The program storage device of c¢laim 17, wherein
the instructions for performing the step of maintaining the
dictionary comprise instructions for performing the step of
initializing the dictiocnary if the number of code words

exceeds a predetermined threshold.

19. The program storage device of claim 18, wherein
the instructions for performing the step of initializing the
dictionary ceomprise instructions for performing the steps

of:
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resetting the dictionary to include all possible code
words corresponding to a unique data block string comprising

a single data block; and

outputting a control code word indicating that the

dicticnary has been initialized.

20. The program storage device of claim 14, wherein
the code words in the dictionary further comprise at least
one control code word representing cne of dictionary
initialization, a run-length encoded sequence, an end of the

input data, and a combination thereof.

21. The program storage device of claim 14, wherein
each code word in the dictionary comprises a dictionary

index.

22. The program storage device of claim 14, further
comprising instructions for performing the step of bit-
packing encoded run-length sequences and code words that are

output.

23. The program storage device of claim 14, wherein
the instructions for performing the step of building a data

block string comprise instructions for performing the steps

-54 - 8011-3

Page 78 of 120



10

20

of:

{(a) iteratively storing in a first data structure, a
next successive data block in the input data to build a
current data block string; and

(b) for each iteration i1 step (a), updating a previous
code word stored in a second data structure to a current
code word corresponding to tha current data block string in
the first data structure, i1f the code word for the current
data block string in the first data structure is found in
the dictionary; and

further wherein the instructions for performing the
step of outputting the code word representing the built data
block string comprise instructions for performing the step
of outputting the previous code word stored in the second
data structure, if a code word is not found in the
dicticonary corresponding to the current data block string in

the first data structure.

24, The program storage device of c¢laim 23, further
comprising instructions for performing the step of adding

the current data block string to the dictiocnary.

25. The program storage device of claim 24, further

comprising instructions for performing the steps of:
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storing, in a third data structure, the last data block
input in the first data structure, if the current data block
string is not found in the diztionary; and

repeating steps (a) and (b) starting with the data

L

block in the third data structure, i1f the data block in the

third data structure is not part of a run-length sequence.

26. The program storage device of claim 14, further
comprising instructions for performing the step of
maintaining a hash table comprising a plurality of arrays,

10 wherein each array comprises all code words in the
dictionary that are associated with a unigue data block
having a first data block whose value corresponds with an
index of the array, and wherein the hash table is used for

the step of searching for a code word in the dictionary.

15 27. A method for decompressing an encoded data stream
comprising a plurality of code words, the method comprising
the steps of:

maintaining a dictionary comprising a plurality of code
words utilized to generate the encoded data stream, wherein

20 the code words in the dictionary comprise control code words
and code words that are each associated with a unigue data

block string;
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20

decoding and outputting a run-length sequence of data
blocks associated with an =nput code word of the encoded
data stream, if the input code word is a control code word
in the dictionary that indicaces an encoded run-length
sequence;

outputting a unique data block string in the dictionary
that is associated with an input code word of the encoded
data stream, if the input cods word is found in the
dictionary; and

if the input code word is not found in the dictiocnary,
building a new data bleck string comprising (1) the unique
data block string associated with a previous control word
found in the dictionary and (2} trhe first data bleock of the
uniqgque data block string, adding the new string to the

dictionary and outputting the new string.

28. A system for compressing input data comprising a
plurality of data blocks, :the system comprising:

a dicrionary comprising a plurality of code words,
wherein the code words comprise control code words and code
words that are each mapped to a unique data block string;

a run~length encoder for encoding a sequence of similar
data blocks in the input data using at least one code word

in the dictionary; and
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a dictionary encoder for encoding a data block string
comprising at least one data block in the input data using a
code word in the dictionarv, wherein output of the run-
length encoder and dictionary encoder are combined to form

5 an encoded data stream.

29. The system of claim 28, further comprising a
system for decompressing the encoded data stream, wherein

the system for decompressing the encoded data stream

! comprises:

e

g 10 a dictionary comprising a plurality of code words

i

i1 utilized to generate the encoded data stream, wherein the

g

it code words in the dictionary comprise control code words and
“uike

i code words that are each associated with a unigue data block
&4

B string;

133

13 15 a run-length decoder for decoding and outputting a run-
ol

ul length sequence of data blocks associated with an input code

word of the encoded data stream, if the input code word is a
control code word in the dictionary that indicates an
encoded run-length sequence;

20 a dictionary decoder for outputting a unique data block
string in the dictionary that is asscciated with an input
code word of the encoded data stream, if the input code word

is found in the dictionary; and if the input code word is
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not found in the dictionarv, building a rew data bklock
string comprising (1) the unique data bleck string
associated with a previous control word feund in the
dictionary and (2) the first data block of the unique data
3 block string, adding the new string to the dictionary and

outputting the new string.

30. The system of claim 29, wherein the compressicn
and decompression systems are employed for accelerated data

storage and retrieval.
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[ believe that I am the original, first and sole ({f only une name is listed beluw), or an original, first and joint invemor (if
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[] was filed in the U $. Patent & Trademark Oftice on and assignec Serial No,
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as amended by any ameadment referred (o above. | acknowledge the duty ta disclose information which is material to patentability
and to the examination of this application in accordance with Title 37 of the Code of Federal Repulations §1.56, I hereby claim
foreign priority henefits under Title 35, U.S. Code §119(a)-(d) or §365(b) of any forcign application(s) for patent or inventor's
Sertificate, or §365(a) of any PCT intemational application which designated at least one country other than the United States,
Ihted below and have alsv identified below any foreign applications for patent or inventor’s certificate having a filing date hefore
gbm of the application on which priority is claimed:
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5:"'} pplication Number) (Couniry) Day/Month/Year filed)
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1qfonnatmn material to patentability as defined in Title 37, The Code of Federal Regulations, §1.56(a) which became available
Eciween the filing date of the prior application and the national or PCT international filing date of this application:

" 60/136,561 May 28, 1999 Pending
(Application Sertal Number) (Filing Dare) (STATUS: patemied, pending, abandoned)
(Application Serial Number) (Fding Date) (STATUS: patened, pending, abondoned)

I hergby appoint the tollowing attorncys: FRANK CHAU, Reg. No, 34,136; JAMES J, BITETTO, Reg. No.
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& ASSOCIATES, LLP, 1900 Hempstead Turnpike, Suite 501, East Meadow, New York 11554 to prosecute this application and
to transact all buginess in the (.S, Patent and Trademark Office connected therewith and with any divisional, continuation,
continuation-in-part, reissue or re-examimation application, with full power of nppointment and with full power to substitute an
associate Bftorney or agent, and to reecive all patents which may issue thereon, and request Lhat all correspondence be addresscd
to:

Frank Chau, Esq.

F. CHAU & ASSOCIATES, L1P

1900 Hempstead Tumpike, Suite 501

East Meadow, New York 11554
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JHEREBY DECLARE that al} statements miude herein of my own knowledge are true and tl_¢ all statements made on information
and belief are believed to be true; and further that these statements were mads with the knowledge that willful false statements
and the like so made are punishable by fine or imprisonment, or both, under §1001 of Title 18 U.8. Code and that such willful false
statements may jeopardize the validity of the application or eny patent issued thereon,

FULL NAME OF FIRST OR SOLE INVENTOR; James J. Fallop Citizenship _USA
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Residence & Post Offic 11 Wampus Close, /
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Assistant Commissioner for Patents wn<H =
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Washington, D.C. 20231 — ==
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Sir:
Tranemitted herewith for filing is the patent épplication of
Inventor(s): James J. Fallon, Steven L. Bo
For: SYSTEM AND METHOD FOR LOSSILESS DATA COMPRESSION
AND DECOMPRESSION
Enclosed are:
[X] __46 page (s) of specification
[x] 1 page(s) of Abstract
X} 13 page (s) of claims
[X] [ sheets of drawings [ 1 formal [X¥] informal
[X] 2 page (s) of Declaration and Power of Attorney

[ ] An Assignment of the invention to

CERTIFICATION UMDER 37 C.F.R., § 1.10
1 hereby certify that this New Applicaticn Transmittal and the documents
referred to as enclosed therein are heing deposited with the United States
Postal Service on this date May 26, 2000 in an envzalope as "Express Mail Post
Office to Addressee" Mail Label Nuamber EL433327031U5 addressed to: Assistant
Commissioner for Patents, Washington, D.C., 20231.

Frank V. DeRo=za

(T‘i}i&iﬁp}rlnt “qu paper

(Signature of person mailing paper)
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[X] This application c¢laims the benefit under 35 U.S.C.
§119(e) of U.S. Provisional Application(s) No(s).:

APPLICATION NO(S) - FILING DATE
60/136,561 May 28, 1999
/. -

[ 1 Certified copy of applications

Country App.n. No. Filed

ey from which priority under Title 35 United States Code, § 119
is claimed

[ ] is enclosed.

[ 1 will follow,

CRALCULATION OF WIILITY APPLICATION FEE

" Number Numbe: Basic Fee
! For Filed Extra i Rate __5650.00
g Total
Claims* 30 -20 = 10 X £ 18,00 $180.00
Independent
Claims 4 -3 = 1 x $ 78.00 S 78,00
Multiple [ ] yes Add'l. Fee $260.00 g
Dependent
Claims [ ] no Adel']l . Fee _None - S

TOTAL § 948.00

[X] Verified Statement of "Small Entity" Status Under 37
C.F.R. § 1.27. Reduced fees under 37 C.F.R. § 1.9(f)
{50% of total) paid herewith £474.00.

*Includes all independent and single Jdependent claims and al. claims referred te in multiple
claima. See 37 C.F.R. § 1 75(c)
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[ 1 A check in the amount of $40.00 is enclosed for recording
the attached Assignment .

[X] A check in the amount of 3474.00 to cover the filing fee is

attached.

[ 1 Charge fee to Deposit Account No. 50-0672. Order No.
50-0€875. TWO (2) COPIES OF THIS SHEET ARE ENCLOSED.

[X] Please charge any deficiency as well as any other feel(s)

which may become due under 37 C.F.R. § 1.16 and 1.17, at any
time during the pendency of this application, or credit any

overpayment of such fee(s) to Deposit Account No. 50-0679.

Also, in the event any extensions of time for responding are

required for the pending application(s), please treat this
paper as a petition to ex-end the time as required and

charge Deposit Account No. 50-0679 therefor. TWO (2) COPIES

OF THIS SHEET ARE ENCLOSED.

Pate: ____,s-_,.’,%% 2000 7/4&/@“&7/4

STIGNATURE OF ATTORNEY
Frank V. DeRosa
Reg. No. 43,584

F. CHAU & ASSOCIATES, LLP
1900 Hempstead Turnpike
Suite 501

BEast Meadow, New York 11554
Tel. No. (516) 357-0091
Fax. {(516) 357-0092
FVD:pg
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Burden Hour Statement: This farm 13 estimated o lake O 2 nours to complete  Time will vary depending upon the needs of the Individual case Any
the amount of time you are required ta complete this form shauld be sent to the Chief Information Officer, Patent and Trademark Office, Washingten, OC 20: ’3‘
[0 NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS SEND TO  Assistant Commussianer for Patents. Washinglon, DC 20211
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Application No. Applicant(s)

5 = 09/579.21 | FALLONET AL. L .
Notice of Allowability T Art Unit
L» o | dingge Wu_ 2623 | |
-- The MAILING DATE of this con tion apy s on the cover sheet with the correspondence address--

All claims being allowable, PROSECUTION ON THE MFRITS 1S (OR REMAINS) CLOSED in this application. If not included

herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriale communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY 1S NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from 1ssue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1 This communication is responsive to 5/26/2000. |
2. 4 The allowed claim(s) isfare 1-30
3.1 The drawings filed on _____ are accepted by the Examiner.
4. [7] Acknowledgment is made of a claim for foreign priority under 35 U S C. § 118(a)-(d) or (f).
a)[J Al b)[dSome" c¢)[]None of the:
1. [1 Certified copies of the priority documents have been received.

2_[] Certified copies of the priority documents have been received in Application No.

|
{ 3. [] Copies of the certified coples of the priority documents have been received in this national stage application from the
International Bureau (PCT Rule 17.2(a)).
J * Certified copies not received: ___
5. Acknowledgment is made of a claim for domestic priority under 35 U.S C. § 119(e) (to a provisional application).
' (a) [_] The translation of the foreign language provisional application has been received.
6.1 Acknowledgment is made of a claim for domestic priority under 35 U.S C §§ 120 and/for 121,

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements noted
below. Failure to timely comply will result in ABANDONMENT of this application. THIS THREE-MONTH PERIOD IS NOT EXTENDABLE

7.1 A SUBSTITUTE OATH OR DECLARATION must be submitted Note the attached EXAMINER'S AMENDMENT or NOTICE OF
INFORMAL PATENT APPLICATION (PTO-152) which gives reason(s) why the oath or declaration is deficient.

8. ] CORRECTED DRAWINGS must be submitted.
(a) (2 including changes required by the Notice of Draftsperson's Patent Drawing Review ( PT0-048) attached
1) B hereto or 2) ] to PaperNo. ____
(b) ] including changes required by the propased drawing correction filed _ _, which has been approved by the Examiner.
() ] including changes required by the attached Examiner's Amendment / Comment or in the Office action of Paper No.

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the top margin (not the back)
of each sheet, The drawings should be filed as a separate paper with a transmittal letter addressed to the Official Draftsperson.

9. 1 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
atlached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.
Attachment(s)
104 Notice of References Cited (PT0-892) 2[7] Notice of Informal Patent Application (PTO-152)
3[4 Notice of Draftperson's Patent Drawing Review (PTO-948) 4] Interview Summary (PTO-413), Paper No.
5[] Information Disclosure Statements (PTO-1448), Paper No. . 6] Examiner's Amendment/Comment
71 Examiner's Comment Regarding Requirement for Deposit 80 Examiner's Stalement of Reasons for Allowance
of Biological Material 9] Other

|
U5 Palent and Tracemark Gifice - T -
PTO-37 (Rev (4-01) Notice of Allomhiﬁﬁ/ " Part of Paper No 2
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Application/Control Number: 09/679,221 Page 2
Art Unit: 2623

Reasons for Allowance

1. The following is an examiner's statement of reasons for allowance:

Independent claims 1, 14, 27 and 28 are allowable over the prior art of record.
Claims 2-13, 15-26, and 29-30 depend from claims 1, 14, and 28 respectively,
therefore, are allowed.

Independent claims 1 and 14 recite the limitations of : building a data block
string from at least one data block in the input data that is not part of a run-length
sequence; searching for a code word in the dictionary having a unique data block string
associated therewith that matches the built data block string. The combination of these
features as cited in the claims in combination with the other limitations of the claims,
are neither disclosed nor suggested by the prior art of record.

Independent claim 27 recites the limitations of : if the input code word is not
found in the dictionary, building a new data bfaock string comprising (1) the unique data
block string associated with a previous control word found in the dictionary and (2) the
first data block of the unique data block string , adding the new string to the dictionary
and output the new string. The combination of these features as cited in the claims in
combination with the other limitations of the claims, are neither disclosed nor suggested
by the prior art of record.

Independent claim recites the limitations of : a dictionary comprising a plurality of
code words, wherein the code words comprise control code words and code words that

are each mapped to a unique data block string; an run-length encoder, and a dictionary
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Application/Control Number: 09/579,221 Page 3
Art Unit; 2623

encoder for encoding a data block string comprising at least one data block in the input
data using a code word in the dictionary, wherein output of the run-length encoder and
dictionary encoder are combined to form an encoded data stream.. The combination of
these features as cited in the claims in combination with the other limitations of the
claims, are neither disclosed nor suggested by the prior art of record.

The closest references of US 56883975 to Narita et al. discloses using run-length

encoder, and dictionary. However, he does not teach the limitations of cited above.

Conclusion
2. The prior art made of record and not relied upon is considered pertinent to
applicant's disclosure.
US 6489902 and 5995976 to Heath, US 5870036 to Franaszek et al., and US

6195024 to Fallon disclose methods for using run-length encoding and dictionary.

Contact Information

3 Any inquiry concerning this communication or earlier communications should be
directed to Jingge Wu whose telephone number is (703) 308-9588. He can normally be
reached Monday through Thursday from 8:00 am to 4:30 pm. The examiner can be also

reached on second alternate Fridays.

Any inquiry of a general nature or relating to the status of this application should

be directed to TC customer service whose telephone number is (703) 306-0377.
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Application/Control Number: 09/679,221 Page 4
Art Unit: 2623

If attempts to reach the Examiner by telephone are unsuccessful, the Examiner’'s
supervisor, Amelia Au, can be reached at (703) 308-6604.

The Working Group Fax number is (703) 872-9314.

Jingge Wu

Primary P EXanfiner
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Application/Control No. Applicant(s)/Patent Under
Reexamination
09/579.221 FALLON ET AL
Notice of References Cited e —t T
Jingge Wu 2623 l Paga1.of
- U.S. PATENT DOCUMENTS
¥ counﬁ"cﬂﬁiﬁtmwlﬁﬁé Code MM?\art\?W Name Classification
* 1 a | Us-6,195,024 a 02-2001 Fallon 3417151
* | B | US-5,883,975 03-1999 Narita et al. 382/232
* | ¢ | Us-5870036 02-1999 Franaszek et al. 341/51
b |useaso002 A 12-2002 Heath ; 341/87
* | e | us-5,955,976 09-1999 Heath 341/87
F | US- T
G | US-
H | US- - -
I} us- B
J | US-
K | US- )
Us- o
M | US-
o FOREIGN PATENT DOCUMENTS
* CDUH‘S?;Tir:'tmh‘l;rrﬁ:g Code MMEE“?Y Countiy Name Classification
. e i it
8]
P
= S i
- Z
P ]
. o
NON-PATENT DOCUMENTS
% Include as applicable: Author, Title Ciate, Fublisher, Edition or Volume, Pertinent Pages) %
U
v
W
X

*A capy of this reference Is not being furnishad with this Office aclion {See MPEF § 707 15(g) )
Dates in MM-YYYY lormat are p 1 dates Classifications may be US or foreign

U S Patcnl and Tradamark Office
PTO-892 (Rev. 01-2001) Notice of References Cited Part of Paper No. 2
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Foum PTOU4E (Rev 03/01) U S DEPARTMENT OF COMMERCE - Patent and Trademark Oilice  Apphcation No. &9/;{) 7 2‘ 'Q‘/

NOTICE OF DRAFTSPERSON'S
PATENT DRAWING REVIEW

The drawing{s] bited (nsert date) A
A, [y approved by the Dreltspersed andes 37 CFR L84 o1 1 152
B, [ objected to by the Dialtsperson under 37 CFR- 1S4 ar 1152 [ the reasons mdicated below, The Examaner will regquine

submission of new, corrected drawings when necessary  Corrected deawing must be sunnilted aceording o the mstiactions on the back ol this notice.

I DEAWINGS 37 ORI 8400, Acceprable caepones of drawings H ARRANGEMENT OF VIEWS 37 CFR | B4}
Blagk ink Color. Words dis not appear on a hotizontal, leh-to-nght lashion
_ Color drawings are nol peceplable until petiton s pranted. when page s enther upoght o lormed 5o thal the top
Fig(s) hecomes the night sile, except lon graphs [igls)
_ Penad and nen black ik rot peomited Figgs) O ROALL 3TORR 1 8k
2. PHOTOGRAPHS, 37 CFR | 84(b) _ Seale not large enough 1o show mechansm without
T huliwone s ] Figls) erewiling when diawing 15 reduved i siee 0 twao-thads m
Photographs may wot be mounted 37 CFR | Sdye) reprslucinmn
Puoor qualiny (hali-tonet Figis) I Figls) __
3 TYPEOF PAPER V7 CFR 1 Bd{c) 1 CHARACTUR OF LINES, NUMBERS, & LLEITTLRS
_ PFaperanotilesible stong, white, and duiable ITCER | 84y
Fapis) _ banes, numbers & lettiers ol walormly thick and welk
_ Erasures, abieranuns, averwihings, mienlineations, detimed clea, durabdc, and black {poor lme qualiy}
folds, copy machme marks notaccepted. Figfs) Fipls)
Mylar, velum papet 15 not acee plable (oo thin) I SHADING 37 CFR 1.84(m)
Figlsy _ Sl blick areas pale Tigfs) ) _
4 SIZEOF PAPER 37 CFR | 384(1) Acceptable sizes . Solid Black shading oot permatied Fig(s)
2 Gem by 297 em (1IN wiee Ad) _ Shade lnes, pale, tough and Bluned Figgsy
Iloemby 279 em (8 /2 % 1 | inches) 12 NUMBERS. LETTERS, & REFEFRENCE CHARACTERS
Al drawing sheels noi the sane size FTCPR T Bdipy
Sheet(s) J Numbers apy reterence characiers nof plan and legible
_ Drawings sheets not an aceeptable size  Figls) Igfsy I l g 2
5 MARGINS 37CER | 8dip) Acrepable marginy: _ Figure lepends dee poor. Figls) =
_ MNumbers ane relerenee eharasters not orented in the
Top 2.5 cm Leli 2 Sem Raght 15 em Bottom 11 em same dizection ds the view, 37 CFR1LEdpiil)
SIZE Ad Size Fig(s) I
Top2Sem Len25am Right 15 cm Bottom 1 0 cm English alphabes ot used, 37 CRR LE4(pI(2)
S14F .El.?lx I - P Figs - .
Margins go! sceeplable Figls) { Q‘ . )\,B \_j 4A’ {“ﬁ ___ Numbuis, letters amd reference characters nist be an Jeas
____(/_ Top (T l/ Ly el i 32 em (18 wich) in herght 37 CER 1 84(0)3)
. Raght (R} Rotom (B Fipis) _
O VIEWS 37 CFR 184l 13 LEAD LINES 37 CFR 1L84(q)
REMINDER: Speeification may require revision o _ Lend bnes eross each other  Figls)
correspond 1o drawing changes —— L hnes nussing Fagls)
Partial views 37 CFR | 84{h)(2) T NUMBERING OF SHEETS OF DRAWINGS 37 CFR | B4(1)
_ Brackets nevded w show hgme s one entity _ Sheers nol numbered conseentively, and i Arbie numerals
Figis) Begining watl nber 1. Sheet(s)
_ Views o labeled separately o properly 15, NUMBERING OF VIEWS 37 CER 1 8:4n)
Frg(s) _ Views ot snmbered consecubively, and in Arabic numeaals,
_ Enlarged view not labe led sepaetely or properly Tregimmng with numter 1 igls) R
T Figls) 16 CORRECTIONS 37 CFR1LEw)
- Cameetons net made brom prioe P1O-U48
7 SECTIONAL VIEWS 37 CFR |84 hi(3) dated
. Hatching nutindicsted lor sechional pottions ol an abject 17 DESIGN DRAWINGS 37 CFR 11152
Figls) . Surlace shathng shown not approprate Fug(s) -
_ Secuonal designation showld be neted with Aribie or _ Solid black shadimg mol wseel or color contrast
Roman numbers Fag{si Figis) it
COMMENTS

REVIEWER

(P

ATTACHMENT TO PAPER Nt

DATE :2{/ A @I/"fj; 'I‘l-'.LIiPHON?!Q.a E@ q /[ 55’"9
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E ?ﬁ&:"’} UniTED STATES ParENT AND TRADEMARK OFFICE
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UNITED STATES DEFPATTTMENT 0017 COMM IO
United States Patont and Tradomask Offio:
SIONENR OF PATICNTE AND TRALEMARKE

NOTICE OF ALLOWANCE AND FEE(S) DUE

7590 027282003
Frank Chau Esq
F Chau & Associates LLP
1900 Hempstead Turnpike
Suite 501 |
East Meadow, NY 11554

| EXAMINER I
WU, JINGGE

AT UND I CLASS-SUBCLASS 1

2623 IR2-232000

DAT = MAILED, 02/28/2003

J APPLICATION NO FIRST NAMED INVENTOR

09/579,221

FILING DA TE I
05/26/2000

ATTORNEY DOCKET NO CONFIRMATION NO {
BO11-3 Blu6

James 1, Fallon

TITLE OF INVENTION SYSTEM AND METHOD FOR LOSSLESS DATA COMPRESSION AND DECOMPRESSION

I APFLN TYPE 1 SMALL ENTILY ] 1S5UE FRE ] PUBLICATION FEE | TOTAL FER(S) DUE |
nanprovisional YES 5650 S0 $650

DATE DUE ]
051282003

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.

{ ON THE MERITS IS CLOSED, THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS,
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPLP 1308,

THE ISSUF. FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY
PERIOD CANNOT BE, EXTENDED. SEE 35 U.S.C. 151, THE ISSUE FEE DUE INDICATED ABOVE REFLECTS A CREDIT
FOR ANY PREVIOUSLY PAID ISSUE FEE APPLIED IN THIS APPLICATION. THE PTOL-85B (OR AN EQUIVALENT)
MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE 1S DUE OR THE APPLICATION WILL BE REGARDED AS
ABANDONED.

HOW TO REPLY TO THIS NOTICE:
I Review the SMALL ENTITY status shown ahove,

1f the SMALL ENTITY is shown as YES, verify your current
SMALL ENTITY status.

A 1 the status is the same, pay the TOTATL FEE(S) DUE shown
above.

B. If the status 1s changed, pay the PUBLICATION FEE (if required)
and twice the amount of the ISSUE FEE shown above and notify the
United States Patent and Trademark Qffice of the change in status, or

If the SMALL ENTITY is shown as NO:

A. Pay TOTAL FEE(S) DUE shown above, or

B Ifapphicant claimed SMALL ENTITY status before, or is now
claiming EMALL ENTITY status, check the box below and enclose
the PUBLICATION FEE and 1/2 the ISSUE FEE shown ahove

0 Apphcant claims SMALL ENTITY status.
See 37 CFR 1.27.

IL PART B - FEE(S) TRANSMITTAL should be completed and retumed to the United States Fatent and Trademark Office (USPTO) with
your [SSUL FEE and PUBLICATION FEE (if required) Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be
completed and returned. 1 you are charging the fee(s) to your deposit account, section "4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted

11, All communications regarding this application must give the applicanon number. Please direct all communications prior to issnance to
Box ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility (o ensure timely payment of maintenance fees when due.

o

Page 1 of 4 J//
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Box ISSUE FEE

Commissioner for Patents
Washington, D.C. 20231
Eax (7T03)746-4000

1

TFTSTRUCTIONS, Tis form shou'd he used for tansmittng (he JSSUE FEE and PTUBLICATION TEE (f requued) Blocks T through 4 should he completed where
vigey e

her cor

the Patent, idvance orders and nouf caton of maintenance fees will be muiled to the current corres

ondence address a5

indicaied unless corrected below or directed othérwise i Blnck 1, by (a) speoifving @ new corrospondence address, andfor (b) mdicating a sepamile ]PIIE' ADRDRESS" for

muintenance fee nohificutions

7590 2872003

Frank Chau Esq

F Chau & Associates LLP
1900 Hempstead Turnpike
Suite 501

East Meadow, NY 11554

e Mofe' A cerlilicale of mailing can only be used for domestic mailings of e
Fee(s) Tramnsmtil This cemificate connot be wsed for any other
accompanying papers Fach additonal_paper, such as an assignment or
furmal drawang, 1nust have its own cerificate of maifing or bansmission,

Certilicate of Maillng or Transi
! hereby certify that this Feo(s) Transmiltal 15 bemg deposited
United States Postul Secvice with sur‘l‘iuwn(‘zjos\.age Tor first class m;
envelope addresszd (o the Box Issue Foe address above, on being facsnmle
transmilted to the USPTO, on the dats mdicated below

([Pepantiors name}

(Ssgaature)

(Dae)

|— APPLICATION NO FILING DATE

FIRST NAMED INVENTOR

I ATTORNEY DOCKET NO I CONFIRMATION NO ]

09/579,221 05/26/2000

James 1. Fallon f011-3 8196

TITLE QF INVENTION: SYSTEM AND METHOD FOR LOSSLESS DATA COMPRESSION AND DECOMPRUSSION

I_ APPLN TYPE SMALL ENTITY I ISSUE FEE [ PUBLICATION FEE ] TOTAL FEE(S) DUE l DATE DUE J
nonprovisional YES $650 L1} $650 05/28/2003
i EXAMINER [ ART UNIT | ctasssuscLass |
WU, JINGGE 2623 31232000
l address or imd of "Fee Address” (37 2, For panbing on the patent fiont page, list (1)

| Change of ¢ i
CFR 1 fﬁ]}
[ Change of correspondence address (or Change of Comrespondence
Address form I’TO%B.’ 122} attacked

2 “Fee Address™ mdication (or *Fee Address” Indication form
PTO/SB/47; Rev 03-02 o1 more recent) attached  Use of 2 Customer
Number is required,

the names of up to 3 registered patent atlomeys
or agents OR, aliematively, (1) the name of a
single firm {having as a menber o registered
atlorney of agent) and the names of up to 2 = e
reaislered prient atlomeys o agents [ no name
:5 histed, no name will be printed

3 ASSIGNEE NAME AND RESIDENCE DATA TO BI: PRINTED ON TIHE PATENT (print ar type)
PLEASE NOTE, Unless an assl%]]cc 15 idenitfied below, no assignee data will appear on the patent Inclusion of assignee data w? “’Ff appropriate when an assignment has
i lor [T

been previously submitted to the
{A) NAME OF ASSIGNEE

Pizasc check the appropate assignee catégory ot catogones (will not be pnnted on the paient)

SPTO or 15 bemng subnulted under separate cuver, Co'nplanon of this form s NC
(B) RESIDUENCE (CITY ond STATE OR COUNTRY)

g an

Qiindividual 2 corparation or other privale group entity 0 government

da, The followmg fee(s) aie enclosed
& lssue Fee
Q Publication Fee
2 Advance Order - # of Copres

4b. Payment of Feels)
(3 A check in the amount of the fee(s) 15 enclosed
0 Paymen by ciedit card Form PTO-2038 s attached,

0 The Commussioner is hereby authorized by charge the required fee(s), or credit any overpayment, to
Deposit Account Number ___

(enelose an extra copy of this form),

Commissioner for Patents 15 iequested 1o apply the Issue Fee and Pubhication Fee (17 any) or to re-apply any previously paid 1ssue fee to the application wentificd above

{Authorized Signature) (Date}

NOTE; The lssue Fee and Publicaton Fee (if required) Wil nat be accepled fom anyone
cther than the appheant, a regstered aitomey or ageol, or the assignee or oller paity in
interest as shown by the records of the United States Patent snd Trademark Office

s collection of nformation is reguired by 37 CER | {1, The wnformation 15 required o

ﬁhc which 15 1o file (and by the USPTO to process) an
3 US.C 122and 37 CFR | 14, This collcet on is
Juding gathering, mepanng, and submiting the
upon the individual
te this form aadfor
suggestions for m:dun:]r%I this burden, should be sent to the Chicf Information Cificer, US,

oblam or retain a benefit by the pu
apphcation Confidentiality 3s governed by
estimated 1o take |2 nunutes 1w complete,
completed application farms W the USPTO, Time will vary depending
case, Any comments on the amount of ime you require to com Fc

Patent and Trademark Otfice, US 1 of Wi DL
NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS ¢
[ Tor Patents, Wash DC 20231

Under the Paperwork Reduction Aet of 1995, ao

collection of information unless it displays a vald O control number,

crsons e required W respond (ooa

20231 DO
ND TU

TRANSMIT THIS FORM WITIE FEE(S)

PTOL-85 (REV 04-02) Approved for use through 017312004 OMB 0651-0033

U 5. Patent and Trademark Office, U 5. DEPARTMENT OF COMMERCE
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Y UNITED STaTES ParenT AnD ThaDiEmari OFFICE
v ] UNITED STATES DEFARTMENT OF COMMERCE
Umnitod Stntos Potond and Trademark Offions
Addross COMMISSIONER OF PATENTS AND TRADLMAKKS
Woshmgien DS #0241
Eepse et

I APPLICATION NO | FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKETNO | CONFIRMATION NO) }
19/579,221 05/2672000 Tames I Fallan 80113 8196
EXAMINER
THI0 02/28/2003 | —|
Frank Chau Esq WU, JINGGE
F Chau & Associates LLP -
1900 Hempstead Turnpike [ AR UNIT PAPER NUMBER |
Suite 501 oS
Fast Meadow, NY 11554
UNITED STATES DATE MAILED 02/28/2003

Determination of Patent Term Extension under 35 U.8,C. 154 (b)
(application filed after June 7, 1995 buit prior to May 29, 2000)

The patent term extension is 0 days. Any patent to issue from the above identified application will include an
indication of the 0 day extension on the front page.

If' a continued prosecution application (CPA) was filed in the above-identified application, the filing date that
determines patent term extension is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information
Retrieval (PAIR) system. (http://pair.uspto.gov)

Any questions regarding the patent term extension or adjustment determination should be directed to the Office
of Patent Legal Administration at (703)305-1383.

Page 3 of 4
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Unitep StaTes PaTeENT AND TRapEMARK OFFICH

UNITED STATES DEPARTMENT OF COMMERCT
Unitod Statas Patont and Tradonark Clfice
Addvass COURIM UF PATENTS AND TRADEMARKS
W 1O uhasg
e [

APPLICATION NO | FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKET NO, { CONFIRMATION NO —l
09/579,221 05/26/20040 James § Fallon ®011-3 #1986
EXAMINER
7590 0272872003 I 1
Frank Chau Esq WU, JINGGE
F Chan & Associates LLP -
1400 Hempstead Turnpike [ ARTINIT PAPER NUMHER |
Suite 501 2621
Fast Meadow, NY 115354
UNITED STATES DATE MAILED 02/28/2003

Notice of Fee Increase on January 1, 2003

If a reply to a "Notice of Allowance and Fee(s) Due" is filed in the Office on or after January 1, 2003, then the
amount due will be higher than that set forth in the "Notice of Allowance and Fee(s) Due” since there will be an increase

in fees effective on January 1, 2003. See Revision of Patent and Trademark Fees for Fiscal Year 2003: Final Rule, 67 Fed.
Reg. 70847, 70849 (November 27, 2002).

The current fee schedule is accessible from: hifp://www uspto.gov/main/howtofees him

If the issue fee paid is the amount shown on the "Notice of Allowance and Fee(s) Due,"” but not the correct amount
in view of the fee increase, a "Notice to Pay Balance of Issue Fee" will be mailed to applicant. In order to avoeid
processing delays associated with mailing of a "Notice to Pay Balance of Issue Fee," if the response to the Notice of
Allowance and Fee(s) due form is to be filed on or after January 1, 2003 {or mailed with a certificate of mailing on or
after January 1, 2003), the issue fee paid should be the fee that is required at the time the fee is paid. If the issue fee was
previously paid, and the response to the "Notice of Allowance and Fee(s) Due" includes a request to apply a
previously-paid issue fee to the issue fee now due, then the difference between the issue fee amount at the time the
response is filed and the previously paid issue fee should be paid, See Manual of Patent Examining Procedure, Section
1308.01 (Eighth Edition, August 2001).

Questions relating to issue and publicalion fee payments should be directed to the Customer Service Center
of the Office of Patent Publication a1 (703) 305-8283.
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PART B - FEE(S) TRANSMITTAL

nd this form, together with applicable fee(s), to: Mall Box ISSUE FEE
Commissioner for Patents
Washington, D.C. 20231
!‘n ('?03)’7

f H ay. 3 hould m
orders md nmnﬂudm al‘mdnm I‘:;qmll be eom?mdmc: “address
5 new sddress; andfor ['h) md.lultma a scparste "FEE ADDRESS" I'(.lr

1 l I | nm‘ th ':
ﬂ.uﬂ:zr uzdhlg advance
indimr.tl unlﬁl corrected be!w or d:md nlh:nmle h Block |, by (a)
mmm-n:: fu m‘lﬁ

. mililing can - omeshe mail ings ol [
1590 02282003 Fa(.) Trwmnul This m:ﬁm elnnoi Be used for any other
hﬂmpu‘lymg papers. Each additional paper, such ax an assignment or
. Frank Chau Esq drawing, miust have its own certificate of mailing or ransmission.
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