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ABSTRACT
Systems and methods for providing lossless data compression and decompression are disclosed which exploit various characteristics of run-length encoding, parametric dictionary encoding, and bit packing to comprise an encoding/decoding process having an efficiency that is suitable for use in real-time lossless data compression and decompression applications. In one aspect, a method for compressing input data comprising a plurality of data blocks comprises the steps of delecting if the input data comprises a run-length sequence of data blocks; outputting an encoded run-length sequence, if a run-length sequence of data blocks is detected; maintaining a dictionary comprising a plurality of code words, where in each code word in the dictionary is associated with a unique data block string; building a data block string from at least one data block in the input data that is not part of a run-length sequence; searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and outputting the code word representing the built data block string.




FIGURE 2A


FIGURE 2B
U.S. Patent Jul. 22, 2003 Sheet 4 of $6 \quad$ US 6,597,812 B1



FIGURE 4A


FIGURE 4B

## SYSTEM AND METHOD FOR LOSSLESS DATA COMPRESSION AND DECOMPRESSION

## CROSS-REFERENCE TO REL_ATED

 APPLICATIONThis application is based on provisional application U.S. Application Ser. No. 60/136,561 filed on May 28, 1999.

## BACKGROUND

1. Technical Field

The present invention relates generally to data compression and decompression and, more particularly to systems and methods for providing lossless data compression and decompression using a combination of dictionary and run length encoding.
2. Description of Related Art

Information may be represented in a variety of manners. Discrete information such as text and numbers are easily represented in digital data. This type of data representation is known as symbolic digital data. Symbolic digital data is thus an absolute representation of data such as a letter, figure, character, mark, machine code, or drawing.

Continuous information such as speech, music, audio, images and video frequently exists in the natural world as analog information. As is well-known to those skilled in the art, recent advances in very large scale integration (VLSI) digital computer technology have enabled both discrete and analog information to be represented with digital data, Continuous information represented as digital data is often referred to as diffuse data. Diffuse digital data is thus a representation of data that is of low information density and is typically not easily recognizable to humans in its native form.
There are many advantages associated with digital data representation. For instance, digital data is more readily processed, stored, and transmitted due to its inherently high noise immunity. In addition, the inclusion of redundancy in digital data representation enables error detection and/or correction. Error detection and/or correction capabilities are dependent upon the amount and type of data redundancy, available error detection and correction processing, and extent of data corruption.
One outcome of digital data representation is the continuing need for increased capacity in data processing, storage, retrieval and transmittal. This is especially true for diffuse data where continuing increases in fidehty and resolution create exponentially greater quantities of data. Within the current art, data compression is widely used to reduce the amount of data required to process, transmit, storc and/or retreve a given quantity of information. In general, there are two types of data compression techniques that may be utilized either separately or jointly to encode and decode data: lossy and lossless data compression
Lossy data compression techniques provide for an ine xact representation of the original uncompressed data such that the decoded (or reconstructed) data differs from the original unencoded/uncompressed data. Lossy data compression is also known as irreversible or noisy compression. Negentropy is defined as the quantity of information in a given set of data. Thus, one obvious advantage of lossy data compression is that the compression ratios can be larger than that dictated by the negentropy limit, all at the expense of information content. Many lossy data compression techniques seek to exploit various trats within the human senses
to eliminate otherwise imperceptible data. For example, lossy data compression of visual imagery might seek to delete information content in excess of the display resolution or contrast ratio of the target display device. defined terms of algorithmic effectiveness and efficiency should suffice.

Of the most widely utilized compression techniques, mic effectiveness but, as expected, is the slowest to execute. This is followed in turn by dictionary compression, Huffman coding, and run-length coding techniques with respectively decreasing execution times. What is not apparent from these algorithms, that is also one major deficiency within the current art, is knowledge of their algorithmic efficiency. More specifically, given a compression ratio that is within
the effectiveness of multiple algorithms, the question arises as to their corresponding efficiency on various data sets.

## SUMMARY OF THE INVENTION

The present invention is directed to systems and methods 5 for providing lossless data compression and decompression. The present invention exploits various characteristics of run-length encoding, parametric dictionary encoding, and bit packing to comprise an encoding/decoding process having an efficiency that is suitable for use in real-time lossless 10 data compression and decompression applications.
In one aspect of the present invention, a method for compressing input data comprising a plurality of data blocks comprises the steps of:
detecting if the input data comprises a run-length ${ }^{15}$ sequence of data blocks;
outputting an encoded run-length sequence, if a ronlength sequence of data blocks is detected;
maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is associated with a unique data block string;
building a data block string from at least one data block in the input data that is not part of a run-length sequence;
searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and
outputting the code word representing the built data block string.
In another aspect of the present invention, the dictionary is dynamically maintained and updated during the encoding process by generating a new code word corresponding to a built data block string, if the built data block string does not match a unique data block string in the dictionary, and then 35 adding the new code word in the dictionary.
In yet another aspect of the present invention, the dictionary is initialized during the encoding process if the number of code words (e.g., dietionary indices) in the dictionary exceeds a predetermined threshold. When the dictionary is initalized, a code word is output in the encoded data stream to indicate that the dictionary has been initialized at that point in the encoding process. An initialization process further comprises resetting the dictionary to only include each possible code word corresponding to a unique data 4 : block string comprising a single data block. By way of example, if each data block comprises a byte of data, there will be 256 possible code words for a data block string comprising a single byte. In this instance, the dictionary reset to its initial state will comprise 256 entries.
In another aspect of the present invention, the dietionary further comprises a plurality of control code words, wherein a control code word is designated to represent a dictionary intialization, a run-length encoded sequence, and the end of the input data (or completion of the encoding process). These control words are used in the decoding process to re-create the input data.
In yet another aspect of the present invention, a bitpacking process is employed to pack the bits of successive output code words representing encoded run-length sequences and data block strings.
In another aspect of the present invention, a method for decompressing an encoded data stream comprising a plurality of code words, which is generated using the encoding method, comprises the steps of:
maintaining a dictionary comprising a plurality of code words utilized to generate the encoded data stream,
wherein the code words in the dictionary comprise control code words and code words that are each associated with a unique data block string;
decoding and outputting a run-length sequence of data blocks associated with an input code word of the encoded data stream, if the input code word is a control code word in the dictionary that indicates an encoded run-length sequence;
outputting a unique data block string in the dictionary that is associated with an input code word of the encoded data stream, if the input code word is found in the dictionary; and
if the input code word is not found in the dictionary, building a new data block string comprising (1) the unque clata block string associated with a previous control word found in the dictionary and (2) the first data block of the unique data block string, adding the new string to the dictionary, and outputting the new string.
These and other aspects, features and advantages of the present invention will become apparent from the following detailed description of preferred embodiments, which is to be read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS
FIG. 1 is a block diagram of a system for providing lossless data compression according to an embodiment of the present invention;
3 FIGS. $2 a$ and $2 b$ comprise a flow diagram of a method for providing lossless data compression according to one aspect of the present invention;
FIG. 3 is a block diagram of a system for providing lossless data decompression according to an embodiment of the present invention; and

FIGS. 4A and 4B comprise a flow diagram of a method for providing lossless data decompression according to one aspect of the present invention.

## DETAILED DESCRIPTION OF PREFERRED

 EMBODIMENTSThe present invention is directed to systems and methods for providing lossless data compression and decompression. It is to be understood that the present invention may be implemented in various forms of hardware, soltware, firmware, or a combination thereof. In particular, the present invention may be implemented in hardware comprising general purpose microprocessors, digital signal processors, 50 and/or dedicated finite slate machines. Preferably, the present invention is implemented as an application program, tangibly embodied on one or more data storage mediums, which is executable on any machine, device or platform comprising suitable architecture. It is to be further understood that, because the present invention is preferably implemented as software, the actual system configurations and process flow illustrated in the accompanying Figures may diffe: depending upon the manner in which the mvention is programmed. Given the teachings hercin, one of ordinary skill in the related art will be able to contemplate these and similar implementations or configurations of the present invention.

Data Compression
Referring now to FIG. 1, a block diagram illustrates a 5 system 10 for providing lossless data compression according to ar. embodiment of the present invention. In general, the data compression system 10 comprises an input buffer 11 for
temporarily buffering an input data stream and an encoder 12 for compressing the input data stream. It is to be understood that the compressed data stream output from the encoder may, for example, be stored in a storage medium for subsequent retrieval and decoded using a decompression method described below, or transmitted over a local or global computer network (for purposes of increased bandwidth transmission) and decompressed at a desired location. It is to be further understood that the input buffer 11 is an optional component that may be employed, for example, in real-time compression applications where the rate of compression of the encoder 12 is slower than the bandwidth of the input data stream.

In general, the encoder 12 employs a unique combination of compression techniques preferably including run-length encoding and hash table dictionary encoding to compress an input data stream, as well as bit-packing to increase the final compression ratio. More specifically, the encoder 12 comprises a run-length encoder 13 and dictionary encoder 14 , both of which utilize a code word dictionary 15 to output one or more "code words" representing a "character string" identified by the respective encoder 13,14 in the input data stream. It is to be understood that the term "character" as used herein refers to an input byte of data that can take on any one of 256 values, and the term "string" as used herein refers to a grouping of one or more characters (bytes). Furthermore, as described in further detail below, in a preferred embodiment, a "code word" for a given character string comprises a dictınary index (denoted herein as $\mathrm{D}[1]$ ) of the character string in the dictionary 15.

During an encoding process in which bytes of data in the input stream are input to the encoder 12, the run-length encoder 13 will identify a run-length scquence in the data stream, i.e., a character string comprising a plurality of consecutively similar characters (bytes), and output one or more code words from the dictionary 15 to represent the run-length sequence (as explained in detail below). Moreover, the dictionary encoder 14 will build a character string comprising two or more characters (which does not comprise a run-length sequence), search the dictionary 15 for a code word that corresponds to the character string, and then output the code word representing the character string. In addition, if the character string that is built by the dictionary encoder 14 does not match a character string in the dictionary 15 , the dictionary encoder 14 will cause the character string to be added to the dictionary and a new code word (c.g., dictionary index) will be associated with that string. An encoding process according to one aspect of the present invention will be described in detan below with reference, for example, to the flow diagram of FIGS. 2A and 2B.

The encoder 12 utilizes a plurality of data storage structures 16 for temporarily storing data during an encoding process. For example, in the illustrative embodiment of FIG. 1 , a Pstring data structure 17 is employed for temporarily storing a working character string, Pstring. A C data structure $\mathbf{1 8}$ is employed for temporarily storing a next character (byte) C in the input stream. In addition, a Pstring+ C data structure 19 is used for temporarily storing a character string Pstring +C which is a string comprising all of the characters in Pstring plus the character in C. Moreover, an Mcode data structure 23 is used for temporarily storing a code word (Mcode) (e g., dictionary index) corresponding to a previous successful string match in the dictionary. The use of these data structures will be discussed in further detail below.

The code word dictionary 15 comprises a plurality of dictionary indices $\mathrm{D}[\mathrm{i}]$, wherein each index in the dictionary

15 is mapped (via a mapping module 20) to either a predefined control code or a different code word corresponding to a character (byte) string. The mapping module 20 preferably employs a hash function to, inter alia, map each character string (e.g., strings of one or more bytes) into a unique index $\mathrm{D}[i]$ in the dictionary $\mathbf{1 5}$ (although other mapping techniques known to those skilled in the art may be employed). As indicated above, in a preferred embodiment, the cictionary indices $\mathrm{D}[\mathrm{i}]$ are output as the "code words" (also referred to herein as "Mcodes")by the encoder to create an encoded file. These code words are processed by a decoder to decompress an encoded file (as discussed below with reference to FIGS $\mathbf{3}, 4 a$ and $4 b$.)

In a preferred embodiment, the first three entries in the 5 dictionary 15 , indices $\mathrm{D}[0], \mathrm{D}[1]$, and $\mathrm{D}[3]$, are reserved as control codes. In particular, the entry for the dictionary index $\mathrm{D}[0]$, or code word " 0 ", is output to indicate (to the decoder) that the dictionary 15 has been reset to its initial state. As explained in detail below, the dictionary 15 is preferably reset at the commencement of an encoding process before a new input stream is processed and, preferably, during an encosing process when the total number of entries $\mathrm{D}[\mathrm{i}]$ in the dictionary 15 exceeds a predetermined limit. In addition, the dictionary index $D[1]$, or code word " 1 ", is utilized for the run-length encoding process. More specifically, the code word " 1 " is output to indicate that the next two consecutive output numbers (in the encoded sequence) represent a runlength encoding sequence comprising (1) a character code and (2) a number denoting the amount of consecutive 30 characters found in the data stream corresponding to the character code. Furthermore, the dictionary index $\mathrm{D}[2]$, or code word " 2 " is output to indicate the end of the data stream and completion of the encoding process.

The next 256 entries in the dictionary 15 (i.e., index 5 numbers 3 through 258 ) each comprise a single character sting (e.g., one byte) corresponding to one of the 256 possible character codes. Accordingly, in a preferred embodiment, the dictionary indices $\mathrm{D}[0]$ through $\mathrm{D}[258]$ are the only entries that exist in the dictionary 15 upon initialization of the dictionary 15 . Any additional character strings that are dynamically added to the dictionary 15 by the dictionary encoder 14 during an encoding process will be consecutively added beginnmg at index $\mathrm{D}[260]$.

It is to be appreciated that, as indicated above, for a given character string under consideration, the encoder 12 will output (as a code word) the dictionary index number $\mathrm{D}[\mathrm{i}]$ corresponding to a matching character string. Since the dictionary index number is usually less than two bytes and the input character strings are typically longer than six bytes, the reduction in the number of bits output can be significant.

In one embodiment of the present invention, the dictionary encoder 14 can search the code word dictionary 15 for a matching character string therein by comparing each entry 5 in the dictionary 15 to the input character string under consideration. In certain instances, however, the amount of entries $\mathrm{D}[\mathrm{i}] 0$ in the dictionary 15 can increase significantly, potentially rendering this search process slow, inefficient and computationally intensive. Accordingly, the data compression system 10 preferably comprises a hash table 21 which is utilized by the dictionary encoder 14 during an encoding process to reduce the search time for finding a matching character string in the dictionary 15.

More specifically, in one embodiment, the hash table 21 65 comprises a plurality of arrays Array[N], wherein each array comprises every dictionary index number $D[i]$ in the dictionary 15 having an entry (i.e., character strings) that begins
with a character code corresponding to the array index. For example, the third hash table array Arrary[3] comprises all the dictionary indices $\mathrm{D}[\mathrm{i}]$ having a dictionary entry in which the first character (byte) of the string has decimal value of "three." In the preferred embodiment where the encoder processes individual bytes of data in the input stream, since there are 256 possible characters, there are 256 arrays, i.e., Array[ N ], where $\mathrm{N}=1 \ldots 256$. Advantageously, the use of the hash table 21 for finding matching strings in the dictionary reduces the number of string comparisons by 256.

In another embodiment, the hash table 21 comprises a plarality of nested hash tables. For example, a first level of hashing can use the first character to subdivide the dictionary 15 into 256 sub-dictionaries and a second level of hashing may use the $2^{\text {nd }}$ character of the input string to further subdivide each of the initial 256 entries. Each additional level of hashing subdivides each dietionary into an additional 256 sub-dictionaries. For example, 2 levels of hashing yields $256^{2}$ sub-dictionaries and n levels yields $256^{n}$ sub-dictionaries. The purpose of this hashing function is to reduce the time for searehing the dictionary 15. For example, using an $n$ level hashing scheme reduces the search time by $256^{n}$-( $\mathrm{a}^{*} 256$ ).
Furthermore, as explained in detail below with reference to the process depicted in FIGS. $2 a$ and $\mathbf{2 b}$, the hash table is dynamically modified to incorporate new entries $\mathrm{D}[\mathrm{i}]$ that are added to the dictionary 15 during the encoding process.
In addition, the data compression system 10 optionally comprises a bit packing module $\mathbf{2 2}$ for providing additional compression of the encoded data stream. As explained above, the maximum size (i.e., number of entries $\mathrm{D}[\mathrm{i}$ ) of the dictionary 15 is predefined and, consequently, the maximum number of bits of information needed to represent any index in the dictionary 15 is known a priori. For example, if the maximum dictionary size is 4000 entries, only 12 bits are needed to represent any index number. Since data is typically transferred in groups of 8 or 16 bits, in the above example where 12 bits maximum are need to represent the index number, 4 bits out of every 16 bits would be wasted
Accordingly, to provide additional compression, the encoder 12 preferably implements the bit-packing module 22 to pack the bits of successive output code words. It is to be understood that any suitable bit-packing technique known to those skilled in the art may be employed. In a preferred embodiment, the bit-packing module employs a shift register to output at least 16 bits of data when the data is ready for output. By way of example, assume a 12 -bit code word is initially input to the shift register. The next 12 -bit code word that is output is also placed in the shift register, and the shift register would contain 24 bits of information. Then, 16 bits would be output from the shift register, leaving 8 bits remaining. When the next 12 -bit code word is input to the shift register, the shift register will contain 20 bits, and 16 will be output. This bit packing process is repeated for every output code word until the encoding process is complete.
Advantageously, the bit packing process according to the present invention improves the compression by a factor of $\mathrm{it} / 12$, or 1.33 . Moreover, it is to be appreciated that the processing ume required for the bit-packing is negligible. Consequently, the bit packing process provides increased compression ("algorithmic effectiveness") without a significant increase in processing overhead ("algorithmic efficiency").

Referring now to FIGS. $2 a$ and $2 b$, a flow diagram Illustrates a method for compressing data according to one
aspect of the present invention. In particular, the encoding process depicted in FIGS. $2 a$ and $2 b$ illustrates a mode of operation of the system 10 of FIG. 1. Initially, the dictionary 15 and hash table 21 are initialized (step 200). For example, as noted above, the dictionary 15 is initialized to include 259 entries, i.e., the first three entries $\mathrm{D}[0]-\mathrm{D}[2]$ comprise the control codes and the next 256 entries $\mathrm{D}[3]-\mathrm{D}[259]$ comprise the 256 possible character codes (assuming, of course, that the encoder processes data blocks each comprising a byte). Furthermore, the hash table will be initialized such that each array Arrary[1]-[N] comprises one entry-the dictionary index $\mathrm{D}[\mathrm{i}]$ for the corresponding character code. Next, the Pstring data structure 17 (or "Pstring")is initialized to be empty (i.e., it contains no characters at mitialization) (step 201). It is to be understood that neither the C data structure 18 (or "C") nor the Mcode data structure 23 (or "Mcode") require initialization.
After the initialization process, a determination is made as to whether there are any input characters for processing (step 202). If there is input data (affirmative result in step 202), the first (or next) character (e.g., byte) in the input stream will be read and temporarily stored in C (step 203). Then, the next consecutive characters in the input stream are checked (step 204) to determine if there is a string of at least s consecutive characters that match the character stored in C to trigger a run-length sequence (step 205), where s is a predetermined minimum number of consecutive characters that are required to trigger a run-length encoding sequence.
If there are at least $s$ consecutively similar characters in the input stream (affirmative determination in step 205), then a determination is made as to whether Pstring is empty (step 206). If Pstring is empty (affirmative determination in step 206), then code words representing the run-length sequence are output (step 207). In a preferred embodiment, the encoded run-length sequence comprises the predefined con5 trol code " 1 " (which is first output from the dictionary 15), followed by the code word for the character stored in C (which is also obtained from the dictionary), which is then followed by the number of consecutive characters that were found in the input stream to match the character in C.
On the other hand, if Pstring is not empty (negative determination in step 206) upon the triggering of run-length encoding process, before the run-length encoding sequence is generated and output (step 207), the code word having an entry (character string) that matches the current value of Pstring is output (step 208), and Pstring is set to empty (step 209) It is to be understood that the code word for the current value of Pstring in this instance would be the code word that was determined (and temporarily stored in Mcode) from a last successful dictionary search.
If there are not enough consecutively similar characters to trigger an run-length encoding sequence (negative determination in step 205), referring now to FIG. $2 b$, the character string Pstring +C is generated (step 210). A dietionary search is then performed to determine if there is an mdexed 5 character string that matches Pstring+C (step 211). This search is performed using, for example, the search techniques described above, e.g., searching each entry in the dictionary starting from index $\mathrm{D}[3]$ to find an entry that matches Pstring +C , or using the hash table to first determine each dictionary index having a character string entry that begins with the first character in the string Pstring + C. It is to be understood that, during the initial search, there is always a match found in the dictionary for Pstring +C because Pstring is empty and C contains a single character
5 (i.e., in the illustrative embodiment, the dictionary is initialized to include all possible character codes ranging from $\mathbf{0}$ to 255 ).
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If a match for Pstring +C is found in the dictionary (affirmative result in step 212), the dictionary index $\mathrm{D}[\mathrm{i}]$ (code word) corresponding to the matching entry is stored in Mcode (step 213). Next, the string Pstring +C is stored in the Pstring data structure (step 214). Then, assuming there are additional bytes to process (affirmative result in step 202) and assuming a run-length encoding process is not triggered (step 205), the process (i.e., steps 210-214) is repeated until the current value of Pstring +C is not found in the dictionary (negative determination in step 212). It is to be appreciated that for each iteration of this process, as each input character C is added to the current string Pstring, a dictionary search is performed for the most current value Pstring+C and the value of Mcode is updated (but not output) to include the code word (dictionary index) of the current string Pstring +C if it is found in the dictionary.
When there is no match found between an indexed string in the dictionary and the curremt Pstring $+C$ (negative determination in step 212), the code word stored in Mcode corresponding to the last successful dictionary search (in which a match for the current Pstring was found) is output (step 215). As explained above, the output code word may be further-processed using a bit-packing process as described above to provide additional compression.
Next, a dictionary entry is created for the new string Pstring +C (step 216) in anticipation of the new string being added to the dietionary. A determination is then made as to whether the addition of the new entry would exceed the predefined maximum number of entries for the dictionary (step 217). If the addition of the new entry would not result in exceeding this threshold (negative determination in step 217), the new entry will be added to the end of the dictionary (step 218), i.e., the entry will be indexed with the next available dictionary index. The appropriate hash table will then be updated (step 219), i.e., the new dictionary index will be added to the appropriate hash table array.
On the other hand, if the addition of the new entry would resuit in exceeding the maximum number of dictionary entries(affirmative determination in step 217), the dictionary will be reset to its initial state as described above (step 220). In addition, the hash table will be reset to reflect the intialization of the dictionary (step 221). Then, a predefined code word (e.g, code word " 0 ") will be output to indicate that the dictionary has been reset (step 222). After initialization of the dictionary and hash table, the new entry will be added to the dictionary (step 218) and the appropriate hash table array will be updated to reflect the new entry (step 219).

In any event, once the new entry for Pstring $+C$ has been added to the dictionary and the hash table has been updated appropriately, the Pstring data structure is set to include only the character in C (step 223). The dietionary is then searched for the string Pstring (step 224) and the index number of the matching string in stored in Mcode (step 225). It is to be understood that since Pstring contains one character C and since all possible characters are in the dictionary, the search is assured to find a match. Steps 224 and 225 are performed to ensure that if no match is found the during the next dictionary search, the code word (stored in step 225) corresponding to the match found in step 224 will be output.
Referring back to FIG. 2a, if there are more characters in the input stream, the process described above is repeated until it is determined that there are no more characters in the input stream (negative determination in step 202). Then, the code word (current value of Mcode) corresponding to a match for the current value of Pstring is output (step 226).

Finally, a predefined control code word (e.g., code word " 2 ") will be output to indicate the end of the encoding process (step 227).

The following example illustrates several iterations of a 5 portion of the encoding process described above in FIGS. 2A and 2B. Assume the input stream comprises the following string of characters "ababca...", wherein each character comprises a byte of information. An initialization process is first performed as discussed above. Then, the first character $a$ in the input stream is read and stored in the data structure C (step 203). The next character in the input stream b is checked to determine if it matches a (step 204). In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered.

Accordingly, the string Pstring +C is created (step 210). Since Pstring is empty (due to initialization), the new string Pstring +C is simply a. The chetionary is searched for the new string. A matching entry for the character string a will be found since all possible one character strings are indexed in the dictionary. The index $\mathrm{D}[\mathrm{i}]$ of the match is stored in Mcode (step 213). The string a (i.e., Pstring+C) is stored in Pstring data structure (step 214).
The next character in the input stream $b$ is read and stored 25 in the C data structure (step 203). The next character in the input stream a is checked to determine if it matches b(step 204) In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered.
Accordingly, the string Pstring +C is created (step 210). Since Pstring contains the character a and C contains the character b , the new string is ab . The dietionary is searched for the new string (step 211). In this instance, a match will not be found since there is no entry in the dictionary for the 5 string $a b$.

Since no match was found (negative result in step 212), the code word corresponding to the last mateb is output, i.e., the value in Mcode corresponding to the character a is output. Then, the string ab added to the dictionary at index $\mathrm{D}[259]$ (steps 216-218) (assuming of course that this is the first jew entry after initialization of the dictionary and the addition would not exceed the maximum number of allowed entrics).

Tben, Pstring is set to include only the character in C , 45 which is $b$ (step 223), and the dictionary is searched for the indexed entry corresponding to a match for Pstring (step 224). Since, in this instance, Pstring contains only a single character b, a match is guaranteed. The index of the match is stored in Mcode (step 225).
Then, the next character in the input stream a is read and stored in the C data structure (step 203). The next character b is checked to determine if it matches a (step 204). In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered.
Accordingly, the string ba (i.e., Pstring+C) is created (step 210). The dictionary is searched for the new string ba. A match will not be found since there is no entry for the string ba.
60 Since no match was found (negative result in step 212), the code word corresponding to the last match is output, i.e., the value in Mcode corresponding to the character $b$.

Then, the string ba added to the dictionary at index $\mathrm{D}[\mathbf{2 6 0 ]}$ (steps 216-218) (assuming of course that this is the second new entry after initialization of the dictionary and the addition would not exceed the maximum number of allowed entries).

Then, Pstring is set to store the character in C, which is a (step 223) and the dictionary is searched for the indexed entry corresponding to a match for Pstring (step 224). Since, in this instance, Pstring contains only a single character a, a match is guaranteed. The index of the match is stored in 5 Mcode (step 225).
Then, the next character in the input stream $b$ is read and stored in the C data structure (step 203). The next character c is checked to determine if it matches b (step 204). In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered

Accordingly, the string ab (i.e., Pstring+C) is created (step 210). The dictionary is searched for the new string ab (step 211). In this instance, a match will be found since there was a previous entry added to the dictionary for the string ab. Accordingly, the code word (dictionary index) of the entry ab (which is this example is D[259]) is stored in Mcode (step 213). The new string $a b$ is stored in Pstring (step 214).

The next character in the input stream c is read and stored in the $C$ data structure (step 203). The next character in the input stream a is checked to determine if it matches c(step 204). In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered.

Accordingly, the string abc (i.e., Pstring+C) is created (step 210). The dictionary is searched for the new string abc. A match will not be found since there is no entry for the string abc.

Since no match was found (negative result in step 212), the code word corresponding to the last match is output, i.e., the previously stored value in Mcode corresponding to the character string $a b$. Then, the string $a b c$ is added to the dictionary at index $\mathrm{D}[261$ ] (steps 216-218) (assuming of course that this is the third new entry after initialization of the dictionary and the addition would not exceed the maximum number of allowed entries).

Then, Pstring is set to store the character in C , which is c (step 223) and the dictionary is searched for the indexed entry corresponding to a match for Pstring (step 224). Since Pstring contains only a single character $c$, a match is guaranteed. The index of the match is stored in Mcode (step 225). Again, this process is repeated for all characters in the input stream.

Data Decompression
Referring now to FIG. 3, a block diagram illustrates a system 30 for providing lossless data decompression according to an embodiment of the present invention. In general, the data decompression system $\mathbf{3 0}$ comprises an input buffer 31 for temporarily buffering an encoded data stream and a decoder 32 for decompressing the encoded data stream. It is to be understood that the encoded data stream may be, e.g., received from a storage medium for decoding, or received at a desired location over a communication channel and decoded at the location. It is to be further understood that the input buffer 31 is an optional component that may be employed, for example, in real-time decompression applications where the rate of decompression of the decoder 32 is slower than the bandwidth of the transmitted encoded data stream.

In general, the decoder 32 performs, for the most part, the inverse of the encoding process described above. As an encoded data stream is received by the decoder 32, a bit unpacking module 33 unpacks the bits and restores the original code words generated by the encoder 12 (FIG. 1). Again, it is to be understood that the bit packing module 22 (FIG. 1) is an optional component that may be employed to
provide addıtional compression of the code words Therefore, if bit packing is not implemented for the encoding process, bit unpacking is not employed in the decoding process.

The decoder 32 comprises a run-length decoder 34 for processing encoded run-length sequences in the encoded data stream and outputting the decoded data corresponding to such encoded run-length sequences. As explained below, if the run-length decoder detects a control word " 1 " in the to input data stream, it will read and process the next two successive words in the encoded stream to output the decoded data.

A dictionary decoder 35 is employed to build a dictionary 37 which is identical to the dictionary built by the encoder 12 (as discussed above). Using a mapping module 36 (or any suitable dictionary lookup function), the dictionary decoder will output character strings that are entries in the dictionary 37 to recreate the original file.

It is to be understood that the state of the dictionary of the encoder is always at least one step abead of the state of the dictionary of the decoder. Therefore, it is possible that the encoder will output a code word for a unique data block string that the decoder has not yet entered in the decoding dictionary. This special case occurs when a character string is encoded using the string immediately preceding it. When this special situation occurs, the first and last characters of the string must be the same. Accordingly, when the decoder receives a code word that is not in the decoding dictionary, the decoder will know that the first character of the string that was encoded is equal to the last character. This a priori knowledge enables the decoder to handle this special case. It is to be appreciated that because there are no lengthy dictionary searches performed during the decoding process, it is much less computationally intensive than the encoding process. A decoding process according to one aspect of the present invention is described below with reference to FIGS. 4 A and 4B.

The decoder 32 utilizes a plurality of data storage struc0 tures 38 for temporarily storing data during a decoding process. For example, in the illustrative embodiment of FIG. 3, a Pcode data structure 39 (or "Pcode") is used for temporarily storing a previous code word received by the decoder 32. A Pstring data structure 40 ("Pstring") is 5 employed for temporarily storing a dictionary string corresponding to Pcode. A Ccode data structure 41 ("Ccode") is employed for temporarily storing a code word that is currently being processed. A Cstring data structure 42 ("Cstring") is employed for temporarily storing a dictionary string corresponding to Ccode. A C data structure 43 is employed for temporarily storing a next code word (byte) C in the encoded input stream. Finally, a Pstring+C data structure 44 is used for temporarily storing a character string Pstring + C which is a string comprising all of the characters 5 in Pstring plus the character in C. The use of these data structures will be discussed in further detail below.

Referring now to FIGS. $4 a$ and $4 b$, a flow diagram illustrates a method for decompressing data according to one aspect of the present invention. In particular, the decoding 60 process depicted in FIGS. 4A and 4B illustrates a mode of operation of the system $\mathbf{3 0}$ of FIG. 3. Initially, the dictionary 37 will be initialized in the same manner as discussed above (step 400) i.c., the dictionary will comprises an index for each of the three control words and an index for each of the 256 characters). In addition, Pstring and Cstring are initialized to empty (step 401). It is to be understood that Pcode, Ccode, and C do not require initialization.

After initialization, the first code word in the encoded input stream will be read and stored in Ccode (step 402). A determination is then made as to whether the current code word (stored in Ccode) is a (predefined) control word (step 403). If Ccode is a control word (affirmative determination in step 403), the decoding process will be terminated if the control word is " 2 " (step 404). If the control word is " 1 ", then a run-length decoding process is commenced by reading and processing the next two words in the encoded input stream (step 405). In particular, as explained above, a code word " 1 " is output during the encoding process to indicate that the next two consecutive output numbers (in the encoded sequence) represent a run-length encoding sequence comprising (1) a character code and (2) a number denoting the amount of consecutive characters found in the data stream corresponding to the character code Accordingly, assuming " X " represents the character code and " N " represents the number of consecutive " X "s, the decoder will output the character $\mathrm{X}, \mathrm{N}$ times (step 406). Finally, if the control word is " 0 " (step 407), the decoding 20 process is initialized (return to step 400)

On the other hand, if the current Ccode does not comprise a control word (negative determination in step 403), the dictionary will be scarched to find the string Cstrang corresponding to the current Ccode (step 408). It is to be understood that the first (non-control) code word in the input stream will always be found in the dictionary, i.e., the first non-control word will correspond to one of the 256 code words that are initialized in the dictionary.

Referring now to FIG. 413, Pcode is set to be equal to Ccode (step 409) (and the string Pstring is set based on the value of Pcode). The next code word will be read from the encoded input stream and stored in Ccode (step 410).

A determination is then made as to whether the current code word (stored in Ccode) is a (predefined) control word (step 411). As explained above, if Ccode is a control word (affirmative determination in step 411), the decoding process will be terminated if the control word is " 2 " (step 412). If the control word is " 1 ", then a run-length decoding process is commenced by reading and processing the next two words (" X " and " N ", respectively) in the encoded input stream (step 413) and the decoder will output the character $\mathrm{X}, \mathrm{N}$ times (step 414). If the control word is " $O^{\prime \prime}$ (step 415), the decoding process is initialized (return to step 400).

If, on the other hand, the current Ccode is not a control code (negative determination in step 411), a determination is made as to whether there is an indexed entry (Cstring) in the decoding dictionary corresponding to Ccode (step 416). If there is an entry (affirmative determination in step 416) then Cstring corresponding to that Ccode is output (step 417). Then, the first character of Cstring is stored in the $C$ data structure (step 418). A new string Pstring +C is then formed and added to the decoding dictionary (step 419).

If there is no entry in the dictionary for the current Ccode 55 (negative determination in step 416) this is the special case described above and the decoder performs the following steps. First, the first character from Pstring is stored in the C data structure (step 420). Then, a new string Pstring +C is formed and added to the decoding dictionary (step 421). The new string Pstring +C is then output by the decoder (step 422).

The following example illustrates several iterations of the decoding process using the output from the above encoding example which was based on the input string "a babca. . "The data structure are initialized as described above (steps 400 and 401). The first code is read and stored in the
data structure Ccode. Since the first input code corresponds to character a, the current Coode is determined not to be a control code (step 403). Accordingly, the dictionary entry Cstring (i.e., a) corresponding to Ccode is output.

Psode is then set equal to Ccode (step 409). The next code word is read and stored in the data structure Ccode. Since the code word corresponds to character $b$, Ccode is not a control code (step 411). The decoding dictionary is then searched for a match for Ccode (step 416). Since a single character string (i.c., b in this instance) is always in the dictionary, a match will be found. Since a match is guaranteed, the dictionary entry Cstring (i.e., b) is output (step 417). Next, the first character of Cstring (i.e.,b) is stored in C (step 418). A new string Pstring $+C$ is formed and added to the dictionary (step 5 419). In this example, since Pstring is the string corresponding to Pcode, which is the character a, and C contains the character $b$, the new string Pstring $+C$ is $a b$, which is added to the dictionary at the next available index, D[259]. Again, Pcode is set equal to Ccode.

Then, the next code word (corresponding to character ab) is read and stored in the data structure Ccode. Since this is not a control code, the dictionary is searched for a match for Ccode. Again, in this instance, there will be a match. Accordingly, Cstring, i.e., $a b$, is output.

Then, the first character of Cstring (which is a) is stored in $C$ (step 418). A new string Pstring $+C$ is formed comprising ba (i.e., Pstring is the string corresponding to Pcode, b, and $C$ contains a) and then added to the dictionary (step 419) at, the next avatlable index $\mathrm{D}[\mathbf{2 6 0}]$. Then, Pcode is set equal to Ccode, and the process is repeated.

It is to be appreciated the present invention exploits various traits within run-length encoding, parametric dictionary encoding, and bit packing to provide an encoding/ decoding process whose efficiency is suitable for use in real-time lossless data compression and decompression systems such as the systems disclosed in U.S. patent application Ser. No. 09/210,491, filed on Dec. 11, 1998, entitled "Content Independent Data Compression Method and System," which is commonly assigned and fully incorporated herein by reference.

In particular, although dictionary class encoding techniques, in general, are considered superior to run-length encoding techniques, run-length encoding techniques can process and compress contiguous strings of data blocks far more optimally than dictionary encoding techniques. We have analyzed the manner in which certain programs store data By way of example, we have determined that MICROSOFT OFFICE ${ }^{\text {TM }}$ applications use large string of repetitive characters in cerlain portions of programs and data files such as in the headers and footers of the files, although these run-lengths can occur in the middle of files such as .dll files, data base files and those files with embedded data strustures.

Using an analysis tool that analyzes the frequency of characters (i.e., a histogram analysis of the frequency (count) of byte values), we have found that exe files and doc files comprise an inordinate quantity of bytes that are equal to OOhex (0s) and FFhex (255). These frequently 0 occurring byte values often appear in contiguous strings as header, footer or byte padding values for data structures internal to the Word format As indicated above, a run-length algorithm exploits these occurrences far more optımally than any known dictionary technique.
In addition, a further analysis of these file types on a block basis, e.g., an 8 kilobyte block or 4 kilobyte block, underscores the advantage of using a combination of dictionary
and run-length encoding-the contiguous nature of the data strings that we have found in these files amplifies the benefit of the run-length encoding over the dictionary encoding since the dictionary encoding has been determined to typically provide a lower compression ratio when applied to smaller quantities of data. Therefore, while dictionary compression techniques typically yield higher compression ratios than run-length, this may not be true, e.g., for most MICROSOFT WINDOWS ${ }^{\text {TM }}$ operating system, program and data files. Accordingly, an encoding process such as described herein using a combination of run-length and dictionary encoding is far superior to compress data files, etc., that characteristically include contiguous strings of similar data blocks.

Moreover, as indicated above, the use of bit-packing in combination with the dictionary and run-length encoding advantageously provides additional compression, with a negligible increase in the overhead or processing time required for the bit-packing.
Further, the parametrie nature of the algorithm allows for tailoring to a wide varıety of applications and target processing architectures, wherein Irades in processor throughput and instruction set mix. memory hierarchy and bandwidth, and requisite input/output bandwidth requirements may be accommodated By way of example, various memory bandwidths and sizes within the processing hierarchy may dictate the size of the dictionary in terms of the number of entries (or "dictionary depth"), and maximum length of each entry (or "dictionary width"). For example, the Texas Instruments Digital Signal Processor TMS320C6x and TMS320C5x employ separate onboard caches for program and data memory in a Harvard Architecture Arrangement. The eaching may further have multiple levels of cached commonly known as L1 (lowest level) and L2 (higher level) onboard cache. Typically the lowest levels of cache have highest throughput. Also, caches are typically faster that external memory.
In one aspect of the present invention, by fixing the dictionary depth to place it in the appropriate level of caching, one can obtain a desired balance between the compression ratio and compression throughput. Indeed, although a larger dictionary typically produces a higher compression ratio, the larger dictionary results in slower throughput. With the current technology limit, L1 cache is typically too small to store a full dictionary and the dictionary is maintained at its optimum size in L2 cache. However, this trade is specific to the desired compression ratio and throughput.
In another aspect of the present invention, the throughput of, e.g., the encoding process can be monitored as a function of compression ratio and dictionary size. If the compression throughput is found to fall below a desired level or is otherwise desired to be increased the compression algorithm may dynamically enlarge the dictionary to increase compression ratio or decrease the dictionary to improve throughput. It should be noted that the relationship is dependent upon the entropy content of the input data stream and may be multivalued and/or non-linear. In yet another aspect of the present invention, a learning algorithm may be further applied to learn the optimum ratios using a time weighted average of throughput.
Another approach is to page dictionary entries from memory to L2 cache, L2 cache to L1 cache, or L1 cache to on board registers within the processor. This methodology 65 can be extended to any memory hierarchy within a single or multiprocessor architecture.

In another embodiment, the present invention may adop the use of a control signal that would affect the compression technique used by the encoder. The control signal could originate from the same source as the data. It would indicate 5 to the encoder whether to place emphasis on the compression speed ot the compression ratio during the encoding process. As indicated above, when it comes to compression speed and compression ratio, one can often be sacrificed to benefit the other.
An example of the use of such a control signal is as follows. Assume the encoder resides in a hard disk controller of a computer. The operating system driver that sends the information to be stored on the disk would generate the control signal. The driver may use an algorithm that normally sends a control signal to the encoder indicating that the encoder should use a form of the compression process that yields a very high compression ratio even if the encoding process is not very fast. When the driver has accumulated sufficient amount of data to be written to the disk, then the driver could generate a control signal to the encoder which would cause the controller to use a very fast implementation of its compression algorithm, even if it does not produce the best compression ratio.
In a particular example, the use of a control signal may be employed to set the appropriate parameters within the encoding/decoding algorithms described herein to facilitate data storage and retrieval bandwidth acceleration and provide data compression and decompression at rates faster than the input data stream such as disclosed in U.S. patent Ser. No. 09/266,394, filed on Mar. 11, 1999, entitled "System and Methods For Accelerated Data Storage and Retrieval," which is commonly assigned and fully incorporated herein by reference. For example, if a data stream inputs 30 megabytes per second the losslessly compressed, real-time, output stream is 10 megabytes per second, assuming a $3: 1$ compression ratio. Conversely, if a compressed input data stream is 10 megabytes per second, the corresponding decompressed, real-time output stream is 30 megabytes per second, again assuming an original $3: 1$ lossless compression ratio. Again, using the methods described above, the accelerated data storage and retrieval rates may be modified based on the desired compression and throughput.

Although illustrative embodiments of the present invention have been described herein with reference to the accompanying drawings, it is to be understood that the present invention is not limited to those precise embodiments, and that vanous other changes and modifications may be affected therein by one skilled in the art without departing from the scope or spirit of the invention. All such changes and modifications are intended to be included within the scope of the invention as defined by the appended claims.

What is claimed is:

1. A method for compressing input data comprising a plurality of data blocks, the method comprising the steps of: detecting if the input data comprises a run-length sequence of data blocks;
outputting an encoded run-length sequence, if a runlength sequence of data blocks is detected;
maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is associated with a unique data block string;
building a clata block string from at least one data block in the input data that is not part of a run-length sequence:
searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and
outputting the code word representing the built data block string
2. The method of claim 1 , wherein the step of detecting a run-length sequence comprises the steps of:
receiving an input data block;
identifying a run-length sequence if at least the next s successive data blocks in the input data are similar to the input data block
3. The method of claim 2 , wherein the step of outputting an encoded run-length sequence comprises the step of consecutively outputting a first control code word indicating a run-length sequence, a code word in the dictionary having a unique data block string associated therewith that corresponds to the input data block, and a word corresponding to the number of successive data blocks that are similar to the input data block.
4. The method of claim 1, wherein the step of maintaining
a dictionary comprises the steps of:
dynamically generating a new code word corresponding to a built data block string, if the built data block string does not match a unique data block string in the dictionary; and
adding the new code word in the dictionary.
5 . The method of claim 4 , wherein the step of maintaining the dictionary further comprises the step of initializing the dictionary if the number of code words exceeds a predeter- 25 mined threshold.
5. The method of claim 5 , wherein the step of initializing the dictionary comprises the steps of:
resetting the dictionary to include all possible code words corresponding to a unique data block string comprising a single data block; and
outpulting a control code word indicating that the dictionary has been initialized.
6. The method of claim 1, wherein the code words in the dictionary further comprises at least one control code word representing one of dictionary initialızation, a run-length encoded sequence, an end of the input data, and a combination thereof.
7. The method of claim 1, wherein each code word in the dictionary comprises a dictionary index.
8. The method of claim 1, further comprising the step of bit-packing encoded run-length sequences and code words that are output.
9. The method of claim 1 , wherein the step of building a data block string comprises the steps of
(a) iteratively storing in a first data structure, a next successive data block in the input data to build a current data block string; and
(b) for each iteration in step (a), updating a previous code word stored in a second data structure to a current code word corresponding to the current data block string in the first data structure, if the code word for the current data block string in the first data structure is found in the dictionary; and
further wherein the step of outputting the code word 55 representing the built data block string comprises the steps of outputting the previous code word stored in the second data structure, if a code word is not found in the dictionary corresponding to the current data block string in the first data structure.
10. The method of claim 10, further comprising the step of adding the current data block string to the dictionary.

12 The method of claim 11, further comprising the steps of $\cdot$
storing, in a third data structure, the last data block input 65 in the first data structure, if the current data block string
is not found in the dictionary; and
repeating steps (a) and (b) starting with the data block in the third data structure, if the data block in the third data structure is not part of a run-length sequence.
13. The method of claim 1, further comprising the step of maintaining a hash table comprising a plurality of arrays, wherein each array comprises all code words in the dictionary that are associated with a unique data block having a first data block whose value corresponds with an index of the array, and wherein the hash table is used for the step of 0 searching for a code word in the dictionary
14. A program storage device readable by a machine, tangibly embodying a program of instructions executable by the machine to perform method steps for compressing input data comprising a plurality of data blocks, the method 5 comprising the steps of:
detecting if the input data comprises a run-length sequence of data blocks;
outputting an encoded run-length sequence, if a runlength sequence of dala blocks is detected;
maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is associated with a unique data block string;
building a data block string from at least one data block in the input data that is not part of a run-length sequence;
searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and
outputting the code word representing the built data block string.
15. The program storage device of claim 14 , wherein the instructions for performing the step of detecting a run-length sequence comprise instructions for performing the steps of: receiving an input data block;
identifying a run-length sequence if at least the next s successive data blocks in the input data are-similar to the input data block.
16 The program storage device of claim 15, wherein the instructions for performing the step of outputting an encoded run-length sequence comprise instructions for performing the step of consecutively oulputting a first control code word indicating a run-length sequence, a code word in the dictionary baving a unique data block string associated therewith that corresponds to the mput data block, and a word corresponding to the number of successive data blocks that are similar to the input data block.
17. The program storage device of claim 14 , wherein the instructions for performing the step of maintaining a dictionary comprise instructions for performing the steps of:
dynamically generating a new code word corresponding to a built data block string, if the built data block string does not match a unique data block string in the dictionary; and
adding the new code word in the dictionary.
18. The program storage device of claim 17, wherein the instructions for performing the step of maintaining the dictionary comprise instructions for performing the step of 60 initializing the dictionary if the number of code words exceeds a predetermined threshold.
19. The program storage device of claim 18, wherein the instructions for performing the step of initializing the dictionary comprise instructions for performing the steps of:
resetting the dictionary to include all possible code words corresponding to a unique data block string comprising
a single data block; and
outputting a control code word indicating that the dictionary has been initialized.
20. The program storage device of claim 14 , wherein the code words in the dictionary further comprise at least one control code word representing one of dictionary 5 intialization, a run-length encoded sequence, an end of the input data, and a combination thereof.
21. The program storage device of claim 14, wherein each code word in the dictionary comprises a dictionary index.
22. The program storage device of claim 14, further 10 comprising instructions for performing the step of bit packing encoded run-length sequences and code words that are output.
23. The program storage device of claim 14, wherein the instructions for performing the step of building a data block 15 string comprise instructions for performing the steps of:
(a) iteratively storing in a first data structure, a next successive data block in the input data to build a current data block string; and
(b) for each iteration in step (a), updating a previous code word stored in a second data structure to a current code word corresponding to the current data block string in the first data structure, if the code word for the current data block string in the first data structure is found in the dictionary; and
further wherein the instructions for performing the step of outputting the code word representing the built data block string comprise instructions for performing the step of outpulting the previous code word stored in the second data structure, if a code word is not found in the dictionary corresponding to the current data block string in the first data structure.
24 . The program storage device of claim 23, further comprising instructions for performing the step of adding the current data block string to the dictionary.
25. The program storage device of claim 24, further comprising instructions for performing the steps of:
storing, in a third data structure, the last data block input in the first data structure, if the current data block string is not found in the dictionary; and
repeating steps (a) and (b) starting with the data block in the third data structure, if the data block in the third data structure is not part of a run-length sequence.
26. The program storage device of claim 14, further 45 comprising instructions for performing the step of maintaining a hash table comprising a plurality of arrays, wherein each array comprises all code words in the dictionary that are associated with a unique data block having a first data block whose value corresponds with an index of the array, and wherein the hash table is used for the step of searching for a code word in the dietionary.
27. A method for decompressing an encoded data stream comprising a plurality of code words, the method comprising the steps of:
maintaining a dictionary comprising a plurality of code words utihzed to generate the encoded data stream, wherein the code words in the dictionary comprise control code words and code words that are each associated with a unique data block string;
decoding and outputting a run-length sequence of data blocks associated with an input code word of the encoded data stream, if the input code word is a control code word in the dictionary that indicates an encoded run-lenglh sequence;
outputting a unique data block string in the dictionary that is associated with an input code word of the encoded data stream, if the input code word is found in the dictionary; and
if the input code word is not found in the dictionary, building a new data block string comprising (1) the unique data block string associated with a previous control word found in the dictionary and (2) the first data block of the unique data block string, adding the new string to the dictionary and outputting the new string.
28. A system for compressing input data comprising a plurality of data blocks, the system comprising:
a dictionary comprising a plurality of code words, wherein the code words comprise control code words and code words that are each mapped to a unique data block string;
a run-length encoder for encoding a sequence of similar data blocks in the input data using at least one code word in the dictionary; and
a dictionary encoder for encoding a data block string comprising at least one data block in the input data using a code word in the dictionary, wherein output of the run-length encoder and dictionary encoder are combined to form an encoded data stream.
29. The system of claim 28 , further comprising a system for decompressing the encoded data stream, wherein the system for decompressing the encoded data stream com5 prises:
a dictionary comprising a plurality of code words utilized to generate the encoded data stream, wherein the code words in the dictionary comprise control code words and code words that are each associated with a unique data block string;
a run-length decoder for decoding and outputting a runlength sequence of data blocks associated with an input code word of the encoded data stream, if the input code word is a control code word in the dictionary that indicates an encoded run-length sequence;
a dictionary decoder for outputting a unique data block string in the dictionary that is associated with an inpu code word of the encoded data stream, if the input code word is found in the dictionary; and if the input code word is not found in the dictionary, building a new data block string comprising (1) the unique data block string associated with a previous control word found in the dietionary and (2) the first data block of the unique data block string, adding the new string to the dietionary and outputting the new string
30. The system of claim 29 , wherein the compression and decompression systems are employed for accelerated data storage and retrieval.
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## ABSTRACT OF THE DISCLOSURE

Systems and methods for providing lossless data compression and decompression are disclosed which exploit various characteristics of run-length encoding, parametric dictionary encoding, and bit packing to comprise an encoding/decoding process having an efficiency that is suitable for use in real-t.me lossless data compression and decompression applications. In one aspect, a method for compressing input data comprising a plurality of data blocks comprises the steps of: detecting if the input data comprises a run-length sequence of data blocks; outputting an encoded run-length sequence, if a run-length sequence of data blocks is detected; maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is associated with a unique data block string; building a data block string from at least one data block in the input data that is not part of a run-length sequence; searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and outputting the code word representing the built data block string.

SYSTEM AND METHOD FOR LOSSLESS DATA COMPRESSION AND DECOMPRESSION

## Cross-Reference To Related Application

This application is besed on provisional application
U.S. Application Serial No. 60/136,561 filed on May 28, 1999.

## BACKGROUND

## 1. Technical Field:

The present invention reiates generally to data compression and decompression and, more particularly to systems and methods for providing lossless data compression and decompression using a combination of dictionary and run length encoding.

## 2. Description of Related Art:

Information may be represented in a variety of manners. Discrete information such as text and numbers are easily represented in digital data. This type of data representation is known as symbolic digital data. Symbolic digital data is thus an absolute representation of data such as a letter, figure, character, mark, machine code, or drawing.

```
    Continuous information such as speech, music, audio,
images and video frequently exists in the natural world as
```

analog information. As is well-known to those skilled in the art, recent advances in very large scale integration (VLSI) digital computer technology have enabled both discrete and analog information to be represented with
digital data. Continuous information represented as digital data is often referred to as diffuse data. Diffuse digital data is thus a representation of data that is of low information density and is typically not easily recognizable to humans in its native form.

```
    representation. For instance, digital data is more readily
```

    processed, stored, and transmitted due to its inherently
    high noise immunity. In addition, the inclusion of
    redundancy in digital data representation enables error
    detection and/or correction. Error detection and/or
        correction capabilities are dependent upon the amount and
        type of data redundancy, available error detection and
        correction processing, and extent of data corruption.
        One outcome of digital data representation is the
        continuing need for increased capacity in data processing,
        storage, retrieval and transmittal. This is especially true
        for diffuse data where continuing increases in fidelity and
        resolution create exponentially greater quantities of data.
        Within the current art, data compression is widely used to
    $$
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identical to the original unencoded/uncompressed data. Lossless data compression is also known as reversible or noiseless compression. Thus, lossless data compression has, as its current limit, a minimum representation defined by the negentropy of a given data set.

It is well known within the current art that data compression provides several unique benefits. First, data compression can reduce the time to transmjit data by more efficiently utilizing low bandwidth data links. Second, data compression economizes or data storage and allows more information to be stored for a fixed memory size by representing information more efficiently.

A rich and highly diverse set of lossless data compression and decompression algorithms exist within the current art. These range from the simplest "adhoc" approaches to highly sophisticated formalized techniques that span the sciences of infcrmation theory, statistics, and artificial intelligence. One fundamental problem with almost all modern approaches is the compression ratio verses the encoding and decoding speed achieved. As previously stated, the current theoretical linit for data compression is the entropy limit of the data set to be encoded. However, in practice, many factors actually limit the compression ratio achieved. Most modern compression
algorithms are highly content dependent. Content dependency exceeds the actual statistics of individual elements and often includes a variety of other factors including their spatial location within the data set.

Within the current art there also presently exists a strong inverse relationship between achieving the maximum (current) theoretical compression ratio, referred to as "algorithmic effectiveness", and requisite processing time. For a given single algorithm the "effectiveness" over a broad class of data sets including text, graphics, databases, and executable object code is highly dependent upon the processing effort applied. Given a baseline data set, processor operating speed and target architecture, along with its associated supporting memory and peripheral set, "algorithmic efficiency" is defined herein as the time required to achieve a given compression ratio. Algorithmic efficiency assumes that a given algorithm is implemented in an optimum object code representation executing from the optimum places in memory. This is virtually never achieved in practice due to limitat ons within modern optimizing software compilers. In addit.ion, an optimum algorithmic implementation for a given input data set may not be optimum for a different data set. Much work remeins in developing a comprehensive set of metrics for measuring data compression
algorithmic performance, however for present purposes the previously defined terms of algorithmic effectiveness and efficiency should suffice.

Of the most widely utilized compression techniques, arithmetic coding possesses the highest degree of algorithmic effectiveness but, as expected, is the slowest to execute. This is followed in turn by dictionary compression, Huffman coding, and run-length coding techniques with respectively decreasing execution times. What is not apparent from these algorithrs, that is also one major deficiency within the current art, is knowledge of their algorithmic efficiency. More specifically, given a compression ratio that is within the effectiveness of multiple algorithms, the question arises as to their corresponding efficiency on various data sets.

SUMMARY OF THE INVENTION
The present invention is directed to systems and methods for providing lossiess data compression and decompression. The present invention exploits various characteristics of run-length encoding, parametric dictionary encoding, and b:t packing to comprise an encoding/decoding process having an efficiency that is suitable for use in real-t.me lossless data compression and
decompression applications.
In one aspect of the present invention, a method for compressing input data comprising a plurality of data blocks comprises the steps of:
detecting if the input data comprises a run-length sequence of data blocks;
outputting an encoded run-length sequence, if a runlength sequence of data blocks is detected;
maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is associated with a unique data block string;
building a data block string from at least one data block in the input data that is not part of a run-length sequence;
searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and
outputting the code word representing the built data block string.

In another aspect of the present invention, the dictionary is dynamically maintained and updated during the encoding process by generating a new code word corresponding to a built data block string, if the built data block string does not match a unique dat.a block string in the dictionary,

4
and then adding the new coce word in the dictionary. In yet another aspect of the present invention, the dictionary is initialized during the encoding process if the number of code words (e.g., dictionary indices) in the dictionary exceeds a predeternined threshold. When the dictionary is initialized, a code word is output in the encoded data stream to indicate that the dictionary has been initialized at that point in the encoding process. An initialization process further comprises resetting the dictionary to only include each possible code word corresponding to a unique data block string comprising a single data block. By way of example, if each data block comprises a byte of data, these will be 256 possible code words for a data block str:ing comprising a single byte. In this instance, the dictionary reset to its initial state will comprise 256 entries.

In another aspect of the present invention, the dictionary further comprises a plurality of control code words, wherein a control code word is designated to represent a dictionary initialization, a run-length encoded sequence, and the end of the input data (or completion of the encoding process). These control words are used in the decoding process to re-create the input data.

In yet another aspect of the present invention, a bit-
packing process is employec to pack the bits of successive output code words representing encoded run-length sequences and data block strings.

In another aspect of the present invention, a method for decompressing an encoded data stream comprising a plurality of code words, wrich is generated using the encoding method, comprises the steps of:
maintaining a dictionary comprising a plurality of code words utilized to generate the encoded data stream, wherein the code words in the dictionary comprise control code words and code words that are each associated with a unique data block string;
decoding and outputtirg a run-length sequence of data blocks associated with an input code word of the encoded data stream, if the input code word is a control code word in the dictionary that indicates an encoded run-length sequence;
outputting a unique data block string in the dictionary that i.s associated with an input code word of the encoded data stream, if the input code word is found in the dictionary; and
if the input code word is not found in the dictionary, building a new data block string comprising (1) the unique data block string associated with a previous control word
found in the dictionary anc (2) the first data block of the unique data block string, adding tie new string to the dictionary, and outputting the new string.

These and other aspects, features and advantages of the present invention will beccme apparent from the following detailed description of preferred embodiments, which is to be read in connection with the accompanying drawings.

## BRIEF DESCRIPTION OF THE DRAWINGS

Fig. 1 is a block diagram of a system for providing lossless data compression according to an embodiment of the present invention;

Figs. 2 a and 2 b comprise a flow diagram of a method for providing lossless data compression according to one aspect. of the present invention;

Fig. 3 is a block diagram of a system for providing lossless data decompression according to an embodiment of the present invention; and

Figs. $4 A$ and $4 B$ comprise a flow diagram of a method for providing lossless data decompression according to one aspect of the present invention.

DETAILED DESCRIPTION OF PREFERRED EMBODIMENTS
The present invention is directed to systems and
methods for providing lossless data compression and
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decompression. It is to be understood that the present invention may be implemented in various forms of hardware, software, firmware, or a ccmbination thereof. In particular, the present invention may be implemented in hardware comprising general purpose microprocessors, di.gital signal processors, and/or cedicated finite state machines. Preferably, the present invention is implemented as an application program, tangibly embodied on one or more data storage mediums, which is executable on any machine, device or platform comprising suitable architecture. It is to be further understood that, because the present invention is preferably implemented as software, the actual system configurations and process flow illustrated in the accompanying Figures may differ depending upon the manner in which the invention is programmed. Given the teachings herein, one of ordinary skill in the related art will be able to contemplate these and similar implementations or configurations of the present invention.

## Data Compression

Referring now to Fig. 1, a block diagram illustrates a system 10 for providing lossless data compression according to an embodiment of the present invention. In general, the data compression system 10 comprises an input buffer 11 for temporarily buffering an input data stream and an encoder 12


#### Abstract

for compressing the input cata stream. It is to be understood that the compressed data stream output from the encoder may, for example, be stored in a storage medium for subsequent retrieval and decoded using a decompression method described below, or transmitted over a local or global computer network (for purposes of increased bandwidth transmission) and decompressed at a desired location. It is to be further understood trat the input buffer 11 is an optional component that may be employed, for example, in real-time compression applications where the rate of compression of the encoder 12 is slower than the bandwidth of the input data stream.

In general, the encoder 12 employs a unique combination of compression techniques preferably including run-length encoding and hash table dictionary encoding to compress an input data stream, as well as bit-packing to increase the final compression ratio. Nore specifically, the encoder 12 comprises a run-length enccder 13 and dictionary encoder 14, both of which utilize a code word dictionary 15 to output one or more "code words" representing a "character string" identified by the respective encoder 13,14 in the input data stream. It is to be understood that the term "character" as used herein refers to an input byte of data that can take on any one of 256 values, and the term


"string" as used herein refers to a grouping of one or more characters (bytes). Furthermore, as described in further detail below, in a preferred embodiment, a "code word" for a given character string comprises a dictionary index (denoted herein as $\mathbf{D}[\mathbf{i}]$ ) of the character string in the dictionary 15. During an encoding process in which bytes of data in the input stream are input to the encoder 12 , the run-length encoder 13 will identify a run-length sequence in the data stream, i.e., a character strang comprising a plurality of consecutively similar characters (bytes), and output one or more code words from the dictionary 15 to represent the runlength sequence (as explained in detail below). Moreover, the dictionary encoder 14 will build a character string comprising two or more characters (which does not comprise a run-length sequence), search the dictionary 15 for a code word that corresponds to the character string, and then output the code word representing the character string. In addition, if the character string that is built by the dictionary encoder 14 does not match a character string in the dictionary 15, the dictionary encoder 14 will cause the character string to be added to the dictionary and a new code word (e.g., dictionary index) will be associated with that string. An encoding process according to one aspect of the present invention will be described in detail below with

```
reference, for example, to the flow diagram of Figs. 2A and
```

2B.

The ercoder 12 utilizes a plurality of data storage structures 16 for temporarily storing data during an encoding process. Eor example, in the illustrative embodiment of Fig. 1, a Pstring data structure 17 is employed far temporarily storing a working character string,

Pstring. A C data structure 18 is employed for temporarily storing a next character (byte) $\boldsymbol{C}$ in the input stream. In addition, a Pstring+C data structure 19 is used for temporarily storing a character string Pstring $+\boldsymbol{C}$, which is a string comprising all of the characters in Pstring plus the character in $\boldsymbol{C}$. Moreover, an Mcode data structure 23 is used for temporarily storing a code word (Mcode) (e.g., dictionary index) corresponding to a previous successful string match in the dictionary. The use of these data structures will be discussed in further detail below. The code word dictionary 15 comprises a plurality of dictionary indices $\mathbf{D}[\mathbf{i}]$, wherein each index in the dictionary 15 is mapped (via a mappinç module 20) to either a predefined control code or a different code word corresponding to a character ibyte) string. The mapping module 20 preferably employs a hash function to, inter alia,
map each character string (e.g., strings of one or more bytes) into a unique index $\mathbf{D}[\mathbf{i}]$ in the dictionary 15
(although other mapping techniques known to those skilled in the art may be employed). As indicated above, in a preferred embodiment, the dictionary indices $\mathbf{D}[\mathrm{i}]$ are output as the "code words" (also referred to herein as "Mcodes") by the encoder to create an encoded file. These code words are processed by a decoder to decompress an encoded file (as discussed below with reference to Figs. 3, 4 a and 4 b .)

In a preferred embodiment, the first three entries in the dictionary 15 , indices $\mathbf{D}[0], \mathbf{D}[\mathbb{1}]$, and $\mathbf{D}[3]$, are reserved as control codes. In particular, the entry for the dictionary index $\mathbf{D}[0]$, or code word " 0 ", is output to indicate (to the decoder) that the dictionary 15 has been reset to its initial state. A.s explained in detail below, the dictionary 15 is preferably reset at the commencement of an encoding process before a new input stream is processed and, preferably, during an encoding process when the total number of entries $\mathbf{D}[\mathbf{i}]$ in the dictionary 15 exceeds a predetermined limit. In addition, the dictionary index $\mathbf{D}[1]$, or code word "1", is utilized for the run-length encoding process. More specifically, the code word "1" is output to indicate that the next two consecutive output

```
    numbers (in the encoded sequence) represent a run-length
    encoding sequence comprising (1) a character code and (2) a
    number denoting the amount of consecutive characters found
    in the data stream corresponding to the character code. Furthermore, the dictionary index \(\mathbf{D}[2]\), or code word "2" is output to indicate the end of the data stream and completion of the encoding process.
The next 256 entries in the dictionary 15 (i.e., index numbers 3 through 258) each comprise a single character sting (e.g., one byte) corresponding to one of the 256 possible character codes. Accordingly, in a preferred embodiment, the dictionary indices \(\mathbf{D}[\mathbf{0}]\) through \(\mathbf{D}[\mathbf{2 5 8}]\) are the only entries that exist in the dictionary 15 upon initialization of the dictionary 15. Any additional character strings that are dynamically added to the dictionary 15 by the dictionary encoder 14 during an encoding process will be consecutively added beginning at index \(\mathbf{D}[\mathbf{2 6 0 ]}\).
It is to be appreciated that, as indicated above, for a given character string under consideraticn, the encoder 12 will output (as a code word) the dictionary index number \(\mathbf{D}|\mathbf{i}|\) corresponding to a matching character string. Since the dictionary index number is usually less than two bytes and the input character strings are typically longer than six
bytes, the reduction in the number of bits output can be significant.

In one embodiment of the present invention, the dictionary encoder 14 can search the code word dictionary 15 for a matching character string therein by comparing each entry in the dictionary 15 to the input character string under consideration. In certain instances, however, the amount of entries \(\mathbf{D}[\mathbf{i}]\) in the dictionary 15 can increase significantly, potentially rendering this search process slow, inefficient and computationally intensive. Accordingly, the data compression system 10 preferably comprises a hash table 21 which is utilized by the dictionary encoder 14 during an encoding process to reduce the search time for finding a matching character string in the dictionary 15.

More specifically, in one embodiment, the hash table 21 comprises a plurality of arrays \(\mathbf{A r r a y [} \mathbf{N}]\), wherein each array comprises every dictionary index number \(\mathbf{D}[\mathrm{i}]\) in the dictionary 15 having an entry (i.e., character strings) that begins with a character code corresponding to the array index. For example, the third hash table array Arrary[3] comprises all the dictionary indices \(\mathbf{D}[\mathbf{i}]\) having a dictionary entry in which the first character (byte) of the string has
decimal value of "three." In the preferred embodiment where the encoder processes individual bytes of data in the input stream, since there are 256 possible characters, there are 256 arrays, i.e., Array[N], where \(\mathbf{N}=1 \ldots 256\). Advantageously, the use of the hash table 21 for finding matching strings in the dictionary reduces the number of string comparisons by 256.

In another embodiment, the hash table 21 comprises a plurality of nested hash tables. For example, a first level of hashing can use the first character to subdivide the dictionary 15 into 256 sub-dictionaries and a second level of hashing may use the \(2^{\text {nd }}\) character of the input string to further subdivide each of he initial 256 entries. Each additional level of hashing subdivides each dictionary into an additional 256 sub-dictionaries. For example, 2 levels of hashing yields \(256^{2}\) sub-dictionaries and \(\mathbf{n}\) levels yields \(256^{n}\) sub-dictionaries. The purpose of this hashing function is to reduce the time for searching the dictionary 15 . For example, using an \(n\) level hashing scheme reduces the search time by \(256^{\mathbf{n}}-\left(\mathbf{n}^{\star} 256\right)\).

Eurthermore, as expla:ned in detail below with reference to the process depicted in Figs. 2 a and 2 b , the hash table is dynamically modified to incorporate new entries \(\mathbf{D}[\mathbf{i}]\) that are added to the dictionary 15 during the
encoding process.
In addition, the data compression system 10 optionally comprises à bit packing module 22 for providing additional compression of the encoded data stream. As explained above, the maximum size (i.e., number of entries \(\mathbf{D}[\mathrm{i}]\) ) of the dictionary 15 is predefined and, consequently, the maximum number of bits of information needed to represent any index in the dictionary 15 is known a priori. For example, if the maximum dictionary size is 4000 entries, only 12 bits are needed to represent any index number. Since data is typically transferred in groups of 8 or 16 bits, in the above example where 12 bits maximum are reed to represent the index number, 4 bits out of every 16 bits would be wasted.

Accordingly, to provide additional compression, the encoder 12 preferably implements the bit-packing module 22 to pack the bits of successive output code words. It is to be understood that any suitable bit-packing technique known to those skilled in the art may be employed. In a preferred embodiment, the bit-packing module employs a shift register to output at least 16 bits of data when the data is ready for output. By way of example, assume a 12-bit code word is initially input to the shift register. The next 1.2-bit code word that is output is also placec in the shift register,
and the shift register would contain 24 bits of information. Then, 16 bits would be output from the shift register, leaving 8 bits remaining. When the next 12 -bit code word is input to the shift register, the shift register will contain 20 bits, and 16 will be output. This bit packing process is repeated for every output code word until the encoding process is complete.

Advantageously, the bit packing process according to the present invention improves the compression by a factor of \(16 / 12\), or 1.33 . Moreover, it is to be appreciated that the processing time required for the bit-packing is negligible. Consequently, the bit packing process provides increased compression ("algorithmic effectiveness") without a significant increase in processing overhead ("algorithmic efficiency").

Referring now to Figs. 2a and 2b, a flow diagram illustrates a method for compressing data according to one aspect of the present invention. In particular, the encoding process depicted in Figs. 2 a anc 2 b illustrates a mode of operation of the system 10 of Fig. 1. Initially, the dictionary 15 and hash table 21 are initialized (step 200). For example, as noted above, the dictionary 15 is initialized to include 259 entries, i.e., the first three entries \(\mathbf{D} \mid \mathbf{0}]-\mathbf{D}[\mathbf{2}]\) comprise the control codes and the next 256
entries \(\mathbf{D}[\mathbf{3}]-\mathbf{D}[\mathbf{2 5 9}]\) comprise the 256 possible character codes (assuming, of course, that the encoder processes data blocks each comprising a byte). E'urthermore, the hash table will be initialized such that each array Arrary[1]-[N] comprises one entry - the dictionary index \(\mathbf{D} \mid \mathbf{i}]\) for the corresponding character code. Next, the Pstring data structure 17 (or "Pstring") is initialized to be empty (i.e., it contains no characters at initialization) (step 201). It is to be understood that neither the C data structure 18 (or " \(C^{\prime}\) ) nor the Mcode data structure 23 (or "Mcode") require initialization.

After the initialization process, a determination is made as to whether there are any input characters for processing (step 202). If there is input data (affirmative result in step 2.02), the first: (or next) character (e.g., byte) in the input stream wil. be read and temporarily stored in C (step 203). Then, the next consecutive characters in the input strean are checked (step 204) to determine if there is a string of at least \(s\) consecutive characters that match the character stored in \(C\) to trigger a run-length sequence (step 205), where \(\boldsymbol{s}\) is a predetermined minimum number of consecutive characters that are required to trigger a run-length encoding sequence.
```
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        If there are at least s consecutively similar
    characters in the input stream (affirmative determination in
    step 205), then a determination is made as to whether Pstring
    is empty (step 206). If Pstring is empty (affirmative determination in step 206), then code words representing the run-length sequence are output (step 207). In a preferred embodiment, the encoded run-length sequence comprises the predefined control code " 1 " (which is first output from the dictionary 15), followed by the code word for the character stored in \(C\) (which is also obrained from the dictionary), which is then followed by the number of consecutive characters that were found in the input stream to match the character in \(\boldsymbol{C}\).
    On the other hand, if Pstring is not empty (negative determination in st.ep 206) upon the triggering of run-length encoding process, before the run-length encoding sequence is generated and output (step 207), the code word having an entry (character string) that matches the current value of Pstring is output (step 208), and Pstring is set to empty (step 209). It is to be understood that the code word for the current value of Pstring in this instance would be the code word that was determined (and temporarily stored in Mcode) from a last successful dictionary search.
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If there are not enough consecutively similar characters to trigger an run-lengt? encoding sequence (negative determination in step 205), referring now to Fig. 2b, the character string \(\boldsymbol{P s t r i n g}+\boldsymbol{C}\) is generated (step 210). A dictionary search is ther performed to determine if there is an indexed character string that matches Pstring \(+\boldsymbol{C}\) (step 211). This search is performed using, for example, the search techniques describec above, e.g., searching each entry in the dictionary starting from index \(\mathbf{D}[3]\) to find an entry that matches \(\boldsymbol{P s t r i n g}+\boldsymbol{C}\), or using the hash table to first determine each dictionary index having a character string entry that begins with the first character in the string Pstring \(+\boldsymbol{C}\). It is to be understood that, during the initial search, there is always a match found in the dictionary for \(\boldsymbol{P}\) string \(+\boldsymbol{C}\) because \(\boldsymbol{P}\) string is empty and \(\boldsymbol{C}\) contains a single character (j.e., in the illustrative embodiment, the dictionary is initialized to include all possible character codes renging from 0 to 255).

If a match for Pstring \(+\boldsymbol{C}\) is found in the dictionary (affirmative result in step 2-2), the dictionary index \(\mathbf{D}[\mathbf{i}]\) (code word) corresponding to the matching entry is stored in Mcode (step 213). Next, the string Pstring+C is stored in the Pstring data structure (step 214). Then, assuming there are
additional bytes to process (affirmative result in step 202) and assuming a run-length encoding process is not triggered (step 205), the process (i.e., steps \(210-214\) ) is repeated until the current value of Pstring \(+C\) is not found in the dictionary (negative determination in step 212). It is to be appreciated that for each iteration of this process, as each input character \(\boldsymbol{C}\) is added to the current string Pstring, a dictionary search is performed for the most current value Pstring + C and the value of Mcode is updated (but not output) to include the code word (dictionary index) of the current string Pstring \(+\boldsymbol{C}\) if it is found in the dictionary.

When there is no match fcund between an indexed string in the dictionary and the current Pstring+ \(C\) (negative determination in step 212), the code word stored in Mcode corresponding to the last successful dictionary search (in which a match for the current Pstring was found) is output (step 215). As explained above, the output code word may be further processed using a bit-packing process as described above to provide additional compression.

Next, a dictionary entry is created for the new string Pstring \(+C\) (step 216) in anticipation of the new string being added to the dictionary. A determination is then made as to whether the addition of the new entry would exceed the
predefined maximum number of entries for the dictionary (step 217). If the addition of the new entry would not result in exceeding this threshold (negative determination in step 217), the new entry will be added to the end of the dictionary (step 218), i.e., the entry will be indexed with the next available dictionary index. The appropriate hash table will then be updated (step 219), i.e., the new dictionary index will be added to the appropriate hash table array.

On the other hand, if the addition of the new entry would result in exceeding the maximum number of dictionary entries(affirmative determination in step 217), the dictionary will be reset tc its initial state as described above (step 220). In addition, the hash table will be reset to reflect the injtialization of tne dictionary (step 221). Then, a predefined code word (e.g., code word "0") will be output to indicate that the dictionary has been reset (step 222). After initialization of the dictionary and hash table, the new entry will ke added to the dictionary (step 218) and the appropriate hash table array will be updated to reflect the new entry (step 219).

In any event, once the new entry for Pstring+C has been added to the dictionary and the hash table has been updated appropriately, the Pstring data structure is set to include
only the character in \(C\) (step 223). The dictionary is then searched for the string Pstring (step 224) and the index number of the matching string in stored in Mcode (step 225). It is to be understood that since Pstring contains one character \(C\) and since all possible characters are in the dictionary, the search is assured to find a match. Steps 224 and 225 are performed to ensure that if no match is found the during the next dictionary search, the code word (stored in step 225) corresponding to the match found in step 224 wi.11 be output. Referring back to Eig. 2a, if there are more characters in the input stream, the process described above is repeated until it is determined that there are no more characters in the input stream (negative determination in step 202). Then, the code word (current value of Mcode) corresponding to a match for the current value of Pstring is output (step 226). Finally, a predefined control code word (e.g., code word "2") will be output to indicate the end of the encoding process (step 227).

The following example illustrates several iterations of a portion of the encoding process described above in Figs. 2 A and 2 B . Assume the input stream comprises the following string of characters "ababcan", wherein each character
```

comprises a byte of information. An initialization process
is first performed as disclssed above. Then, the first
character a in the input stream is read and stored in the
data structure C (step 203). The next character in the
comprises a byte of information. An initialization process is first performed as discussed above. Then, the first character $a$ in the input stream is read and stored in the data structure $\boldsymbol{C}$ (step 203). The next character in the input stream $\boldsymbol{b}$ is checked to determine if it matches $\boldsymbol{a}$ (step 204). In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered.
Accordingly, the string Pstring+C is created (step 210).
Since Pstring is empty (due to initialization), the new string Pstring $+\boldsymbol{C}$ is simply $\boldsymbol{a}$. The dictionary is searched for the new string. A matching entry for the character string $\boldsymbol{a}$ will be found since all possible one character strings are indexed in the dictionary. The index $\mathbf{D}[\mathbf{i}]$ of the match is stored in Mcode (step 213). The string a (i.e., Pstring $+\boldsymbol{C}$ ) is stored in Pstring data struct.ure (step 214).
The next character in the input stream $\boldsymbol{b}$ is read and stored in the $\boldsymbol{C}$ data structure (step 203). The next character in the input stream $\boldsymbol{a}$ is checked to determine if it matches $\boldsymbol{b}$ (step 204). In this instance, it will be determined that there is no match and, consequently, a runlength encoding process is not triggered.

```
```

    Accordingly, the strirg Pstring+C is created (step 210).
    Since Pstring contains the character a}\mathrm{ and C contains the
    character b, the new string is ab. The dictionary is
    searched for the new string (step 211). In this instance, a match will not be found since there is no entry in the dictionary for the string \(a b\).
    Since no match was found (negative result in step 212), the code word corresponding to the last match is output, i.e., the value in Mcode corresponding to the character $\boldsymbol{a}$ is output. Then, the string $\boldsymbol{a} \boldsymbol{b}$ added to the dictionary at index $\mathbf{D}[\mathbf{2 5 9 ]}$ (steps 216-218) (assuming of course that this is the first new entry after initialization of the dictionary and the addition would not exceed the maximum number of allowed entries).
Then, Pstring is set to include only the character in $\boldsymbol{C}$, which is $b$ (step 223), and the dictionary is searched for the indexed entry corresponding to a match for Pstring (step 224). Since, in this instance, Pstring contains only a single character $\boldsymbol{b}$, a match is guaranteed. The index of the match is stored in Mcode (step 225).
Then, the next character in the input stream $\boldsymbol{a}$ is read and stored in the $\boldsymbol{C}$ data structure (step 203). The next
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character \(\boldsymbol{b}\) is checked to determine if it matches \(\boldsymbol{a}\) (step 204). In this instance, it will be determined that there is no match and, consequently, a run-length encoding process is not triggered.

Accordingly, the string ba (i.e., Pstring+C) is created (step 210). The dictionary is searched for the new string ba. A match will not be found since there is no entry for the string \(b a\).

Since no match was found (negative result in step 212), the code word corresponding to the last match is output, i.e., the value in Mcode corresponding to the character \(\boldsymbol{b}\).

Then, the string \(\boldsymbol{b} \boldsymbol{a}\) added to the dictionary at index \(\mathbf{D} \mid \mathbf{2 6 0 ]}\) (steps 216-218) (assuming of course that this is the second new entry after initialization of the dictionary and the addition would not exceed the maximum number of allowed entries).

Then, Pstring is set to store the character in \(\boldsymbol{C}\), which is \(\boldsymbol{a}\) (step 223) and the dicticnary is searched for the indexed entry corresponding to a match for Pstring (step 224). Since, in this instance, Pstring contains only a single character \(a\), a match is guaranteed. The index of the match is stored in Mcode (step 225).

Then, the next character in the input stream \(\boldsymbol{b}\) is read and stored in the \(\boldsymbol{C}\) data structure (step 203). The next character \(\boldsymbol{c}\) is checked to determine if it matches \(\boldsymbol{b}\) (step 204). In this instance, it will be determined that there is no match ard, consequently, a run-length encoding process is not triggered.

Accordingly, the string \(a b\) (i.e., Pstring \(+C\) ) is created (step 210). The dictionary is searched for the new string \(\boldsymbol{a b}\) (step 211). In this instance, a match will be found since there was a previous entry added to the dictionary for the string \(\boldsymbol{a b}\). Accordingly, the code word (dictionary index) of the entry \(\boldsymbol{a b}\) (which is this example is \(\mathbf{D}[\mathbf{2 5 9 ]}\) ) is stored in Mcode (step 213). The new string ab is stored in Pstring (step 214).

The next character in the input stream \(\boldsymbol{c}\) is read and stored in the \(\boldsymbol{C}\) data structure (step 203). The next character in the input stream \(\boldsymbol{a}\) is checked to determine if it matches \(\boldsymbol{c}\) (step 204). In this instance, it will be determined that there is no match and, consequently, a runlength encoding process is not triggered.

Accordingly, the string abc (i.e., Pstring+C) is created (step 210). The dictionary is searched for the new string
\(\boldsymbol{a b c}\). A match will not be found since there is no entry for the string \(\boldsymbol{a b c}\).

Since no match was found (negative result in step 212), the code word corresponding to the last match is output, i.e., the previously stored value -n Mcode corresponding to the character string \(\boldsymbol{a} \boldsymbol{b}\). Then, the string \(\boldsymbol{a} \boldsymbol{b} \boldsymbol{c}\) is added to the dictionary at index \(\mathbf{D}[261]\) (steps 216-218) (assuming of course that this is the third new entry after initialization of the dictionary and the addition would not exceed the maximum number of allowed entries).

Then, Pstring is set to store the character in \(\boldsymbol{C}\), which is \(\boldsymbol{c}\) (step 223) and the dictionary is searched for the indexed entry corresponding to a match for Pstring (step 224). Since Pstring contains only a single character \(\boldsymbol{c}\), a match is guaranteed. The index of the match is stored in Mcode (step 225). Again, this process is repeated for all characters in the input stream.

\section*{Data Decompression}

Referring now to Fig. 3, a block diagram illustrates a system 30 for providing lossless data decompression according to an embodiment of the present invention. In general, the data decompression system 30 comprises an input buffer 31 for temporarily buffering an encoded data stream
and a decoder 32 for decompressing the encoded data stream. It is to be understood that the encoded data stream may be, e.g., received from a storage mediam for decoding, or received at a desired location over a communication channel and decoded at the locatior. It is to be further understood that the input buffer 31 is an optional component that may be employed, for example, in real-time decompression applications where the rate of decompression of the decoder 32 is slower than the bandwidth of the transmitted encoded data stream.

In general, the decoder 32 performs, for the most part, the inverse of the encoding process described above. As an encoded data stream is received by the decoder 32 , a bit unpacking module 33 unpacks the bits and restores the original code words generated by the encoder 12 (Fig. 1). Again, it is to be understaod that the bit packing module 22 (Fig. 1) is an optional component that may be employed to provide additional compression of the code words. Therefore, if bit packing is not implemented for the encoding process, bit unpacking is not employed in the decoding process.

The decoder 32 comprises a run-length decoder 34 for processing encoded run-length sequences in the encoded data stream and outputting the decoded data corresponding to such
encoded rur-length sequences. As explained below, if the run-length decoder detects a control word " 1 " in the input data stream, it will read and process the next two successive words in the encoded stream to output the decoded data.

A dictionary decoder 35 is employed to build a dictionary 37 which is identical to the dictionary built by the encoder 12 (as discussed above). Using a mapping module 36 (or any suitable dictionary lookup furction), the dictionary decoder will outpu= character strings that are entries in the dictionary 37 ro recreate the original file.

It is to be understood that the state of the dictionary of the encoder is always at least one step ahead of the state of the dictionary of the decoder. Therefore, it is possible that the encoder will output a code word for a unique data block string that the decoder has not yet entered in the decoding dictionary. This special case occurs when a character string is encoded using the string immediately preceding it. When this special si.tuation occurs, the first and last characters of the string must be the same. Accordingly, when the decoder receives a code word that is not in the decoding dictionary, the decoder will know that the first cnaracter of the string that was encoded is equal to the last character. This a priori
knowledge enables the decoder to handle this special case. It is to be appreciated that because there are no lengthy dictionary searches performed during the decoding process, it is much less computatiorally intensive than the encoding process. A decoding process according to one aspect of the present invention is described below with reference to Figs. 4 A and 4 B .

The decoder 32 utilizes a plurality of data storage structures 38 for temporarily storing data during a decoding process. For example, in the illustrative embodiment of Fig. 3, a Pcode data structure 39 (or "Pcode") is used for temporarily storing a previous code word received by the decoder 32. A Pstring data structure 40 ("Pstring") is employed for temporarily storing a dicticnary string corresponding to Pcode. A Ccode data structure 41 ("Ccode") is employed for temporarily storing a code word that is currently being processed. A Cstring data structure 42 ("Cstring") is employed for temporarily storing a dictionary string corresponding to Ccode. A C data structure 43 is employed for temporarily storing a next code word (byte) \(C\) in the encoded input stream. Finally, a Pstring+C data structure 44 is used for temporarily storing a character string Pstring \(+C\), which is a string comprising all of the
characters in Pstring plus tre character in \(\boldsymbol{C}\). The use of these data structures will be discussed in further detail below.

Referring now to Figs. \(4 a\) and \(4 b\), a flow diagram illustrates a method for decompressing data according to one aspect of the present invention. In particular, the decoding process depicted in Figs. 4A and 4B illustrates a mode of operation of the system 30 of Fig. 3. Initially, the dictionary 37 will be initialized in the same manner as discussed above (step 400) i.e., the dictionary will comprises an index for each of the three control words and an index for each of the 256 characters). In addition, Pstring and Cstring are initialized to empty (step 401). It is to be understood that Pcode, Ccode, and \(\boldsymbol{C}\) do not require initialization.

After initialization, the first code word in the encoded input stream will be read and stored in Ccode (step 402). A determination is then made as to whether the current code word (stored in Ccode)is a (predefined) control word (step 403). If Ccode is a control word (affirmative determination in step 403), the decoding process will be terminated if the control word is "2" (step 404). If the control word is "1", then a run-length decoding process is
commenced by reading and processing the next two words in the encoded input stream (step 405). In particular, as explained above, a code word " 1 " is output during the encoding process to indicate that the next two consecutive output numbers (in the encoded sequence) represent a runlength encoding sequence comprising (1) a character code and (2) a number denoting the amount of consecutive characters found in the data stream corresponding to the character code. Accordingly, assuming " \(X\) " represents the character code and " \(N\) " represents the number of consecutive " \(X\) " \(s\), the decoder will output the character X, \(N\) times (step 406). Finally, if the control word is "0" (step 407), the decoding process is initialized (return to step 400).

On the other hand, if the current Ccode does not comprise a control word (negative determination in step 403), the dictionary will be searched to find the string Cstring corresponding to the current Code (step 408). It is to be understood that the first (non-control) code word in the input stream will always be found in the dictionary, i.e., the first non-control word will correspond to one of the 256 code words that are initialized in the dictionary. Referring now to Fig. 4B, Pcode is set to be equal to Ccode (step 409) (and the string Pstring is set based on the value of Pcode). The next code word will be read from the
\[
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encoded input stream and stored in Ccode (step 410).
A determination is then made as to whether the current code word (stored in Ccode) is a (predefined) control word (step 411). As explained above, if Ccode is a control word (affirmative determination in step 411), the decoding process will be terminated if the control word is "2" (step 412). If the control word is "1", then a run-length decoding process is commenced by reading and processing the next two words (" \(X\) " and " \(N\) ", respectively) in the encoded input stream (step 413) and the decoder will output the character \(\mathrm{X}, \mathrm{N}\) times (step 414). If the control word is "0" (step 415), the decoding process is initialized (return to step 400).

If, on the other hand, the current Ccode is not a control code (negative determination in step 411), a determination is made as to whether there is an indexed entry (Cstring) in the decoding dictionary corresponding to Ccode (step 416). If there is an entry (affirmative determination in step 416) then Cstring corresponding to that Ccode is output (step 417). Then, the first character of Cstring is stored in the \(\boldsymbol{C}\) data structure (step 418). A new string Pstring \(+C\) is then formed and added to the decoding dictionary (step 419).

If there is no entry in the dictionary for the current Ccode (negative determination in step 416) this is the special case described above and the decoder performs the following steps. First, the first character from Pstring is stored in the \(\boldsymbol{C}\) data structure (step 420). Then, a new string Pstring+C is formed and added to the decoding dictionary (step 421). The new string Pstring+C is then output by the decoder (step 422).

The following example illustrates several iterations of the decoding process using the output from the above encoding example which was based on the input string "ababc \(\boldsymbol{a} . .\). " The data structure are initialized as described above (steps 400 and 401). The first code is read and stored in the data structure Ccode. Since the first input code corresponds to character \(\boldsymbol{a}\), the current Code is determined not to be a control code (step 403). Accordingly, the dictionary entry Cstring (i.e., \(a\) ) corresponding to Ccode is output.

Pcode is then set equal to Ccode (step 409). The next code word is read and stored in the data structure Code. Since the code word corresponds to character \(\boldsymbol{b}\), Coode is not a control code (step 411). The decoding dictionary is then
```

searched for a match for Code (step 416). Since a single character string (i.e., b in this instance) is always in the dictionary, a match will be found. Since a match is guaranteed, the dictionary entry Cstring (i.e., b) is output (step 417). Next, the first character of Cstring (i.e.,b) is stored in $\boldsymbol{C}$ (step 418). A new string Pstring $+\boldsymbol{C}$ is formed and added to the dictionary (step 419). In this example, since Pstring is the string corresponding to Pcode, which is the character $\boldsymbol{a}$, and $\boldsymbol{C}$ contains the character $\boldsymbol{b}$, the new string Pstring $+\boldsymbol{C}$ is $\boldsymbol{a} \boldsymbol{b}$, which is added to the dictionary at the next available index, D[259]. Again, Pcode is set equal to Ccode.
Then, the next code word (corresponding to character $\boldsymbol{a b}$ ) is read and stored in the data structure Code. Since this is not a control code, the dictionary is searched for a match for Ccode. Again, in this instance, there will be a match. Accordingly, Cstring, i.e., ab, is output.
Then, the first character of Cstring (which is a) is stored in $C$ (step 418). A new string Pstring+C is formed comprising ba (i.e., Pstring is the string corresponding to Pcode, $\boldsymbol{b}$, and $\boldsymbol{C}$ contains $\boldsymbol{a})$ and then added to the dictionary (step 419) at the next available index D[260]. Then, Pcode is set equal to Ccode, and the process is repeated.

```
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\begin{abstract}
It is to be appreciated the present invention exploits various traits within run-length encoding, parametric dictionary encoding, and bit packing to provide an encoding/decoding process whose efficiency is suitable for use in real-time lossless clata compression and decompression systems such as the systems disclosed in U.S. Patent Application Serial No 09/210,491, filed on December 11, 1998, entit.led "Content Independent Data Compression Method and System," which is commonly assigned and fully incorporated herein by reference.

In particular, although dictionary class encoding techniques, in general, are considered superior to runlength encoding techniques, run-length encoding techniques can process and compress contiguous strings of data blocks far more optimally than dictionary encoding techniques. We have analyzed the manner in which certain programs store data. By way of example, we have determined that MICROSOFT OFFICE \({ }^{m m}\) applications use large string of repetitive characters in certain portions of programs and data files such as in the headers and footers of the files, although these run-lengths can occur in the middle of files such as .dll files, data base files and those files with embedded data structures.

Using an analysis too that analyzes the frequency of
\end{abstract}
characters (i.e., a histogram analysis of the frequency (count) of byte values), we have found that .exe files and . doc files comprise an inordinate quantity of bytes that are equal to 00hex (0s) and EFhex (255). These frequently occurring byte values often appear in contiguous strings as header, footer or byte padding values for data structures internal to the word format. As indicated above, a runlength algorithm exploits these occurrences far more optimally than any known dictionary technique.

In addition, a further analysis of these file types on a block basis, e.g., an 8 kilobyte block or 4 kilobyte block, underscores the advantage of using a combination of dictionary and run-length encoding - the contiguous nature of the data strings that we have found in these files amplifies the benefit of the run-length encoding over the dictionary encoding since the dictionary encoding has been determined to typically provide a lower compression ratio when applied to smaller quantities of data. Therefore, while dictionary compression techniques typically yield higher compression ratios than run-length, this may not be true, e.g., for most MICROSOF WINDOWS \({ }^{\text {TM }}\) operating system, program and data files. Accordingly, an encoding process such as described herein using a combination of run-length and dictionary encoding is far superior to compress data
files, etc., that characteristically include contiguous strings of similar data blocks.

Moreover, as indicated above, the use of bit-packing in combination with the dicticnary and run-length encoding advantageously provides additional compression, with a negligible increase in the overhead or processing time required for the bit-packing.

Further, the parametric nature of the algorithm allows for tailoring to a wide variety of applications and target processing architectures, wherein trades in processor throughput and instruction set mix, memory hierarchy and bandwidth, and requisite irput/output bandwidth requirements may be accommodated. By way of example, various memory bandwidths and sizes within the processing hierarchy may dictate the size of the dictionary in terms of the number of entries (or "dictionary depth"), and maximum length of each entry (or "dictionary width"). For example, the Texas Instruments Digital Signal Processor TMS320C6x and TMS320C5x employ separate onboard caches for program and data memory in a Harvard Architecture Arrangement. The caching may further have multiple levels of cached commonly known as L1 (lowest level) and L2 (higher level) onboard cache. Typically the lowest levels of cache have highest throughput. Also, caches axe t.ypically faster that external
memory.
In one aspect of the present invention, by fixing the dictionary depth to place it \(n\) the appropriate level of caching, one can obtain a desired balance between the compression ratio and compression throughput. Indeed, although a larger dictionary typically produces a higher compression ratio, the larger dictionary results in slower throughput. With the current technology limit, L1 cache is typically too small to store a full dictionary and the dictionary is maintained at: its optimum size in L2 cache. However, this trade is specific to the desired compression ratio and throughput.

In another aspect of the present invention, the throughput of, e.g., the encoding process can be monitored as a function of compression ratic and dictionary size. If the compression throughput is found to fall below a desired level or is otherwise desired to be increased the compression algorithm may dynamically enlarge the dictionary to increase compression ratio or cecrease the dictionary to improve throughput. It should be noted that the relationship is dependent upon the entropy content of the input data stream and may be multivalued and/or non-linear. In yet another aspect of the present invention, a learning algorithm may be further applied to learn the optimum ratios
using a time weighted average of throughput.
Another approach is to page dictionary entries from memory to L2 cache, L2 cacke to L1 cache, or L1 cache to on board registers within the processor. This methodology can be extended to any memory hierarchy within a single or multiprocessor architecture.

In another embodiment, the present invention may adopt the use of a control signal that would affect the compression technique used by the encoder. The control signal could originate from the same source as the data. It would indicate to the encoder whether to place emphasis on the compression speed or the compression ratio during the encoding process. As indicated above, when it comes to compression speed and compression ratio, one can often be sacrificed to benefit the other.

An example of the use of such a control signal is as follows. Assume the encoder resices in a hard disk controller of a computer. The operating system driver that sends the information to be stored on the disk would generate the control signal. The driver may use an algorithm that normally sends a control signal to the encoder indicating that the encoder should use a form of the compression process that yields a very high compression ratio even if the encoding process is not very fast. When

rates may be modified based or the desired compression and throughput.

Although illustrative embodiments of the present invention have been described herein with reference to the accompanying drawings, it is to be understood that the present invention is not limited to those precise embodiments, and that various other changes and modifications may be affected therein by one skilled in the art without departing from the scope or spirit of the invention. All such changes and modifications are intended to be included within the scope of the invention as defined by the appended claims.

\section*{WHAT IS CLAIMED IS:}
1. A method for compressing input data comprising a plurality of data blocks, the method comprising the steps of:
detecting if the input data comprises a run-length sequence of data blocks;
outputting an encoded run-length sequence, if a runlength sequence of data blocks is detected;
maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is associated with a unique data block string;
building a data block string from at least one data block in the input data that is not part of a run-length sequence;
searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and
outputting the code word representing the built data block string.
2. The method of claim 1, wherein the step of detecting a run-length sequence comprises the steps of:
receiving an input data slock;
identifying a run-length sequence if at least the next
\(\boldsymbol{s}\) successive data blocks in the input data are similar to the input data block.
3. The method of claim 2, wherein the step of outputting an encoded run-length sequence comprises the step of consecutively outputtinç a first control code word indicating a run-length sequence, a code word in the dictionary having a unique data block string associated therewith that corresponds to the input data block, and a word corresponding to the number of successive data blocks that are sjmilar to the input data block.
4. The method of claim L, wherein the step of maintaining a dictionary comprises the steps of: dynamically generating a new code word corresponding to a built data block string, if the built data block string does not match a unique data block string in the dictionary; and
adding the new code word in the dictionary.
5. The method of claim 4, wherein the step of maintaining the dictionary further comprises the step of initializing the dictionary if the number of code words exceeds a predetermined thseshold.
6. The method of claim 5, wherein the step of initializing the dictionary comprises the steps of:
resetting the dictionary to include all possible code words corresponding to a unique data block string comprising
a single data block; and
outputting a control code word indicating that the dictionary has been initialized.
7. The method of claim 1, wherein the code words in the dictionary further comprises at least one control code word representing one of dictionary initialization, a runlength encoded sequence, an end of the input data, and a combination thereof.
8. The method of claim 1, wherein each code word in the dictionary comprises a dictionary index.
9. The method of claim 1, further comprising the step of bit-packing encoded run-length sequences and code words that are output.
10. The method of claim 1, wherein the step of building a data block string comprises the steps of:
(a) iteratively storing in a first data structure, a
next successive data block in the input data to build a current data block string; and
(b) for each iteratior in step (a), updating a previous code word stored in a secord data structure to a current code word corresponding to the current data block string in the first data structure, If the code word for the current data block string in the first: data structure is found in the dictionary; and
further wherein the step of outputting the code word representing the built data biock string comprises the steps of outputting the previous code word stored in the second data structure, if a code word is not found in the dictionary corresponding to the current data block string in the first data structure.
11. The method of claim 10, further comprising the step of adding the current dat:a block string to the dictionary.
12. The method of claim 11, further comprising the steps of:
storing, in a third data structure, the last data block input in the first data structure, if the current data block string is not found in the dictionary; and
repeating steps (a) ard (b) starting with the data block in the third data structure, if the data block in the third data structure is not part of a run-length sequence.
13. The method of cleim 1, further comprising the step of maintaining a hash table comprising a pluralily of arrays, wherein each array comprises all code words in the dictionary that are associated with a unique data block having a first data block whose value corresponds with an index of the array, and wherein the hash table is used for the step of searching for a code word in the dictionary.
14. A program storage device readable by a machine, tangibly embodying a program of instructions executable by the machine to perform method steps for compressing input data comprising a plurality of data blocks, the method comprising the steps of:
detecting if the input data comprises a run-length sequence of data blocks;
outputting an encoded run-length sequence, if a runlength sequence of data blocks is detected;
maintaining a dictionary comprising a plurality of code words, wherein each code word in the dictionary is assocjated with a unique data block string;
building a data block string from at least one data block in the input data that is not part of a run-length sequence;
searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string; and
outputting the code word representing the built data block string.
15. The program storage device of claim 14, wherein the instructions for performing tre step of detecting a runlength sequence comprise instructions for performing the steps of:
receiving an input dava block;
identifying a run-length sequence if at least the next \(\boldsymbol{s}\) successive data blocks in the input data are similar to the input data block.
16. The program storage device of claim 15 , wherein the instructions for performing the step of outputting an encoded run-length sequence comprise instructions for performing the step of consecutively outputting a first control code word indicating a run-length sequence, a code word in the dictionary having a unique data block string
\[
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associated therewith that corresponds to the input data
block, and a word corresponding to the number of successive
data blocks that are similar to the input data block.

```

\section*{17. The program storage device of claim 14, wherein} the instructions for performing the step of maintaining a dictionary comprise instructions for performing the steps of:
dynamically generating a new code word corresponding to a built data block string, if the built data block string does not match a unique daa block string in the dictionary; and
adding the new code word in the dictionary.
18. The program storage device of claim 17, wherein the instructions for performing the step of maintaining the dictionary comprise instructions for performing the step of initializing the dictionary if the number of code words exceeds a predetermined threshold.
19. The program storage device of claim 18, wherein the instructions for performing the step of initializing the dictionary comprise instructions for performing the steps of:
\[
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resetting the dictionary to include all possible code words corresponding to a unique data block string comprising a single data block; and outputting a control code word indicating that the dictionary has been initialized.
20. The program storage device of claim 14 , wherein the code words in the dictionary further comprise at least one control code word representing one of dictionary initialization, a run-length encoded sequence, an end of the input data, and a combination thereof.
21. The program storage device of claim 14, wherein each code word in the dictionary comprises a dictionary index.
22. The program storage device of claim 14, further comprising instructions for performing the step of bitpacking encoded run-length sequences and code words that are output.
23. The program storage device of claim 14, wherein the instructions for performing the step of building a data block string comprise instructions for performing the steps
of:
(a) iteratively storing in a first data structure, a next successive data block in the input data to build a current data block string; and
(b) for each iteration i.? step (a), updating a previous code word stored in a second data structure to a current code word corresponding to the current data block string in the first data structure, if the code word for the current data block string in the first data structure is found in the dictionary; and
further wherein the instructions for performing the step of outputting the code word representing the built data block string comprise instructions for performing the step of outputting the previous code word stored in the second data structure, if a code word is not found in the dictionary corresponding to the current data block string in the first data structure.
24. The program storage device of claim 23, further comprising instructions for performing the step of adding the current data block string to the dictionary.
25. The program storage device of claim 24, further comprising instructions for performing the steps of:
storing, in a third data structure, the last data block input in the first data st:ucture, if the current data block string is not found in the dictionary; and repeating steps (a) and (b) starting with the data block in the third data structure, if the data block in the third data structure is not part of a run-length sequence.
26. The program storage device of claim 14, further comprising instructions for performing the step of maintaining a hash table comprising a plurality of arrays, wherein each array comprises all code words in the dictionary that are associated with a unique data block having a first data block whose value corresponds with an index of the array, and wherein the hash table is used for the step of searching for a code word in the dictionary.
27. A method for decompressing an encoded data stream comprising a plurality of code words, the method comprising the steps of: maintaining a dictionary comprising a plurality of code words utilized to generate the encoded data stream, wherein the code words in the dictionary comprise control code words and code words that are each associated with a unique data block string;
decoding and outputting a run-length sequence of data blocks associated with an snput code word of the encoded data stream, if the input code word is a control code word in the dictionary that indicaces an encoded run-length sequence;
outputting a unique data block string in the dictionary that is associated with an input code word of the encoded data stream, if the input code word is found in the dictionary; and
if the input code word is not found in the dictionary, building a new data block string comprising (1) the unique data block string associated with a prevjous control word found in the dictionary and (2) tre first data block of the unique data block string, adding the new string to the dictionary and outputting the new string.
28. A system for compressing input data comprising a plurality of data blocks, the system comprising:
a dictionary comprising a plurality of code words, wherein the code words comprise control code words and code words that are each mapped to a unique data block string;
a run-length encoder Eor encoding a sequence of similar data blocks in the input data using at least one code word in the dictionary; and
\[
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a dictionary encoder for encoding a data block string comprising at least one data block in the input data using a code word in the dictionary, wherein output of the runlength encoder and dictionary encoder are combined to form an encoded data stream.
29. The system of claim 28, further comprising a system for decompressing the encoded data stream, wherein the system for decompressing the encoded data stream comprises:
a dictionary comprising a plurality of code words utilized to generate the encoded data stream, wherein the code words in the dictionary comprise control code words and code words that are each associated with a unique data block string;
a run-length decoder for decoding and outputting a runlength sequence of data blocks associated with an input code word of the encoded data stream, if the input code word is a control code word in the dictionary that indicates an encoded run-length sequence;
a dictionary decoder for outputting a unique data block string in the dictionary that is associated with an input code word of the encoded data stream, if the input code word is found in the dictionary; and if the input code word is
```

not found in the dictionary, building a rew data block
string comprising (1) the unique data block string
associated with a previous control word found in the
dictionary and (2) the first data block of the unique data
block string, adding the new string to the dictionary and
outputting the new string.

```
30. The system of claim 29, whereir the compression and decompression systems are employed for accelerated data storage and retrieval.
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\section*{Reasons for Allowance}
1. The following is an examiner's statement of reasons for allowance:

Independent claims 1, 14, 27 and 28 are allowable over the prior art of record. Claims 2-13, 15-26, and 29-30 depend from claims 1, 14, and 28 respectively, therefore, are allowed.

Independent claims 1 and 14 recite the limitations of : building a data block string from at least one data block in the input data that is not part of a run-length sequence; searching for a code word in the dictionary having a unique data block string associated therewith that matches the built data block string. The combination of these features as cited in the claims in combination with the other limitations of the claims, are neither disclosed nor suggested by the prior art of record.

Independent claim 27 recites the limitations of : if the input code word is not found in the dictionary, building a new data block string comprising (1) the unique data block string associated with a previous control word found in the dictionary and (2) the first data block of the unique data block string, adding the new string to the dictionary and output the new string. The combination of these features as cited in the claims in combination with the other limitations of the claims, are neither disclosed nor suggested by the prior art of record.

Independent claim recites the limitations of : a dictionary comprising a plurality of code words, wherein the code words comprise control code words and code words that are each mapped to a unique data block string; an run-length encoder, and a dictionary
encoder for encoding a data block string comprising at least one data block in the input data using a code word in the dictionary, wherein output of the run-length encoder and dictionary encoder are combined to form an encoded data stream.. The combination of these features as cited in the claims in combination with the other limitations of the claims, are neither disclosed nor suggested by the prior art of record.

The closest references of US 5883975 to Narita et al. discloses using run-length encoder, and dictionary. However, he does not teach the limitations of cited above.

\section*{Conclusion}
2. The prior art made of record and not relied upon is considered pertinent to applicant's disclosure.

US 6489902 and 5995976 to Heath, US 5870036 to Franaszek et al., and US 6195024 to Fallon disclose methods for using run-length encoding and dictionary.

\section*{Contact Information}
3. Any inquiry concerning this communication or earlier communications should be directed to Jingge Wu whose telephone number is (703) 308-9588. He can normally be reached Monday through Thursday from 8:00 am to \(4: 30 \mathrm{pm}\). The examiner can be also reached on second alternate Fridays.

Any inquiry of a general nature or relating to the status of this application should be directed to TC customer service whose telephone number is (703) 306-0377.

If attempts to reach the Examiner by telephone are unsuccessful, the Examiner's supervisor, Amelia Au, can be reached at (703) 308-6604.

The Working Group Fax number is (703) 872-9314.
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SERIAL NO.: 09/579,221 Group Art Unit: 2623

FILED: \(\quad\) May 26, 2000
FOR: SYSTEM AND METHOD FOR LOSSLESS DATA COMPRESSION AND DECOMPRESSION

Dated: May 28, 2003
Mail Stop Issue Fee
Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450

\section*{TRANSMITTAL OF FORMAL DRAWINGS}

Sir:
Applicant submits herewith six (6) sheets of formal drawings depicting FIGS. 1-4B for this application.

Respectfully submitted,


Frank V. DeRosa
Reg. No. 43,584
Attorney for Applicant(s)
F. CHAU \& ASSOCIATES, LLP

1900 Hempstead Turnpike Suite 501
East Meadow, New York 11554
(516) 357-0091

CERTIFICATE OF MAILING UNDER 37 C.F.R. \(\$ 1.8(\mathrm{a})\)
I hereby certify that this correspondence is being deposited with the United States Postal Service as first class mail, postpaid in an envelope addressed to the Cornmissioner for Patents, P.O Box 1450, Alexandra, VA first class mall, postpatd in an
22313-1450 on May 28, 2003.

Dated. May 28, 2003
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