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·1· · · · · · · · · MR. VERDINI:· Chris Verdini and
·2· · · · · · Mark Knedeisen of K&L Gates on behalf
·3· · · · · · of the plaintiff, Regents of the
·4· · · · · · University of Minnesota.
·5· · · · · · · · · MR. SIPIORA:· David Sipiora and
·6· · · · · · Ted Mayle from Kilpatrick Townsend.
·7· · · · · · We represent the defendant LSI and
·8· · · · · · Avago.
·9· · · · · · · · · · · · _ _ _
10
11· ·E M I N A· ·S O L J A N I N,
12· ·called as a witness, having been first· duly
13· ·sworn, was examined and testified
14· ·as follows:
15· ·EXAMINATION BY
16· ·MR. VERDINI:
17· · · · · · Q.· · Good morning, Professor.
18· · · · · · A.· · Good morning.
19· · · · · · Q.· · Can you state your full name
20· ·for the record?
21· · · · · · A.· · Emina Soljanin.
22· · · · · · Q.· · What is your residential and
23· ·business address?
24· · · · · · A.· · My residential address is 26
25· ·Britten Road, Green Village, New Jersey 07935.

·1· ·USA.
·2· · · · · · Q.· · And your business address?
·3· · · · · · A.· · It's 94 Brett Road, Piscataway,
·4· ·New Jersey, Rutgers University.
·5· · · · · · Q.· · Professor, you understand that
·6· ·you're under oath today, correct?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · And are you represented by
·9· ·counsel?
10· · · · · · A.· · Am I represented?
11· · · · · · Q.· · Yes.
12· · · · · · A.· · No.
13· · · · · · Q.· · Is there any reason that you
14· ·can't be truthful and accurate in your
15· ·testimony today?
16· · · · · · A.· · No.
17· · · · · · Q.· · Are you on any medications that
18· ·would affect your memory or your ability to
19· ·give testimony today?
20· · · · · · A.· · No.
21· · · · · · Q.· · Have you ever been deposed
22· ·before?
23· · · · · · A.· · No.
24· · · · · · Q.· · All right.· So this your first
25· ·time so I'll go over a little bit of ground

·1· ·rules.· The court reporter who is sitting to
·2· ·your left is writing down everything that we
·3· ·say, okay?
·4· · · · · · A.· · (Nodding head affirmatively.)
·5· · · · · · Q.· · So that's going to be the first
·6· ·rule.· He can't take down shakes of the head,
·7· ·so all of your answers have to be verbal.
·8· ·Okay?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · And because he's writing down
11· ·what is said, when appropriate answer yes or
12· ·no as opposed to "uh-huh" or "uh-uh," because
13· ·that's not entirely clear when it's written
14· ·down.· Okay?
15· · · · · · A.· · I understand.
16· · · · · · Q.· · If you don't understand a
17· ·question that I've asked can you let me know
18· ·so that I can try to rephrase.· Okay?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And if you don't, I will assume
21· ·you understand the question.· Okay?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · The other thing in normal
24· ·conversation sometimes you know where my
25· ·question is headed and you may want to talk



·1· ·over me, that makes it very difficult for the
·2· ·court reporter.· So if you could let me finish
·3· ·my question first before you answer, and I'll
·4· ·let you answer before I ask my next question
·5· ·so that the transcript is clear.· Okay?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And lastly, if you need a break
·8· ·at any time just let me know.· If there's a
·9· ·question pending I may ask you to answer that
10· ·question before we take the break, but we'll
11· ·accommodate your break request as soon as we
12· ·can.· All right?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · What did you do to prepare for
15· ·today's deposition?
16· · · · · · A.· · I reviewed the documents and I
17· ·met with Mr. Mayle and Mr. Sipiora.
18· · · · · · Q.· · What documents did you review?
19· · · · · · A.· · I reviewed original patent,
20· ·'601.· I reviewed my declaration.· I looked
21· ·into court cases.
22· · · · · · Q.· · When you say you looked --
23· · · · · · A.· · Case histories.· Sorry.
24· · · · · · Q.· · Sorry.· Go ahead?
25· · · · · · A.· · Case histories, I think they're

·1· ·called.
·2· · · · · · Q.· · Case histories.
·3· · · · · · A.· · Right.
·4· · · · · · Q.· · When you say you looked at case
·5· ·histories, what are you referring to
·6· ·specifically?
·7· · · · · · A.· · This was a file that included
·8· ·my previous declaration and description of --
·9· ·of the background material for the patent, and
10· ·also the provisional application, and the
11· ·declaration of Professor McLaughlin.
12· · · · · · Q.· · Who prepared the case history?
13· · · · · · A.· · Mr. Sipiora and Mr. Mayle.
14· · · · · · Q.· · Did you have any input into
15· ·what was put into the case history that you
16· ·reviewed in preparation for today?
17· · · · · · A.· · No.
18· · · · · · Q.· · You also said you met with
19· ·Mr. Mayle and Mr. Sipiora, is that correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · When was that?
22· · · · · · A.· · Yesterday.
23· · · · · · Q.· · And for how long?
24· · · · · · A.· · From 10 a.m. until 3 p.m.
25· · · · · · Q.· · You've been retained in this

·1· ·case to provide expert testimony on behalf of
·2· ·the defendants LSI and Avago, is that your
·3· ·understanding?
·4· · · · · · A.· · Correct.
·5· · · · · · Q.· · Do you know when you were
·6· ·retained?
·7· · · · · · A.· · I believe it was the fall of
·8· ·2016.· I don't remember exact day.
·9· · · · · · Q.· · And in connection with your
10· ·work for LSI and Avago in this case have you
11· ·worked with anybody else?
12· · · · · · A.· · No.
13· · · · · · Q.· · Have you ever been retained by
14· ·LSI or Avago to provide expert testimony in
15· ·any other case?
16· · · · · · A.· · No.
17· · · · · · Q.· · What about a company called
18· ·Broadcom Limited?
19· · · · · · A.· · No.
20· · · · · · Q.· · And have you provided expert
21· ·testimony in any other patent case prior to
22· ·this one?
23· · · · · · A.· · No.
24· · · · · · Q.· · All right.
25· · · · · · · · · MR. VERDINI:· I am going to

·1· · · · · · introduce just a few exhibits so that
·2· · · · · · you'll have them in front of you, the
·3· · · · · · ones that we'll be referring to.
·4· · · · · · · · · · · · ---
·5· · · · · · · · · (Deposition Exhibit 1,
·6· · · · · · U.S. patent number 5,859,601 was
·7· · · · · · marked for identification)
·8· · · · · · · · · · · · ---
·9· ·BY MR. VERDINI:
10· · · · · · Q.· · I am going to hand you what has
11· ·been marked as exhibit 1.
12· · · · · · · · · Professor, do you recognize
13· ·exhibit 1 as U.S. patent number 5,859,601?
14· · · · · · A.· · I do.
15· · · · · · Q.· · And you understand that this is
16· ·the patent that's being asserted by the
17· ·university against LSI and Avago in this case?
18· · · · · · A.· · I do.
19· · · · · · · · · · · · ---
20· · · · · · · · · (Deposition Exhibit 2, joint
21· · · · · · claim construction and prehearing
22· · · · · · statement was marked for
23· · · · · · identification)
24· · · · · · · · · · · · ---
25· ·BY MR. VERDINI:



·1· · · · · · Q.· · I hand you what has been marked
·2· ·as exhibit 2.· Professor, do you recognize
·3· ·exhibit 2?
·4· · · · · · A.· · I do.
·5· · · · · · Q.· · And what do you understand it
·6· ·to be?
·7· · · · · · A.· · It's my signed declaration.
·8· · · · · · Q.· · Almost.· Exhibit 2 is the joint
·9· ·claim construction and prehearing statement
10· ·that the parties filed without the exhibits.
11· · · · · · A.· · Oh, I see.
12· · · · · · Q.· · One of the exhibits is your
13· ·declaration.· Have you seen just the main
14· ·document, the joint claim construction and
15· ·prehearing statement before today?
16· · · · · · A.· · Yes.
17· · · · · · · · · · · · ---
18· · · · · · · · · (Deposition Exhibit 3,
19· · · · · · declaration of Professor Emina
20· · · · · · Soljanin was marked for
21· · · · · · identification)
22· · · · · · · · · · · · ---
23· ·BY MR. VERDINI:
24· · · · · · Q.· · And last one for now, I am
25· ·going to show you what has been marked as

·1· ·exhibit 3.· Professor, do you recognize
·2· ·exhibit 3 as your declaration that you
·3· ·submitted in connection with the joint claim
·4· ·construction and prehearing statement that was
·5· ·marked as exhibit 2?
·6· · · · · · A.· · The first part of it, yes.· And
·7· ·then there are appendices, it seems.
·8· · · · · · Q.· · Pardon?
·9· · · · · · A.· · There is declaration followed
10· ·by an appendix.
11· · · · · · Q.· · Right.· And your declaration
12· ·incorporates the appendices that are attached
13· ·or part of exhibit 3, correct?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · If you turn to page 15 of your
16· ·declaration.· On page 15, is that your
17· ·signature at the bottom of the page?
18· · · · · · A.· · Yes, it is.
19· · · · · · Q.· · And in paragraph 60 you
20· ·declared under penalty of perjury that what
21· ·you identified in the, or what you stated in
22· ·the declaration was true and correct, right?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · On exhibit 3, if you would turn
25· ·to paragraph 1.· In the introduction you wrote

·1· ·(as read):
·2· · · · · · · · · I have been engaged as an
·3· · · · · · expert on behalf of LSI corporation
·4· · · · · · and Avago Technologies U.S. Inc.
·5· · · · · · (collectively, defendants or LSI) in
·6· · · · · · the above referenced case and in the
·7· · · · · · inter partes review, IPR proceeding
·8· · · · · · involving the in patent-in-suit.
·9· · · · · · · · · Is that an accurate statement,
10· ·that you have been engaged not only for the
11· ·district court litigation but also for the IPR
12· ·proceeding?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And is it correct that you
15· ·submitted a declaration in that IPR
16· ·proceeding?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · And in that declaration your
19· ·opinion was that certain prior art references
20· ·invalidated the claims of the '601 patent,
21· ·correct?
22· · · · · · A.· · Yes.
23· · · · · · · · · · · · ---
24· · · · · · · · · (Deposition Exhibit 4,
25· · · · · · declaration of Professor Emina

·1· · · · · · Soljanin regarding U.S. patent No.
·2· · · · · · 5,859,601 was marked for
·3· · · · · · identification)
·4· · · · · · · · · · · · ---
·5· ·BY MR. VERDINI:
·6· · · · · · Q.· · I am going to hand you what has
·7· ·been marked as exhibit 4.· Professor, do you
·8· ·recognize what's been marked as exhibit 4 as
·9· ·the declaration that you submitted in the IPR
10· ·proceeding referenced in paragraph 1 of your
11· ·declaration in this district court litigation?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · And on page 2 of that
14· ·declaration, using the numbers in the bottom
15· ·right, that's your signature at the bottom,
16· ·correct?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · It's dated March 9, 2017,
19· ·correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · So that was before the joint --
22· ·the declaration that you submitted in
23· ·connection with claim construction in the
24· ·district court litigation, correct?
25· · · · · · A.· · Correct.



·1· · · · · · Q.· · And on page 2 above your
·2· ·signature you declare and state that the
·3· ·statements in the declaration are true to the
·4· ·best of your information and belief, and made
·5· ·under penalty of perjury, correct?
·6· · · · · · A.· · Correct.
·7· · · · · · Q.· · Let's go back to -- we're going
·8· ·to look at exhibit 4 throughout today so you
·9· ·can put it to the side for now, but let's go
10· ·back to exhibit 3.· And if you would turn to
11· ·paragraph 3.· And does paragraph 3 reflect the
12· ·opinion that you are giving in the district
13· ·court litigation in connection with claim
14· ·construction?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · And your opinion is that the
17· ·asserted claims, which are claims 13, 14 and
18· ·17, are indefinite under 35 USC section
19· ·112(b), correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · Now if you would turn to
22· ·exhibit 2, and go to page 3, please.· In the
23· ·paragraph that states LSI intends to rely on,
24· ·do you see that?
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · Is it your understanding that
·2· ·your testimony will be offered only on the
·3· ·issue of indefiniteness and not for purposes
·4· ·of general claim construction?
·5· · · · · · · · · MR. SIPIORA:· Well, that's
·6· · · · · · really a question for counsel, and I
·7· · · · · · can confirm that's the case.
·8· · · · · · · · · MR. VERDINI:· Okay.· And I'll
·9· · · · · · ask it, and you can confirm.
10· ·BY MR. VERDINI:
11· · · · · · Q.· · You are not providing any
12· ·testimony on any of the alternate
13· ·constructions that LSI has offered to the
14· ·extent that a claim identified by you as
15· ·indefinite, determines that it's not
16· ·indefinite, is that correct?
17· · · · · · · · · MR. SIPIORA:· Professor
18· · · · · · Soljanin is only offering opinions
19· · · · · · that are in her report and she does
20· · · · · · not opine on those subjects.
21· · · · · · · · · MR. VERDINI:· Okay.
22· · · · · · · · · MR. SIPIORA:· In her report.
23· · · · · · Obviously later in the case --
24· · · · · · · · · MR. VERDINI:· Correct.· In
25· · · · · · connection with claim construction --

·1· · · · · · · · · MR. SIPIORA:· Today's
·2· · · · · · deposition, yes.
·3· · · · · · · · · MR. VERDINI:· And the claim
·4· · · · · · construction briefing, she'll be
·5· · · · · · limited --
·6· · · · · · · · · MR. SIPIORA:· Correct.
·7· · · · · · · · · MR. VERDINI:· -- to the
·8· · · · · · indefiniteness opinions that are in
·9· · · · · · her declaration that's been marked as
10· · · · · · exhibit 3?
11· · · · · · · · · MR. SIPIORA:· That's accurate.
12· ·BY MR. VERDINI:
13· · · · · · Q.· · So go back to exhibit 3, which
14· ·is your declaration in the district court
15· ·litigation of claim construction, and turn to
16· ·paragraph 5 which is on page 2.· In paragraph
17· ·5 you write I am being compensated at a rate
18· ·of $420 per hour for my consulting services,
19· ·including the preparation of this declaration.
20· · · · · · · · · Is that an accurate statement?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And is $420 per hour a regular
23· ·rate for your consulting services?
24· · · · · · A.· · I cannot -- I don't have
25· ·anything else to compare with.

·1· · · · · · Q.· · This is the first time that
·2· ·you've consulted in this forum, is that
·3· ·correct?
·4· · · · · · A.· · Correct, yes.
·5· · · · · · Q.· · How many hours did you spend on
·6· ·preparing the declaration that we've marked as
·7· ·exhibit 3?
·8· · · · · · A.· · I don't remember exactly how
·9· ·many hours.
10· · · · · · Q.· · Can you approximate?
11· · · · · · A.· · Not more than ten.
12· · · · · · Q.· · And approximately how many
13· ·hours did you spend drafting the declaration
14· ·in the IPR that's attached -- or that we've
15· ·marked as exhibit 4?
16· · · · · · A.· · This was the declaration that
17· ·was submitted a year ago?
18· · · · · · Q.· · Yes.
19· · · · · · · · · MR. SIPIORA:· So I'm going to
20· · · · · · object, outside the scope.· Not
21· · · · · · relevant to this deposition.· And
22· · · · · · really taking discovery in the IPR.
23· · · · · · So I object; outside the scope.  I
24· · · · · · can't instruct not to answer, but I'm
25· · · · · · going to object.· Any inquiry that



·1· · · · · · looks like discovery in the IPR is not
·2· · · · · · appropriate here.· So outside the
·3· · · · · · scope; object.
·4· · · · · · · · · MR. VERDINI:· I think it
·5· · · · · · connects to her declaration in this
·6· · · · · · case, so ...
·7· ·BY MR. VERDINI:
·8· · · · · · Q.· · Can you approximate how many
·9· ·hours you spent on the declaration submitted
10· ·in the IPR that's been marked as exhibit 4?
11· · · · · · A.· · Not more than ten.
12· · · · · · Q.· · And leaving aside anyone, any
13· ·lawyer for LSI or Avago, has anyone assisted
14· ·you with drafting the declaration that's been
15· ·marked as exhibit 3 in the district court
16· ·litigation?
17· · · · · · A.· · No.
18· · · · · · Q.· · And the same question with
19· ·respect to the declaration you submitted in
20· ·the IPR?
21· · · · · · A.· · No.
22· · · · · · · · · MR. SIPIORA:· The same
23· · · · · · objection, outside the scope.
24· ·BY MR. VERDINI:
25· · · · · · Q.· · Professor, you were employed by

·1· ·Bell Labs from approximately 1995 to 2015, is
·2· ·that right?
·3· · · · · · A.· · From September '94 until the
·4· ·end of 2015.
·5· · · · · · Q.· · Can you give a brief
·6· ·description of what Bell Labs is?
·7· · · · · · A.· · Bell Labs is research arm of --
·8· ·well, there are four companies that I went
·9· ·through, and Bell Labs is the research arm of
10· ·all four.
11· · · · · · Q.· · And what were the four
12· ·companies that were a part of Bell Labs?
13· · · · · · A.· · First parent company was AT&T.
14· ·The second parent company was Lucent
15· ·Technologies.· The third parent company was
16· ·Alcatel Lucent.· And the last one was Nokia.
17· · · · · · Q.· · Does Bell Labs currently exist
18· ·today, to your knowledge?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And is Nokia still the parent
21· ·company of Bell Labs?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · Can you describe at a high
24· ·level what your responsibilities were over the
25· ·course of the 20 -- about 20 years you were at

·1· ·Bell Labs?
·2· · · · · · A.· · I was in general conducting
·3· ·research on information theory and coding.
·4· · · · · · Q.· · Your declaration refers to some
·5· ·teaching that you did also while you were at
·6· ·Bell Labs, is that correct?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · Can you give me a sense of
·9· ·percentage of the time that you were teaching
10· ·versus working at Bell Labs?
11· · · · · · A.· · So I worked at Bell Labs for 21
12· ·years, and I taught at Brooklyn Poly one
13· ·semester.· At Columbia two-and-a-half
14· ·semesters.· Everything else was less than a
15· ·week, at a conference, tutorial, something
16· ·like that.
17· · · · · · Q.· · So a small percentage of your
18· ·work?
19· · · · · · A.· · Very small.
20· · · · · · Q.· · Do you know Professor Steven
21· ·McLaughlin?
22· · · · · · A.· · I do.
23· · · · · · Q.· · How long have you known him?
24· · · · · · A.· · I don't know exact date that we
25· ·met, but I do believe that I know -- I knew

·1· ·him very early when I started working at Bell
·2· ·Labs.
·3· · · · · · Q.· · And in the course of that time
·4· ·have you ever worked on any research with him?
·5· · · · · · A.· · On a research problem, no.
·6· · · · · · Q.· · Are you familiar with his
·7· ·research work?
·8· · · · · · A.· · Not anymore.
·9· · · · · · Q.· · There was a time when you were?
10· · · · · · A.· · There was a time when I heard
11· ·him give talks, which I don't remember at the
12· ·moment.
13· · · · · · Q.· · What were the general subject
14· ·matters, if you recall, of the talks?
15· · · · · · A.· · It was in recording.
16· ·Information recording.
17· · · · · · Q.· · Have you ever used Professor
18· ·McLaughlin's research in your work?
19· · · · · · A.· · Not that I remember.
20· · · · · · Q.· · Would you consider him someone
21· ·skilled in the art in coding and detection?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · And do you respect his work?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · You are currently a professor



·1· ·at Rutgers?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · What do you teach?
·4· · · · · · A.· · Since I started I taught coding
·5· ·theory and probability theory.
·6· · · · · · Q.· · To what types of students?
·7· · · · · · A.· · Coding theory is a graduate
·8· ·class.· Probability theory is an undergraduate
·9· ·class.· Sophomore.
10· · · · · · Q.· · Do you still conduct research?
11· · · · · · A.· · Yes.
12· · · · · · Q.· · What percentage of your time
13· ·now is dedicated to research versus teaching?
14· · · · · · A.· · It's about equally split.· At
15· ·least for the paid hours.
16· · · · · · Q.· · What, generally speaking, is
17· ·the research that you are currently doing?
18· · · · · · A.· · Generally I work on distributed
19· ·systems.
20· · · · · · Q.· · Can you say that again?· I am
21· ·sorry?
22· · · · · · A.· · Distributed systems.
23· · · · · · Q.· · What are distributed systems?
24· · · · · · A.· · It can be distributed storage.
25· ·Distributed computing.· Whatever is not done

·1· ·at the single computer, single machine, but
·2· ·multiple machines.
·3· · · · · · Q.· · If you would look at paragraph
·4· ·12 of your declaration which has been marked
·5· ·as exhibit 3.· In paragraph 12 you write --
·6· ·you are discussing your employment with Bell
·7· ·Labs, correct?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · And you refer to, in the second
10· ·sentence, that the projects that you worked on
11· ·include (as read):
12· · · · · · · · · Designing the first distance
13· · · · · · enhancing codes to be implemented in
14· · · · · · commercial magnetic storage devices.
15· · · · · · ·When you say "distance enhancing
16· ·codes" what do you mean?
17· · · · · · A.· · These are codes which would
18· ·cause the distance between the possible
19· ·sequences that can be received, at the output
20· ·of the channel to be larger than if it didn't
21· ·have the code.
22· · · · · · Q.· · And what is the scope of --
23· · · · · · · · · MR. VERDINI:· Strike that.
24· ·BY MR. VERDINI:
25· · · · · · Q.· · You identify specific distance

·1· ·enhancing code in paragraph 12.· What is it?
·2· ·Does it have a name?
·3· · · · · · A.· · It did have a name.· I don't
·4· ·remember the name that we used.
·5· · · · · · Q.· · And you wrote that that
·6· ·distance enhancing code was implemented in
·7· ·commercial magnetic storage devices, correct?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · What commercial magnetic
10· ·storage devices was it implemented in?
11· · · · · · A.· · That was the late '90s.· There
12· ·were channel chips that we produced.· But
13· ·that's about all I remember.
14· · · · · · Q.· · And you said that "we
15· ·produced."
16· · · · · · · · · When you say we, who are you
17· ·referring to?
18· · · · · · A.· · Lucent Technologies.
19· · · · · · Q.· · Can you describe -- you said
20· ·you couldn't name it.· Can you describe what
21· ·the first distance enhancing code was that you
22· ·are referring to there?
23· · · · · · A.· · It was a code that removed
24· ·certain strings from all possible sequences.
25· · · · · · Q.· · What strings did it remove?

·1· · · · · · A.· · I don't remember which strings
·2· ·were in the first code removed.
·3· · · · · · Q.· · The distance enhancing codes
·4· ·that you were working on, were they relevant
·5· ·to peak detectors?
·6· · · · · · A.· · No.
·7· · · · · · Q.· · Why not?
·8· · · · · · A.· · Because at that time peak
·9· ·detectors were not in use anymore.
10· · · · · · Q.· · And so what were the systems
11· ·that were in use at the time of the distance
12· ·enhancing codes that you were designing?
13· · · · · · A.· · These were sequence detectors.
14· · · · · · Q.· · And again what was the time
15· ·frame?
16· · · · · · A.· · The late '90s.
17· · · · · · Q.· · And when you say late '90s, is
18· ·it '97, '98?
19· · · · · · A.· · So I started working on these
20· ·codes since I came in '94, and I believe that
21· ·the first chips were made in about '98.
22· ·That's to the best of my recollection.  I
23· ·don't claim that to be exact dates.
24· · · · · · Q.· · Moving to paragraph 13 you
25· ·write (as read):



·1· · · · · · · · · According to the University's
·2· · · · · · allegations in the first amended
·3· · · · · · complaint in this case, the alleged
·4· · · · · · invention of the '601 patent is,
·5· · · · · · quote, maximum transition run, end
·6· · · · · · quote, MTR, code featuring a, quote, j
·7· · · · · · constraint, which, quote, imposes a
·8· · · · · · limit on the maximum number of
·9· · · · · · consecutive transitions, end quote, in
10· · · · · · a binary system.
11· · · · · · · · · Is that correct?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · When you say in a binary system
14· ·what are you referring to?
15· · · · · · A.· · That means that the symbols
16· ·that are used in sequences are 0's and 1's.
17· · · · · · Q.· · In your opinion what sorts of
18· ·systems are binary systems?
19· · · · · · A.· · All systems that can either
20· ·transmit and receive or record, what
21· ·corresponds to 0's and 1's.
22· · · · · · Q.· · Magnetic storage is a binary
23· ·system?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · If you turn to exhibit 4, which

·1· ·is your IPR declaration.· At page -- I am
·2· ·going to use the numbers of the actual
·3· ·declaration as opposed to the numbers that are
·4· ·in the bottom right.· So page 4 of your
·5· ·declaration paragraph 13.· Do you see that?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · In paragraph 13 you write (as
·8· ·read):
·9· · · · · · · · · According to the patent owner,
10· · · · · · the alleged invention of the '601
11· · · · · · patent is, quote, maximum transition
12· · · · · · run, end quote, MTR code, featuring a
13· · · · · · quote, j constraint, end quote, which,
14· · · · · · quote, imposes a limit on the maximum
15· · · · · · number of consecutive transitions that
16· · · · · · are written to the disk, end quote, of
17· · · · · · a hard disk drive.
18· ·Did I read that correctly?
19· · · · · · A.· · You read correctly.
20· · · · · · Q.· · Yes?· You said?· I'm sorry.  I
21· ·didn't hear you.
22· · · · · · A.· · I have the same text.
23· · · · · · Q.· · Okay.· You would agree
24· ·comparing what you wrote in paragraph 13 in
25· ·the IPR declaration to paragraph 13 in your

·1· ·claim construction declaration, you changed
·2· ·the word "hard disk drive" to binary system,
·3· ·correct?
·4· · · · · · A.· · Changed?· I did not have this
·5· ·in mind when I was writing the -- this
·6· ·opinion.
·7· · · · · · Q.· · So why did you describe it as
·8· ·being an invention of a hard disk drive in the
·9· ·IPR declaration and change it to -- and
10· ·describe it as a binary system in paragraph 13
11· ·of your claim construction declaration?
12· · · · · · · · · MR. SIPIORA:· Objection as to
13· · · · · · form.· But you can go ahead and
14· · · · · · answer.· This is a legal thing.
15· · · · · · A.· · I believe here I was looking at
16· ·the system, at storage, and here I was
17· ·thinking about mathematics, probably.
18· · · · · · Q.· · You were thinking about?
19· · · · · · A.· · Mathematics, about 0's and 1's.
20· · · · · · Q.· · You used "this" so let's try to
21· ·be -- and I know you're looking at two
22· ·different things.· When you said you were
23· ·referring to the system, you were saying in
24· ·paragraph 13 of your IPR declaration, correct?
25· · · · · · A.· · IPR declaration is this one

·1· ·(indicating).
·2· · · · · · Q.· · The one that says hard disk
·3· ·drive?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · Okay.· And so why did you use
·6· ·hard disk drive in paragraph 13 of the IPR
·7· ·declaration?
·8· · · · · · A.· · Because it was about to
·9· ·describe.· The invention is about to describe.
10· · · · · · Q.· · And in your mind is hard disk
11· ·drive the same thing as binary system?
12· · · · · · A.· · Binary systems are a more
13· ·general form.
14· · · · · · Q.· · So why did you use the more
15· ·general form in your declaration in connection
16· ·with claim construction in the district court
17· ·litigation?
18· · · · · · A.· · That I don't know.
19· · · · · · Q.· · Did you change that language?
20· · · · · · A.· · No. I did not have this in
21· ·front of me (indicating) when this was done
22· ·(indicating).
23· · · · · · Q.· · So in connection with drafting
24· ·your declaration in the claim construction --
25· · · · · · · · · MR. VERDINI:· Strike that.



·1· ·BY MR. VERDINI:
·2· · · · · · Q.· · In connection with drafting
·3· ·your declaration in the district court
·4· ·litigation relating to claim construction you
·5· ·did not look at your IPR declaration, is that
·6· ·correct?
·7· · · · · · A.· · I did not look into this
·8· ·sentence when this sentence was written
·9· ·(indicating).
10· · · · · · Q.· · Do you recall writing the
11· ·description of the invention in paragraph 13
12· ·of your claim construction declaration, which
13· ·is marked as exhibit 3?
14· · · · · · A.· · I recall discussing this with
15· ·Mr. Mayle, who made the draft.
16· · · · · · Q.· · And what did you discuss about
17· ·the reference to binary system?
18· · · · · · · · · MR. SIPIORA:· Objection;
19· · · · · · instruct not to answer.
20· · · · · · · · · (Instruction not to answer.)
21· · · · · · · · · MR. SIPIORA:· Attorney work
22· · · · · · product.
23· · · · · · · · · MR. VERDINI:· I think she's
24· · · · · · relied upon it in connection with
25· · · · · · drafting her opinion.· So it should be

·1· · · · · · something underlying why it's there.
·2· · · · · · So I think that's not privileged.
·3· · · · · · · · · MR. SIPIORA:· I think you're
·4· · · · · · wrong.
·5· · · · · · · · · MR. VERDINI:· You're
·6· · · · · · instructing her not to answer?
·7· · · · · · · · · MR. SIPIORA:· I just did.
·8· ·BY MR. VERDINI:
·9· · · · · · Q.· · Are you going to accept your
10· ·counsel's instructions?
11· · · · · · A.· · Yes.
12· · · · · · Q.· · Did you rely on counsel to
13· ·describe the invention as being in a binary
14· ·system in connection with exhibit 3?
15· · · · · · · · · MR. SIPIORA:· Professor, I'll
16· · · · · · just instruct you that any
17· · · · · · communication you had with counsel in
18· · · · · · connection with preparing any of the
19· · · · · · legal documents in this case is
20· · · · · · covered by the work product doctrine
21· · · · · · and the rules of the court as not
22· · · · · · discoverable.· So any answer you give,
23· · · · · · please don't delve into or describe or
24· · · · · · characterize communications you had
25· · · · · · with counsel.· So I'll just give you

·1· · · · · · that general instruction.
·2· · · · · · · · · Can we have the question back,
·3· · · · · · please?
·4· · · · · · · · · (The reporter read back as
·5· · · · · · follows:
·6· · · · · · · · · "Question:· Did you rely on
·7· · · · · · counsel to describe the invention as
·8· · · · · · being in a binary system in connection
·9· · · · · · with exhibit 3?)"
10· · · · · · A.· · No.
11· · · · · · Q.· · But you did testify that that
12· ·was something that you discussed with counsel,
13· ·correct?
14· · · · · · · · · MR. SIPIORA:· Objection;
15· · · · · · instruct not to answer.
16· · · · · · · · · MR. VERDINI:· I think she
17· · · · · · testified she talked to counsel about
18· · · · · · it, so that's a yes-or-no question.
19· · · · · · · · · MR. SIPIORA:· I still am
20· · · · · · instructing not to answer.
21· · · · · · · · · (Instruction not to answer.)
22· ·BY MR. VERDINI:
23· · · · · · Q.· · Did you have a discussion with
24· ·counsel about describing the invention as
25· ·being in a binary system in connection with

·1· ·drafting your IPR declaration that's been
·2· ·marked as exhibit 4?
·3· · · · · · · · · MR. SIPIORA:· The same
·4· · · · · · instruction.· Instruct not to answer
·5· · · · · · based on attorney work product.
·6· · · · · · · · · (Instruction not to answer.)
·7· ·BY MR. VERDINI:
·8· · · · · · Q.· · While we're talking about
·9· ·describing the invention of the '601 patent, I
10· ·am going to show you what has been marked as
11· ·exhibit 5.
12· · · · · · · · · · · · ---
13· · · · · · · · · (Deposition Exhibit 5, book
14· · · · · · entitled Coding and Signal Processing
15· · · · · · For Magnetic Recording Systems was
16· · · · · · marked for identification)
17· · · · · · · · · · · · ---
18· ·BY MR. VERDINI:
19· · · · · · Q.· · Professor, do you recognize
20· ·what has been marked as exhibit 5?
21· · · · · · A.· · I can read what it is.
22· · · · · · Q.· · Are you familiar with a book
23· ·entitled Coding and Signal Processing For
24· ·Magnetic Recording Systems?
25· · · · · · A.· · What do you mean by "familiar"?



·1· · · · · · Q.· · I think you wrote a chapter in
·2· ·it.· Do you recall that?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · If you turn to the fourth page
·5· ·of exhibit 5.· One more page, I think.· There
·6· ·you go.· This version of the book is, there's
·7· ·a copyright date of 2005, do you see that
·8· ·towards the bottom of the page?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · Do you know when this book was
11· ·first published?
12· · · · · · A.· · No.
13· · · · · · Q.· · Who would you identify as the
14· ·audience that this book is intended for?
15· · · · · · A.· · The people in the academia
16· ·industry who are interested in coding and
17· ·single processing for magnetic recording
18· ·systems.
19· · · · · · Q.· · Would it be someone of skill in
20· ·the art, who would be the intended audience?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · We copied the beginning part of
23· ·the book and if you turn about three-quarters
24· ·of the way back you should reach chapter 11.
25· ·It starts with 11-1 on the bottom right.· Are

·1· ·you there?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · This chapter is entitled
·4· ·modulation codes for storage systems, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · And you and a Brian Marcus are
·7· ·identified as the authors, is that correct?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · Who is Brian Marcus?
10· · · · · · A.· · He's a professor at the
11· ·University of British Columbia.
12· · · · · · Q.· · And have you worked with him on
13· ·research before?
14· · · · · · A.· · No.
15· · · · · · Q.· · Have you written chapters about
16· ·modulation codes for storage systems with him
17· ·other than this chapter 11?
18· · · · · · A.· · I don't remember correct,
19· ·completely, but there may have been an earlier
20· ·book that we -- that we were asked to write
21· ·the survey together.· I don't remember.
22· · · · · · Q.· · And am I correct that you and
23· ·Mr. Marcus wrote this chapter together?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · And you reviewed it before it

·1· ·was published?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · And you believed it to be
·4· ·accurate, correct?
·5· · · · · · A.· · At the time, yes.
·6· · · · · · Q.· · And do you recall any edits to
·7· ·this chapter between, how about from the time
·8· ·that it was published in 2005 to current?
·9· · · · · · A.· · I don't remember edits.
10· · · · · · Q.· · And do you recall any edits --
11· · · · · · · · · MR. VERDINI:· Strike that.
12· ·BY MR. VERDINI:
13· · · · · · Q.· · If you would pull out exhibit
14· ·3, which is your declaration in this case and
15· ·go to your CV.· The easiest way to get there,
16· ·at the top there's pages numbers that say of
17· ·49.· If you would go to page 45.· There's a
18· ·section entitled books, book chapters and
19· ·editing.· Do you see that?
20· · · · · · A.· · Mm-hmm.
21· · · · · · Q.· · And this is a CV that you put
22· ·together?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · Number 5 is identified as B.
25· ·Marcus and E. Soljanin, "Modulation codes for

·1· ·storage systems," in The Computer Engineering
·2· ·Handbook, and it's a date of 2002.· Do you see
·3· ·that?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · Now that's the same title of
·6· ·the chapter 11 that's referenced in exhibit 5,
·7· ·correct?
·8· · · · · · A.· · (Nodding head affirmatively.)
·9· · · · · · Q.· · Verbal?· Sorry, is that --
10· · · · · · A.· · The same title, yes.
11· · · · · · Q.· · Is it the same chapter?
12· · · · · · A.· · I don't remember if we did any
13· ·edits between 2002 and 2005.
14· · · · · · Q.· · What is the computer
15· ·engineering handbook?
16· · · · · · A.· · CRC Press used to, maybe they
17· ·still do, have books of collected papers on a
18· ·particular topic.
19· · · · · · Q.· · If you know, who was the
20· ·intended audience for the computer engineering
21· ·handbook?
22· · · · · · A.· · Computer engineering handbooks
23· ·are covering many topics, so it would cover
24· ·many areas of engineering.
25· · · · · · Q.· · You referred to exhibit 5 as



·1· ·being intended for those who do research and
·2· ·those in industry.· Is the computer
·3· ·engineering handbook similarly intended for
·4· ·that group of people?
·5· · · · · · A.· · I believe it's more read by
·6· ·industry.
·7· · · · · · Q.· · Why did you include the chapter
·8· ·from the computer engineering handbook in your
·9· ·CV?
10· · · · · · A.· · Why I included -- why I put my
11· ·publication in my CV?
12· · · · · · Q.· · Mm-hmm.· Why did you identify
13· ·that one as one to include in your CV?
14· · · · · · A.· · I'm not sure I understand.
15· · · · · · Q.· · Well, let me ask it this way.
16· ·You do not identify what has been marked as
17· ·exhibit 5 in the books and book chapters that
18· ·you identify in 1 through 6, correct?
19· · · · · · A.· · Because I believe that that was
20· ·a similar paper, so I put only one.
21· · · · · · Q.· · Okay.· Is 1 through 6 that
22· ·you've identified as books, books chapters and
23· ·editing the entirety of books, books chapters
24· ·and editing that you've done in the course of
25· ·your career?

·1· · · · · · A.· · I wrote a CV hoping that that
·2· ·would be the case, that I don't miss anything.
·3· · · · · · Q.· · Okay.· No other books or book
·4· ·chapters that you can think of while we're
·5· ·sitting here today?· And it's not a trick
·6· ·question.· I'm just curious as to whether you
·7· ·selected these or if this is the entirety.
·8· · · · · · A.· · No, this is the entirety that I
·9· ·could recall, so it was not on purpose,
10· ·selected, like the next title.
11· · · · · · Q.· · Okay.· So let's go back to
12· ·exhibit 5.· Exhibit 5 is the chapter.· Sorry.
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And you're at chapter 11?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · And if you turn to page 11-2.
17· ·In the third full paragraph you wrote (as
18· ·read):
19· · · · · · · · · During the past few years,
20· · · · · · significant progress has been made in
21· · · · · · defining high capacity distance
22· · · · · · enhancing constraints for high density
23· · · · · · magnetic recording channels.
24· · · · · · A.· · Yes.
25· · · · · · Q.· · And that was accurate at the

·1· ·time you wrote it, correct?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · And then you go on to --
·4· · · · · · A.· · The time would be 2002.
·5· · · · · · Q.· · Okay.· So even though this
·6· ·particular chapter that's exhibit 5 is dated
·7· ·2005 your belief is that this was written in
·8· ·or around 2002?
·9· · · · · · A.· · I cannot recall -- I cannot
10· ·recall how many -- how much editing we did.
11· · · · · · Q.· · Between 2002 and 2005?
12· · · · · · A.· · Exactly.
13· · · · · · Q.· · Let me ask you this:· if it was
14· ·published in 2002 when would you have started
15· ·writing the chapter with Mr. Marcus?· And I
16· ·don't need an exact date.· But generally how
17· ·long does it take to write a chapter like
18· ·this?
19· · · · · · A.· · Usually less than papers, so
20· ·maybe a year earlier.
21· · · · · · Q.· · Okay.· So you believe that the
22· ·statement "during the past few years
23· ·significant progress has been made in defining
24· ·high capacity distance enhancing constraints
25· ·for high density magnetic recording channels"

·1· ·was accurate in or around the time that you
·2· ·wrote it, correct?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · And in the next sentence you
·5· ·write (as read):
·6· · · · · · · · · One of the earliest example of
·7· · · · · · such a constraint is the maximum
·8· · · · · · transition run, paren (MTR), end
·9· · · · · · paren, constraint, bracket [28], end
10· · · · · · bracket, which constrains the maximum
11· · · · · · run of 1s.
12· · · · · · · · · Is that correct?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And that was accurate when you
15· ·wrote it, correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · If we look at the last page of
18· ·the exhibit, which is 11-11.· Are you there?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · Reference 28, do you see that?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · What is reference 28?
23· · · · · · A.· · It's the Moon and Brickner,
24· ·maximum transition run codes for data storage.
25· · · · · · Q.· · And it's from the IEEE -- an



·1· ·IEEE article dated September 1996, correct?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · Professor Moon and Mr. Brickner
·4· ·are the inventors of -- the named inventors on
·5· ·the '601 patent, correct?
·6· · · · · · A.· · Correct.
·7· · · · · · Q.· · Now go back to the last page
·8· ·again.· Reference number 30, do you see that?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · That's a paper that you wrote,
11· ·correct?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · Entitled on-track and off-track
14· ·distance properties of class 4 partial
15· ·response channels.· Correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And that's from an October 1995
18· ·symposium?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · Going back to 11-2.· When you
21· ·are describing the earliest examples of MTR
22· ·constraint you don't identify reference 30,
23· ·correct?
24· · · · · · · · · MR. SIPIORA:· Objection to the
25· · · · · · form.· Misstates the document.· It

·1· · · · · · says one of the earliest examples of
·2· · · · · · such constraint.· Not the earliest
·3· · · · · · example.
·4· · · · · · · · · MR. VERDINI:· That wasn't
·5· · · · · · really my question.
·6· ·BY MR. VERDINI:
·7· · · · · · Q.· · My question is:· you don't
·8· ·identify as one of the earliest examples of
·9· ·such a constraint the reference number 30, is
10· ·that correct?
11· · · · · · A.· · It doesn't show here.
12· · · · · · Q.· · Go back to 11-1 of exhibit 5.
13· ·Which is the chapter.· Are you on page 11-1?
14· · · · · · A.· · Exhibit 5.· Page 11-1?
15· · · · · · Q.· · Yes.· It should be on the
16· ·bottom right.· Not figure 11-1.· I'm sorry.
17· ·Just back a page.· The beginning chapter.
18· · · · · · A.· · Oh, I see.
19· · · · · · Q.· · Yes.· So that's 11-2.· So I
20· ·want to get you to 11-1.· Thanks.
21· · · · · · · · · In the first paragraph, in the
22· ·third sentence you wrote (as read):
23· · · · · · · · · Perhaps the most widely known
24· · · · · · constraints are the runlength limited,
25· · · · · · paren RLL, paren (d,k), end paren

·1· · · · · · constraints, in which 1s are required
·2· · · · · · to be separated by at least d and no
·3· · · · · · more than k 0s.
·4· · · · · · ·Was that an accurate statement at
·5· ·the time you wrote it?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · Next you wrote (as read):
·8· · · · · · · · · Such constraints are useful in
·9· · · · · · data recording channels that employ
10· · · · · · peak detection; waveform peaks --
11· · · · · · colon waveform peaks, corresponding to
12· · · · · · data ones, are detected independently
13· · · · · · of one another.
14· · · · · · ·Again is that an accurate statement
15· ·of the usefulness of the (d,k) constraint?
16· · · · · · A.· · They are useful for peak
17· ·detectors.
18· · · · · · Q.· · And then in the last sentence
19· ·of that paragraph you wrote (as read):
20· · · · · · · · · The d-constraint helps to
21· · · · · · increase linear density while
22· · · · · · mitigating intersymbol interference,
23· · · · · · and the k-constraint helps to provide
24· · · · · · feedback for timing and gain control.
25· · · · · · · · · Is that an accurate description

·1· · · · · · of the purposes of the d-constraint
·2· · · · · · and k-constraint?
·3· · · · · · A.· · For peak detectors, yes.
·4· · · · · · Q.· · Is it different for other
·5· ·detectors?
·6· · · · · · A.· · For other detectors peak
·7· ·constraint can offer beneficial --· additional
·8· ·benefits.
·9· · · · · · Q.· · First what other detectors are
10· ·you referring to?
11· · · · · · A.· · In sequence detectors, peak
12· ·constraints can offer, can be beneficial.
13· · · · · · Q.· · And how so?
14· · · · · · A.· · What would be a good way to
15· ·describe?· It would eliminate some sequences
16· ·which the detector can confuse easily one for
17· ·the other.
18· · · · · · Q.· · Is the help for the
19· ·k-constraint that you identify in chapter 11,
20· ·does it provide the same help to a sequence
21· ·detector?
22· · · · · · A.· · K-constraints, constraint, is
23· ·important for timing for any detector.
24· · · · · · Q.· · If we go to paragraph 3 of
25· ·section 11.1 of exhibit 5.· You write (as



·1· ·read):
·2· · · · · · · · · Broadly speaking, two classes
·3· · · · · · of constraints are of interest in
·4· · · · · · today's high density recording
·5· · · · · · channels: (1) constraints for
·6· · · · · · improving timing and gain control and
·7· · · · · · simplifying the design of the Viterbi
·8· · · · · · detector for the channel, and (2)
·9· · · · · · constraints for improving noise
10· · · · · · immunity.· Some constraints serve both
11· · · · · · purposes.
12· · · · · · ·How would you classify the MTR
13· ·constraint that you described on page 2 of
14· ·this chapter with respect to the classes that
15· ·you identified on page 1?
16· · · · · · A.· · Depending on the channel, it
17· ·can serve both purposes.
18· · · · · · Q.· · And when you say it depends
19· ·upon the channel, what about the channel
20· ·determines whether it's one class or both?
21· · · · · · A.· · Could you rephrase that?
22· · · · · · Q.· · You said depending on the
23· ·channel --
24· · · · · · A.· · Right.
25· · · · · · Q.· · -- an MTR constraint would be

·1· ·classified under both of the classes that
·2· ·you've identified.· What is it about the
·3· ·channel that makes a difference?
·4· · · · · · A.· · The channel transfer function.
·5· · · · · · Q.· · And what do you mean by that?
·6· · · · · · A.· · That is at the end of the
·7· ·second paragraph.· h(D).
·8· · · · · · Q.· · So what is the transfer
·9· ·function that would, in your mind, make the
10· ·MTR constraint that you described in this
11· ·chapter -- that would make it serve both
12· ·purposes, as you had identified in paragraph
13· ·3?
14· · · · · · A.· · I didn't get it.
15· · · · · · Q.· · Sorry.· That was a long
16· ·question.
17· · · · · · A.· · Yes.
18· · · · · · Q.· · What about the transfer
19· ·function in your mind would make the MTR
20· ·constraint serve both purposes that you
21· ·identified in paragraph 3?· I hope that's a
22· ·little better question.
23· · · · · · A.· · If h(D) here, if N is 2, maybe
24· ·there are some other N's that I don't know,
25· ·but this would be one example, an MTR

·1· ·constraint would simplify a Viterbi detector
·2· ·and help improve noise immunity if the
·3· ·detector is implemented to take into account
·4· ·the constraint; it would not -- MTR by itself
·5· ·would not do anything about timing and gain.
·6· · · · · · Q.· · That's the k-constraint,
·7· ·correct?
·8· · · · · · A.· · Right.
·9· · · · · · Q.· · And when you say MTR constraint
10· ·are you referring to the j constraint?
11· · · · · · A.· · The constraint that limits the
12· ·transitions between 0's and 1's, and 1's and
13· ·0's.
14· · · · · · Q.· · If you would turn to page 3
15· ·of -- well, 11-3 of exhibit 5.· The last full
16· ·paragraph that starts "translation of
17· ·constrained sequences."
18· · · · · · · · · Do you see that?
19· · · · · · A.· · The last paragraph, right.
20· · · · · · Q.· · Yes.· In the second sentence
21· ·you wrote (as read):
22· · · · · · · · · Saturation recording of binary
23· · · · · · information on magnetic medium is
24· · · · · · accomplished by converting an input
25· · · · · · stream of data into a spatial stream

·1· · · · · · of bit cells along a track where each
·2· · · · · · cell is fully magnetized in one of two
·3· · · · · · possible directions, denoted by 0 and
·4· · · · · · 1.
·5· · · · · · ·Was that accurate -- is that an
·6· ·accurate statement as of the time of this
·7· ·chapter?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · And would that have been
10· ·accurate as of in or around 1996?
11· · · · · · A.· · Yes.
12· · · · · · Q.· · And when you wrote input stream
13· ·of data, what were you referring to?
14· · · · · · A.· · Sequences of 0's and 1's.
15· · · · · · Q.· · And then what is a spatial
16· ·stream of bit cells?
17· · · · · · A.· · This is in the magnetic medium.
18· · · · · · Q.· · When you say this is in the
19· ·magnetic medium, what do you mean by "this"?
20· · · · · · A.· · A bit cell in the magnetic
21· ·medium.
22· · · · · · Q.· · And what is the spatial stream
23· ·of bit cells that you are referring to in the
24· ·magnetic medium?
25· · · · · · A.· · It's a sequence of bit cells.



·1· · · · · · Q.· · And the track that you're
·2· ·referring to in the sentence is what?
·3· · · · · · A.· · Sorry.· I don't see the track.
·4· · · · · · Q.· · It says --
·5· · · · · · A.· · Along the track?
·6· · · · · · Q.· · Yes.· What is "the track"?
·7· · · · · · A.· · The track is a spatial part of
·8· ·disk -- the disk is round, it would be a part,
·9· ·between two concentric circles, would be a
10· ·full track.
11· · · · · · Q.· · In the third sentence of that
12· ·paragraph you wrote (as read):
13· · · · · · · · · There are two important
14· · · · · · modulation methods commonly used on
15· · · · · · magnetic recording channels, colon,
16· · · · · · non-return-to-zero, paren NRZ, end
17· · · · · · paren, and modified
18· · · · · · non-return-to-zero, paren NRZI.
19· · · · · · · · · And that was an accurate
20· ·statement as of the time of this chapter?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And that was accurate as
23· ·of 1996, correct?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · Next you wrote (as read):

·1· · · · · · · · · In NRZ modulation, the binary
·2· · · · · · digits 0 and 1 in the input data
·3· · · · · · stream corresponds to 0 and 1
·4· · · · · · directions of cell magnetizations,
·5· · · · · · respectively.
·6· · · · · · ·Again, that was an accurate
·7· ·statement at the time of this chapter?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · And it was accurate as of 1996
10· ·correct?
11· · · · · · A.· · Yes.
12· · · · · · Q.· · And then next you write (as
13· ·read):
14· · · · · · · · · In NRZI modulation the binary
15· · · · · · digit 1 corresponds to a magnetic
16· · · · · · transition between two bit cells and
17· · · · · · the binary digit 0 corresponds to no
18· · · · · · transition.
19· · · · · · · · · Again that was accurate as of
20· ·the time of the chapter?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And accurate as of 1996,
23· ·correct?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · If you turn to the next page.

·1· ·This section is called Constraints For ISI
·2· ·Channels.· What is ISI?
·3· · · · · · A.· · Intersymbol interference.
·4· · · · · · Q.· · Can you describe what
·5· ·intersymbol interference means?
·6· · · · · · A.· · That means that data which is
·7· ·transmitted or recording at different points
·8· ·in time or space add up -- may add up to the
·9· ·same output of the channel.
10· · · · · · Q.· · When you say may add up to the
11· ·same output of the channel, what do you mean?
12· · · · · · A.· · I mean what is described by
13· ·equation 11-1 where data is Am, and output is
14· ·Yn.· So the output reflects a sum, weighted sum
15· ·of several data symbols.· We say that this
16· ·data symbols interfere with each other.
17· · · · · · Q.· · In the introductory paragraph
18· ·on section 11.3 you wrote (as read):
19· · · · · · · · · We discuss a class of codes
20· · · · · · known as codes which avoid specified
21· · · · · · differences.
22· · · · · · · ·And you italicized "codes which
23· ·avoid specified differences."· What does that
24· ·mean?· Sorry.· What does "codes which avoid
25· ·specified differences" mean?

·1· · · · · · A.· · That means that -- so a code is
·2· ·a set of sequences, and codes which avoid
·3· ·specified differences are codes where the
·4· ·sequences which are in the code cannot differ
·5· ·from each other in the way that is specified.
·6· · · · · · Q.· · And when you say in the way
·7· ·that is specified, you mean in the way in
·8· ·which it's specified in --
·9· · · · · · · · · MR. VERDINI:· Strike that.
10· ·BY MR. VERDINI:
11· · · · · · Q.· · The sequences that cannot
12· ·differ from one another are sequences that are
13· ·ultimately written to the disk, is that right?
14· · · · · · A.· · Written or transmitted.
15· · · · · · Q.· · In the next sentence in that
16· ·first paragraph you wrote (as read):
17· · · · · · · · · This is the only class of
18· · · · · · distance enhancing codes used in
19· · · · · · commercial magnetic recording systems.
20· · · · · · · · · And that was accurate at the
21· ·time that you wrote it?
22· · · · · · A.· · At the time that we wrote it
23· ·the first time.· I am not sure if in 2005
24· ·there were no introduction of different codes
25· ·for distance enhancement.



·1· · · · · · Q.· · But at least as of 2002 it was
·2· ·that class of codes that were used in
·3· ·commercial magnetic recording systems, is that
·4· ·correct?
·5· · · · · · A.· · To the best I can recall.
·6· · · · · · Q.· · And then you identify two -- in
·7· ·your mind, two reasons for that, correct, in
·8· ·the next sentence in this chapter?
·9· · · · · · · · · (The witness reviews document.)
10· · · · · · A.· · Where do you see two?
11· · · · · · Q.· · Well, let me just read --
12· · · · · · A.· · I see two.
13· · · · · · Q.· · You say (as read):
14· · · · · · · · · There are two main reasons for
15· · · · · · this, colon.· These codes simplify the
16· · · · · · channel detectors relative to the
17· · · · · · uncoded channel and even high rate
18· · · · · · codes in this class can be realized by
19· · · · · · low complexity encoders and decoders.
20· · · · · · A.· · Yes.
21· · · · · · Q.· · Was that accurate as of at
22· ·least 2002?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · Was it accurate in 2005 as
25· ·well?

·1· · · · · · A.· · It's hard for me to say what's
·2· ·accurate after year 2000, because Lucent
·3· ·Technologies spun off the division that was
·4· ·introducing these chips.
·5· · · · · · Q.· · What were the chips?· Did they
·6· ·have a name?
·7· · · · · · A.· · Read channel chips they're
·8· ·called.
·9· · · · · · Q.· · Any special sort of trade name
10· ·or anything that you know?
11· · · · · · A.· · Not that I remember.
12· · · · · · Q.· · And then in 11.3.1 of this
13· ·section entitled Requirements, do you see
14· ·that?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · You wrote (as read):
17· · · · · · · · · A number of papers have
18· · · · · · proposed using constrained codes to
19· · · · · · provide coding gain on channels with
20· · · · · · high ISI.
21· · · · · · · · · Correct?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · And again you identify as one
24· ·of the references reference 28, which is the
25· ·paper by Professor Moon and Brickner, correct?

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · And again you do not identify
·3· ·reference 30 which was your paper in
·4· ·connection with the Philadelphia presentation
·5· ·in '95, correct?
·6· · · · · · A.· · My paper proposed the
·7· ·constraint.· Not the code.
·8· · · · · · Q.· · But you didn't identify it
·9· ·there, correct?
10· · · · · · A.· · Not as using constrained codes.
11· ·Let me just check these other papers.· I'm
12· ·just curious.· 4, 10, 20.
13· · · · · · · · · (The witness reviews document.)
14· · · · · · A.· · Yeah, so my paper is paper 20,
15· ·which was more recent paper than '95, and in
16· ·publications kind of supersedes the ...
17· · · · · · Q.· · The reference number 20 is a
18· ·paper that you wrote with R. Karabed and P.
19· ·Siegel, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · And it's dated September 1999?
22· · · · · · A.· · Yes.
23· · · · · · · · · MR. VERDINI:· I don't know if
24· · · · · · you want to take a break at this
25· · · · · · point?· We've been at it about an

·1· · · · · · hour.
·2· · · · · · · · · MR. SIPIORA:· Sure.
·3· · · · · · · · · · · · ·---
·4· · · · · · (Recess from 10:02 to 10:14.)
·5· · · · · · · · · · · · ---
·6· ·BY MR. VERDINI:
·7· · · · · · Q.· · Professor, we're back on the
·8· ·record.· Did you have any conversations with
·9· ·counsel about the substance of your testimony
10· ·during the break?
11· · · · · · A.· · No.
12· · · · · · · · · MR. SIPIORA:· I'm just going to
13· · · · · · say for the record that conversations
14· · · · · · we have off the record are not
15· · · · · · discoverable, so ...
16· · · · · · · · · MR. VERDINI:· That's the
17· · · · · · position that you are taking in this
18· · · · · · case?
19· · · · · · · · · MR. SIPIORA:· Yeah.· With
20· · · · · · experts, sure.· Yes.· Experts, it's
21· · · · · · not discoverable.· Fact witness is a
22· · · · · · different story.
23· · · · · · · · · MR. VERDINI:· Okay.
24· · · · · · · · · MR. SIPIORA:· But experts, yes,
25· · · · · · it should be off the record.



·1· ·BY MR. VERDINI:
·2· · · · · · Q.· · You can put away exhibit 5 and
·3· ·let's go to exhibit 3, which is your
·4· ·declaration in connection with claim
·5· ·construction.· I think we're done with exhibit
·6· ·5, so you can probably put it away.· Just off
·7· ·to the side.
·8· · · · · · A.· · Okay.
·9· · · · · · · · · Could you say the number again?
10· · · · · · Q.· · Exhibit 3, which is your
11· ·declaration in claim construction.· Will you
12· ·turn to page -- paragraph 16, which is on page
13· ·4.· And in paragraph 16 you are referring to
14· ·your 1995 paper related to the presentation in
15· ·Philadelphia, correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And in the last sentence you
18· ·say that the first named inventor on the '601
19· ·patent, Professor Moon, attended my
20· ·presentation given at the above referenced
21· ·conference, as described in LSI's counterclaim
22· ·for inequitable conduct.
23· · · · · · · · · Correct?
24· · · · · · A.· · Is that something I'm reading
25· ·here?

·1· · · · · · Q.· · Yes.· At the last sentence in
·2· ·paragraph 16.
·3· · · · · · A.· · The first-named inventor of the
·4· ·'601 patent ...
·5· · · · · · · · · (The witness reviews document.)
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · Have you contacted anyone to
·8· ·ask whether Professor Moon was at the
·9· ·conference that you referred to there?
10· · · · · · A.· · No.
11· · · · · · Q.· · And who ran the conference?
12· · · · · · A.· · Who ran the session or the
13· ·conference?
14· · · · · · Q.· · The conference.· Who was
15· ·responsible for the conference?
16· · · · · · A.· · SPIE.
17· · · · · · Q.· · Have you contacted SPIE for a
18· ·list of attendees at the '95 conference?
19· · · · · · A.· · No.
20· · · · · · Q.· · Do you recall whether Professor
21· ·Moon presented any -- did any presentations at
22· ·that 1995 conference?
23· · · · · · A.· · No.
24· · · · · · Q.· · Was anyone else there when you
25· ·and Professor Moon had a conversation that is

·1· ·identified in LSI's counterclaim?
·2· · · · · · A.· · No.
·3· · · · · · Q.· · Can you tell me what you
·4· ·remember about that conversation?
·5· · · · · · A.· · About the conversation.
·6· ·(Pause.)
·7· · · · · · · · · MR. SIPIORA:· I'm going to
·8· · · · · · object; outside the scope.· But you
·9· · · · · · can go ahead and answer.
10· · · · · · · · · MR. VERDINI:· She talks about
11· · · · · · it being described in LSI's
12· · · · · · counterclaim for inequitable conduct
13· · · · · · and references 31 paragraphs in that
14· · · · · · counterclaim.· So I don't think it's
15· · · · · · outside the scope.
16· ·BY MR. VERDINI:
17· · · · · · Q.· · So what do you recall about the
18· ·conversation with Professor Moon that's
19· ·identified in LSI's counterclaim?
20· · · · · · · · · MR. SIPIORA:· Well, if you are
21· · · · · · going to ask about the counterclaim
22· · · · · · you should give her the counterclaim
23· · · · · · to see.
24· ·BY MR. VERDINI:
25· · · · · · Q.· · Do you recall a conversation

·1· ·with Professor Moon at that conference?
·2· · · · · · A.· · I recall a conversation with
·3· ·Professor Moon.· I don't remember the
·4· ·conference actually.· It was in connection
·5· ·with this paper.
·6· · · · · · Q.· · So where was that -- where did
·7· ·that conversation take place?
·8· · · · · · A.· · That I don't remember.
·9· · · · · · Q.· · What time of the day did it
10· ·take place?
11· · · · · · A.· · I don't remember.
12· · · · · · Q.· · Do you remember what Professor
13· ·Moon was wearing?
14· · · · · · A.· · Absolutely not.
15· · · · · · Q.· · And no one else was there?
16· · · · · · A.· · No.
17· · · · · · Q.· · And you don't recall whether it
18· ·was actually at this conference?
19· · · · · · A.· · Correct.
20· · · · · · Q.· · Did it happen before or after
21· ·the conference?
22· · · · · · A.· · It happened after this paper.
23· · · · · · Q.· · When you say "this paper" was
24· ·the paper -- the paper was presented at a
25· ·conference in Philadelphia in October of '95?



·1· · · · · · A.· · The paper was submitted earlier
·2· ·that year.
·3· · · · · · Q.· · Correct.· So was the
·4· ·conversation with Moon before or after the
·5· ·conference in October?
·6· · · · · · A.· · That I don't remember.
·7· · · · · · Q.· · Where did the conversation take
·8· ·place?
·9· · · · · · A.· · I don't remember.
10· · · · · · Q.· · What city?
11· · · · · · A.· · I don't remember the city.
12· · · · · · Q.· · Was it in person?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And what was the context that
15· ·you and Professor Moon were in the same place?
16· · · · · · A.· · There was either a conference
17· ·or a meeting.
18· · · · · · Q.· · You don't know whether it was a
19· ·conference or a meeting?
20· · · · · · A.· · I don't remember at this point.
21· · · · · · Q.· · But you remember that the
22· ·conversation -- do you remember what Professor
23· ·Moon told you?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · But you don't remember where it

·1· ·was?
·2· · · · · · A.· · No.
·3· · · · · · Q.· · Or when it was?
·4· · · · · · A.· · No.
·5· · · · · · Q.· · And other than in LSI's
·6· ·counterclaim for inequitable conduct have you
·7· ·ever discussed that conversation with anyone
·8· ·else?
·9· · · · · · A.· · This conversation?· Probably
10· ·with my husband, but no one else.
11· · · · · · Q.· · And when would you have
12· ·discussed that with your husband?
13· · · · · · A.· · After I came back from the
14· ·trip.
15· · · · · · Q.· · And what did you tell your
16· ·husband about the conversation?
17· · · · · · A.· · That I was offered the joint
18· ·patent application based on my work.
19· · · · · · Q.· · And why didn't you take the
20· ·joint patent application if it was offered?
21· · · · · · A.· · Because I thought that -- I was
22· ·post-doctoral researcher at that time.  I
23· ·didn't know what my rights are within the
24· ·company, that was something new for me, and in
25· ·the paper it just appeared that something very

·1· ·clear to me, and I wouldn't even think it
·2· ·would be patentable.
·3· · · · · · Q.· · What didn't you think would be
·4· ·patentable?
·5· · · · · · A.· · Limiting the sequences of
·6· ·symbols to 4, for example.· It just came out
·7· ·of mathematics easily.
·8· · · · · · Q.· · You didn't work with Professor
·9· ·Moon on any research, did you?
10· · · · · · A.· · No.
11· · · · · · Q.· · So how would you be a joint
12· ·inventor with him?
13· · · · · · A.· · How would I be a joint
14· ·inventor?
15· · · · · · Q.· · Yes.
16· · · · · · A.· · I wouldn't know at that time.
17· · · · · · Q.· · And did he tell you why -- tell
18· ·me everything you recall about what Professor
19· ·Moon told you in that conversation,
20· ·specifically?
21· · · · · · A.· · He specifically said that he
22· ·did some similar work, and that he would like
23· ·to patent it, and asked if I would be
24· ·interested to do it jointly.
25· · · · · · Q.· · And what did you say in

·1· ·response?
·2· · · · · · A.· · That I would think about it.
·3· · · · · · Q.· · And did you ever get back to
·4· ·Professor Moon?
·5· · · · · · A.· · No.
·6· · · · · · Q.· · And is that the way the
·7· ·conversation ended?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · That was the only thing that
10· ·you guys spoke about during that conversation?
11· · · · · · A.· · Yes.· That I remember.
12· · · · · · Q.· · Did he reach out to you or did
13· ·you reach out to him?
14· · · · · · A.· · I didn't reach out to him.  I
15· ·wasn't aware of his work.
16· · · · · · Q.· · No, the conversation.· How did
17· ·it start.· Did he come over to you?
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And did you know him before
20· ·that?
21· · · · · · A.· · I knew of him, we may have been
22· ·together at some other meetings, it's a small
23· ·community.· But I don't remember when I first
24· ·met him.
25· · · · · · Q.· · Have you ever had a



·1· ·conversation with him prior to this
·2· ·conversation where you say he offered you to
·3· ·be a joint inventor on a patent?
·4· · · · · · A.· · It's possible.
·5· · · · · · Q.· · Do you recall any conversations
·6· ·with Professor Moon before that?
·7· · · · · · A.· · No.· Not a conversation.
·8· · · · · · Q.· · Do you recall any conversations
·9· ·with Professor Moon after that time?
10· · · · · · A.· · I don't.
11· · · · · · Q.· · Have you had any conversations
12· ·with the other named inventor on the patent,
13· ·Brickner?
14· · · · · · A.· · Not that I remember at all.
15· · · · · · Q.· · Let's move to paragraph 19 of
16· ·exhibit 3.· In paragraph -- well, why don't
17· ·you tell me.· What is paragraph 19?
18· · · · · · A.· · What it reads, or ...
19· · · · · · Q.· · You can read it and tell me
20· ·what you intended when you wrote paragraph 19.
21· · · · · · · · · (The witness reviews document.)
22· · · · · · A.· · That I believe I have research
23· ·experience and enough material to write what I
24· ·wrote next.
25· · · · · · Q.· · So those are the documents that

·1· ·you reviewed in connection with providing the
·2· ·declaration that's in exhibit 3, is that
·3· ·correct?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · Did you review your declaration
·6· ·submitted in the IPR before you submitted the
·7· ·declaration that's marked as exhibit 3?
·8· · · · · · A.· · Did I review it immediately?
·9· · · · · · Q.· · Did you review it -- let me ask
10· ·it this way.
11· · · · · · · · · Did it inform your opinions in
12· ·any way --
13· · · · · · · · · MR. VERDINI:· Strike it.
14· ·BY MR. VERDINI:
15· · · · · · Q.· · Did your IPR declaration inform
16· ·your opinions in any way that you recite in
17· ·exhibit 3, which is your claim construction
18· ·declaration?
19· · · · · · · · · MR. SIPIORA:· Objection as to
20· · · · · · form.
21· · · · · · · · · THE WITNESS:· Excuse me?
22· · · · · · · · · MR. SIPIORA:· I just objected.
23· · · · · · So I object to form procedurally
24· · · · · · because I think the way the question
25· · · · · · is posed has a problem and it gives

·1· · · · · · him a chance to rephrase it, if he
·2· · · · · · wants to.· He doesn't have to.· But
·3· · · · · · it's up to him.· But that's not an
·4· · · · · · instruction not to answer.· You need
·5· · · · · · to go ahead and answer.
·6· ·BY MR. VERDINI:
·7· · · · · · Q.· · I'll re-ask the question with
·8· ·that.
·9· · · · · · A.· · Okay.
10· · · · · · Q.· · So did you rely on any opinions
11· ·in your IPR declaration in connection with
12· ·your opinions in exhibit 3, which is your
13· ·claim construction declaration?
14· · · · · · A.· · They were very different
15· ·opinions in my opinion, I mean that I was
16· ·asked to provide.
17· · · · · · Q.· · Why were they different in your
18· ·opinion?
19· · · · · · A.· · This one at hand was about the,
20· ·how claims are, are they definite, how they're
21· ·understood.· And the previous was about code
22· ·construction.
23· · · · · · Q.· · The previous was about what?
24· · · · · · A.· · Code construction.
25· · · · · · Q.· · When you say code construction,

·1· ·what do you mean?
·2· · · · · · A.· · I mean constructing codes that
·3· ·are -- that eliminate or prohibit certain
·4· ·differences between sequences that we just
·5· ·discussed.
·6· · · · · · Q.· · Didn't you have to be
·7· ·reasonably certain as to what the claims meant
·8· ·to make the opinions in the IPR declaration?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · Did you review Dr. McLaughlin's
11· ·declaration prior to submitting your claim
12· ·construction declaration?
13· · · · · · A.· · Just prior to submitting, yes.
14· · · · · · Q.· · And did anything in that
15· ·declaration, did you rely on anything in that
16· ·declaration in making your opinions that you
17· ·set forth in exhibit 3?
18· · · · · · A.· · No.
19· · · · · · Q.· · In paragraph 19 you drop a
20· ·footnote.· Do you see that?
21· · · · · · A.· · Mm-hmm.
22· · · · · · Q.· · And you say that you may rely
23· ·upon additional, quote, additional materials
24· ·to respond to arguments raised by the
25· ·university or its experts, and that you also



·1· ·might consider additional documents and
·2· ·information in forming any necessary opinions,
·3· ·including documents that may not have yet been
·4· ·provided to you.
·5· · · · · · · · · Have there been any documents
·6· ·provided to you since you signed the
·7· ·declaration in exhibit 3 that you are relying
·8· ·on for your opinions?
·9· · · · · · A.· · Since I signed which one?
10· · · · · · Q.· · Exhibit 3.
11· · · · · · A.· · Since I signed this one?· To
12· ·which opinion, then?· This is my latest
13· ·opinion.
14· · · · · · Q.· · Exhibit 3 is your claim
15· ·construction declaration.
16· · · · · · A.· · Opinion.· Yes.
17· · · · · · Q.· · And I'll call it your claim
18· ·construction declaration and try to reference
19· ·exhibit 3 just so we're clear.· So have there
20· ·been any documents that have been provided to
21· ·you since you signed your claim construction
22· ·declaration that you are relying on in
23· ·connection with your claim construction
24· ·opinions?
25· · · · · · A.· · It looks to me like a

·1· ·chicken/egg.
·2· · · · · · Q.· · I'm not trying to be tricky.
·3· ·Let me ask it this way.
·4· · · · · · A.· · No, I'm probably not
·5· ·understanding.· So this is the opinion I
·6· ·provided.
·7· · · · · · Q.· · Correct.
·8· · · · · · A.· · So now you are saying has --
·9· ·and I signed it.
10· · · · · · Q.· · On April 13.
11· · · · · · A.· · Right.· So you are saying since
12· ·April 13 is there something that's provided
13· ·that influenced this?
14· · · · · · Q.· · Correct.
15· · · · · · A.· · But this was before I wrote
16· ·that.
17· · · · · · Q.· · Correct.· Is there anything
18· ·else that you've been provided that you would
19· ·rely upon to support your opinions in this --
20· · · · · · A.· · To support this, in addition?
21· · · · · · Q.· · Correct.
22· · · · · · A.· · So yesterday I had a file with
23· ·documents that I've seen before.· So I don't
24· ·remember anything in addition.· I cannot be
25· ·hundred percent sure if -- to me they all look

·1· ·similar.
·2· · · · · · Q.· · So sitting here today there is
·3· ·not any other information that you can
·4· ·specifically identify that you would rely upon
·5· ·for your claim construction opinions, is that
·6· ·correct?
·7· · · · · · A.· · To be more certain about this,
·8· ·correct.
·9· · · · · · Q.· · In footnote 1 you also reserve
10· ·the right to revise, supplement or amend your
11· ·opinions.
12· · · · · · A.· · Yes.
13· · · · · · Q.· · Sitting here today is there any
14· ·reason, any revision, supplement or amendment
15· ·to your opinions that you are going to
16· ·provide?
17· · · · · · A.· · Not at the moment.
18· · · · · · Q.· · In addition to the documents
19· ·that you have reviewed did you have any
20· ·conversations with any other experts retained
21· ·by LSI and Avago in connection with forming
22· ·your claim construction opinions?
23· · · · · · A.· · No.
24· · · · · · Q.· · Have you had any conversations
25· ·with anyone at LSI?

·1· · · · · · A.· · No.
·2· · · · · · Q.· · Anyone at Avago?
·3· · · · · · A.· · No.
·4· · · · · · Q.· · Other than counsel for
·5· ·defendants, have you had any discussions with
·6· ·anyone else relating to your declaration?
·7· · · · · · A.· · No.
·8· · · · · · Q.· · And again these questions are
·9· ·excluding counsel.· Any discussions with
10· ·anyone relating to the '601 patent?
11· · · · · · A.· · No.
12· · · · · · Q.· · And anyone -- any discussions
13· ·with anyone other than counsel about the case?
14· · · · · · A.· · No.
15· · · · · · Q.· · Let's move to paragraph 23,
16· ·which is on page 6.· Paragraph 23, am I
17· ·correct that that's your description of a
18· ·person having ordinary skill in the art?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · Anything that you need to
21· ·change, sitting here today?
22· · · · · · A.· · No.
23· · · · · · Q.· · And are you a person of
24· ·ordinary -- having ordinary skill in the
25· ·relevant art under your definition?



·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · The same page, section IV is
·3· ·entitled claim construction standard.· Do you
·4· ·see that?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · And it goes on from paragraphs
·7· ·26 to 32, is that correct?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · Can you tell me what your
10· ·understanding of section IV is?
11· · · · · · A.· · It's about the legal standard
12· ·of claim construction.
13· · · · · · Q.· · And did you apply those
14· ·standards as you have laid them out in
15· ·paragraphs 26 through 32 in connection with
16· ·your claim construction opinion in this case?
17· · · · · · A.· · To the best of my ability, yes.
18· · · · · · Q.· · Did you apply those same
19· ·standards in connection with your IPR
20· ·declaration?
21· · · · · · A.· · It was a different opinion.· It
22· ·was different nature.
23· · · · · · Q.· · That wasn't my question.· My
24· ·question was did you apply the same claim
25· ·construction standards in connection with your

·1· ·IPR declaration?
·2· · · · · · A.· · Did I -- I don't remember
·3· ·saying discussing standards in the IPR.
·4· · · · · · Q.· · Let's turn to exhibit 4, and if
·5· ·you go to page 25.· Are you there?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And on page 25 you have a
·8· ·section VI entitled claim construction,
·9· ·correct?
10· · · · · · A.· · Yes.
11· · · · · · Q.· · And in paragraph 63 you wrote I
12· ·understand that in this IPR proceeding, the
13· ·claim terms are construed as understood by
14· ·persons of skill in the art.
15· · · · · · · · · Correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And that's the same
18· ·understanding that you have in connection with
19· ·your claim construction opinion, correct?
20· · · · · · A.· · Which paragraphs should I be
21· ·comparing?
22· · · · · · Q.· · Paragraph 26?
23· · · · · · A.· · Paragraph 26 with paragraph
24· ·which ...
25· · · · · · Q.· · Of exhibit 3, which is your

·1· ·claim construction declaration.
·2· · · · · · A.· · And the paragraph here?
·3· · · · · · Q.· · 63 in exhibit 4.
·4· · · · · · · · · (The Witness reviewing
·5· · · · · · documents.)
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And in paragraph 64 of your IPR
·8· ·declaration, if you would take a look at it.
·9· · · · · · A.· · 64, yes.
10· · · · · · Q.· · And you would agree that's the
11· ·standard you used to provide your opinions in
12· ·the IPR, correct?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And in your mind is that any
15· ·different from the standard that you used for
16· ·claim construction in connection with your
17· ·claim construction opinion?
18· · · · · · A.· · For the claim construction -- I
19· ·was not -- I was providing opinion about claim
20· ·construction, and ...
21· · · · · · · · · (The witness reviews document.)
22· · · · · · A.· · I was looking how claims are
23· ·written here (indicating), and -- in the most
24· ·recent declaration -- and the one that was a
25· ·year ago, I don't remember exactly.  I

·1· ·remember I was looking at codes more.· Because
·2· ·the sequences that were eliminated were
·3· ·similar in the prior art.· So ...
·4· · · · · · Q.· · So let's stay with your IPR
·5· ·declaration then, in light of that testimony.
·6· ·Turn to page 8, please?
·7· · · · · · A.· · Page 8 in the bottom or in the
·8· ·middle?
·9· · · · · · Q.· · In the middle.· So you should
10· ·be looking at paragraph 25, 26, and -- are you
11· ·there?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · Okay.· So in paragraph -- or in
14· ·section IV of your IPR declaration you
15· ·identify, it's entitled the standards of
16· ·anticipation and obviousness, correct?
17· · · · · · A.· · Mm-hmm.
18· · · · · · Q.· · And that was what you were
19· ·providing an opinion on in connection with the
20· ·IPR declaration, right?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · So turn to page 11 of exhibit
23· ·4.· Paragraph 35.· You wrote you understand
24· ·that determining anticipation of a patent
25· ·claim requires a comparison of the properly



·1· ·construed claim language to the prior art on
·2· ·an element-by-element basis.
·3· · · · · · · · · And that's what you did in the
·4· ·IPR declaration, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · And so you needed properly
·7· ·construed claim language to perform your
·8· ·opinion in the IPR declaration, correct?
·9· · · · · · A.· · I understand that determining
10· ·the anticipation of a patent claim requires a
11· ·comparison of properly construed claim
12· ·language of the prior art.· I have more
13· ·knowledge than -- more prior knowledge about
14· ·the area here than a person of ordinary skill
15· ·would look at this.
16· · · · · · Q.· · But fundamentally you had to
17· ·have the properly construed claim language in
18· ·your mind to compare whether the prior art
19· ·anticipated the claims of the '601 patent in
20· ·the IPR declaration, correct?
21· · · · · · A.· · That was a year ago.
22· · · · · · Q.· · Doesn't this first sentence --
23· · · · · · A.· · That is what it says, yes.
24· · · · · · Q.· · And that's what you did in the
25· ·IPR, correct?

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · And in paragraph -- in fact you
·3· ·swore to it under oath that's what you did,
·4· ·right?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · And in paragraph 36 you have,
·7· ·the last sentence says (as read):
·8· · · · · · · · · Additionally, the description
·9· · · · · · provided in the prior art must be such
10· · · · · · that a person of ordinary skill could,
11· · · · · · based on the reference, practice the
12· · · · · · invention without undue
13· · · · · · experimentation.
14· · · · · · A.· · Yes.
15· · · · · · Q.· · The reference to "practice the
16· ·invention" is the invention that's claimed in
17· ·the '601 patent, correct?
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And so you would have to be
20· ·reasonably certain of the scope of the
21· ·invention to form an opinion whether the prior
22· ·art could teach a person of ordinary skill in
23· ·the art to practice the invention without
24· ·undue experimentation, correct?
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · And again, that's what you did
·2· ·in the IPR declaration, right?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · So let's go back to exhibit 3,
·5· ·which is your claim construction declaration,
·6· ·and paragraph 27.· In the first sentence you
·7· ·reference highly technical patents.· Do you
·8· ·see that?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · What do you mean by a highly
11· ·technical patent?
12· · · · · · A.· · Highly technical patents, if
13· ·more than -- if very technical skills are
14· ·required for understanding.
15· · · · · · Q.· · When you say technical skills,
16· ·what are you referring to?
17· · · · · · A.· · In the research -- in the
18· ·technical area.· Technical expertise.
19· · · · · · Q.· · And what do you mean when you
20· ·say technical?· What constitutes technical
21· ·expertise in your opinion?
22· · · · · · A.· · Familiarity with the area of
23· ·research.· I mean to a high degree.· To an
24· ·expert level degree.
25· · · · · · Q.· · What distinguishes, in your

·1· ·mind, a highly technical patent from one
·2· ·that's not highly technical?
·3· · · · · · A.· · The highly technical would have
·4· ·more -- would be -- not many experts would be
·5· ·familiar with it, and then the level of
·6· ·mathematics, if it's a mathematical patent,
·7· ·would be higher.
·8· · · · · · Q.· · Do you consider the '601 patent
·9· ·to be highly technical?
10· · · · · · A.· · I consider it to be very
11· ·specific.· Not many -- not a widely understood
12· ·area.
13· · · · · · Q.· · So would that be a highly
14· ·technical patent as you have written --
15· · · · · · A.· · Yes.
16· · · · · · Q.· · -- in paragraph 27?
17· · · · · · A.· · (Nodding head affirmatively.)
18· · · · · · Q.· · All right.· If you would look
19· ·at paragraph 28.· You write that regarding the
20· ·intrinsic evidence -- what do you mean when
21· ·you say intrinsic evidence?
22· · · · · · A.· · Something that is connected
23· ·with the patent itself, as opposed to provided
24· ·by an outside expert.
25· · · · · · Q.· · So regarding the intrinsic



·1· ·evidence you say you understand that the
·2· ·claims themselves provide substantial guidance
·3· ·as to the meaning of particular claim terms.
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · What do you mean by
·6· ·"substantial guidance"?
·7· · · · · · · · · (The witness reviews document.)
·8· · · · · · A.· · I mean that not much is left to
·9· ·imagination, and it's mostly guided.
10· · · · · · Q.· · It's mostly ...
11· · · · · · A.· · Guided.
12· · · · · · Q.· · Mostly guided.
13· · · · · · A.· · Instructions, right, are given.
14· · · · · · Q.· · The claims themselves are
15· ·mainly -- mainly guide the interpretation of
16· ·the particular claim terms, is that what you
17· ·mean?
18· · · · · · A.· · No, substantial guidance to the
19· ·meaning of a particular claim terms, right.
20· ·So they're not open to interpretation.
21· · · · · · Q.· · What isn't it open to
22· ·interpretation?
23· · · · · · A.· · Meaning of particular claim
24· ·terms.
25· · · · · · Q.· · So what do you mean when you

·1· ·say that means that particular claim terms are
·2· ·not open to interpretation?· I'm not
·3· ·understanding the answer.
·4· · · · · · · · · So let's go back to the
·5· ·sentence.· It says "I understand that the
·6· ·claims themselves provide substantial guidance
·7· ·as to the meaning of particular claim terms."
·8· · · · · · A.· · Mm-hmm.
·9· · · · · · Q.· · So what do you mean when you
10· ·say they provide substantial guidance as to
11· ·the meaning of particular claim terms?
12· · · · · · A.· · The claim term should not be
13· ·subject to interpretation and there is enough
14· ·information in the claim itself to know, to
15· ·guide the reader to interpret the term.
16· · · · · · Q.· · And did you apply that standard
17· ·in connection with providing your claim
18· ·construction opinions in this case?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And did you apply that same
21· ·standard in connection with providing your
22· ·opinions in the IPR declaration?
23· · · · · · A.· · No.
24· · · · · · Q.· · Why not?
25· · · · · · A.· · Because I was asked to provide

·1· ·opinion about the technical content, to the
·2· ·best I understood it.
·3· · · · · · Q.· · And you are a person of
·4· ·ordinary skill in the art, correct?
·5· · · · · · A.· · Much higher than ordinary
·6· ·skills.
·7· · · · · · Q.· · I did not mean that to be
·8· ·pejorative.· You are an extraordinary person
·9· ·of ordinary skill in the art.
10· · · · · · · · · In the next sentence you write
11· ·(as read):
12· · · · · · · · · For example, the context in
13· · · · · · which a term is used in the asserted
14· · · · · · claim can be highly instructive.
15· · · · · · · · · What do you mean by -- when you
16· ·say highly instructive, what does that mean to
17· ·you?
18· · · · · · A.· · That again is not subject to
19· ·the interpretation.
20· · · · · · Q.· · The claim term is not subject
21· ·to interpretation?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · That's what you mean?
24· · · · · · A.· · That's how it reads, right.
25· · · · · · Q.· · And that's the standard that

·1· ·you think the claim terms have to be
·2· ·written --
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · -- in relation to?
·5· · · · · · A.· · Yes.· That I understand is the
·6· ·legal standard.
·7· · · · · · Q.· · And counsel for defendants
·8· ·provided you that legal standard?
·9· · · · · · · · · MR. SIPIORA:· Well, again,
10· · · · · · whatever you know in terms of your
11· · · · · · memory of knowledge of the basis of
12· · · · · · what you testified.· But any
13· · · · · · conversations with counsel are out of
14· · · · · · bounds.
15· ·BY MR. VERDINI:
16· · · · · · Q.· · Yeah, I don't want specific --
17· ·you reference to your understanding.· Your
18· ·understanding is based on conversations you
19· ·had with counsel for the defendants, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · Did you have the same types of
22· ·discussions with counsel for defendants before
23· ·you submitted your IPR declaration?
24· · · · · · · · · MR. SIPIORA:· Objection.  I
25· · · · · · instruct you not to answer.



·1· · · · · · · · · (Instruction not to answer.)
·2· ·BY MR. VERDINI:
·3· · · · · · Q.· · Did you rely upon counsel in
·4· ·connection with how claims should be construed
·5· ·in connection with your IPR declaration?
·6· · · · · · A.· · No.
·7· · · · · · Q.· · But you did rely on counsel in
·8· ·connection with how claims should be construed
·9· ·in your claim construction declaration?
10· · · · · · A.· · Yes.
11· · · · · · Q.· · Why the difference?
12· · · · · · A.· · Because these were two expert
13· ·opinions that I was asked to provide.· That
14· ·was my understanding.
15· · · · · · Q.· · But you were interpreting the
16· ·same claims of the '601 patent, correct?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · And you had to know what those
19· ·claim terms meant, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · In both the IPR declaration and
22· ·in your claim construction declaration?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · If you would turn to page 8 of
25· ·your declaration -- your claim construction

·1· ·declaration.· Do you see section V is called
·2· ·the Indefiniteness Standard.· Do you see that?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · In paragraph 35 you write (as
·5· ·read):
·6· · · · · · · · · I understand that the United
·7· · · · · · States Supreme Court relaxed this
·8· · · · · · test... And you're referring to the
·9· · · · · · indefinite test, in 2014.
10· · · · · · · · · What do you mean by "relaxed"?
11· · · · · · A.· · The -- the paragraph before
12· ·says that until recently, the legal standard
13· ·for indefiniteness was determining whether a
14· ·claim is amenable to construction, and the
15· ·claim, as construed, is not insolubly
16· ·ambiguous, and that was to certain extent
17· ·relaxed.
18· · · · · · Q.· · And how was it relaxed, in your
19· ·view?
20· · · · · · A.· · As the paragraph says, that the
21· ·Federal Circuit formulation tolerates some
22· ·ambiguous claims but not others.· It does not
23· ·satisfy the statute's definiteness
24· ·requirement.
25· · · · · · Q.· · So what was the difference in

·1· ·your mind between the test before the 2014
·2· ·United States Supreme Court decision and
·3· ·after?
·4· · · · · · A.· · I cannot be precise about that.
·5· · · · · · Q.· · Can you be general about it?
·6· · · · · · A.· · In general, yes.· That what is
·7· ·considered, let's say some less precision is
·8· ·allowed after 2014.
·9· · · · · · Q.· · And 2014 is before the date you
10· ·signed your IPR declaration, correct?
11· · · · · · A.· · Yes, correct.
12· · · · · · Q.· · Okay.· Let's move to page 9 of
13· ·exhibit 3.· Section VII is titled The Asserted
14· ·Claims Are Indefinite.· Correct?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · And in paragraph 37 you
17· ·identify five claim terms or claim phrases
18· ·that you opine in this declaration are
19· ·indefinite, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · All right.· We're going to walk
22· ·through each one of them.· Paragraph 39.· So
23· ·let's go to the encoded waveform, which is one
24· ·of the claim terms that you opine is
25· ·indefinite, correct?

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · So paragraph 39 you write (as
·3· ·read):
·4· · · · · · · · · The phrase encoded waveform
·5· · · · · · renders claim 13 indefinite (as well
·6· · · · · · as all claims depending from it)
·7· · · · · · because the claim, read in light of
·8· · · · · · the specification of the '601 patent
·9· · · · · · and the prosecution history, fails to
10· · · · · · inform, with reasonable certainty,
11· · · · · · those skilled in the art about the
12· · · · · · scope of the purported invention.
13· · · · · · · · · Correct?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · You were reasonably certain at
16· ·the time that you submitted your IPR
17· ·declaration under oath the meaning of encoded
18· ·waveform, weren't you?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And in fact you identified an
21· ·encoded waveform in both Okada and Tsang, in
22· ·the Okada patent and the Tsang patent that are
23· ·the subjects -- part of the subject of your
24· ·IPR declaration, right?
25· · · · · · A.· · Yes.



·1· · · · · · Q.· · So let's go to that -- the IPR
·2· ·declaration.· So let's turn to page 25.· We
·3· ·were already there.· This is the section
·4· ·entitled Claim Construction.
·5· · · · · · · · · In looking at that entire
·6· ·section am I correct that paragraph --
·7· · · · · · · · · MR. VERDINI:· Strike that.
·8· ·BY MR. VERDINI:
·9· · · · · · Q.· · Looking at section VI, the
10· ·claim construction, which runs from paragraphs
11· ·63 through paragraph 75.· Go ahead and look at
12· ·that.· And I am going to ask you is it correct
13· ·that the purpose of section VI is to identify
14· ·anything that you believed needed to be
15· ·construed --
16· · · · · · · · · MR. VERDINI:· Strike that.
17· ·BY MR. VERDINI:
18· · · · · · Q.· · It identifies anything in the
19· ·'601 patent claims that you believe needed to
20· ·be construed to provide your opinions in the
21· ·IPR declaration?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · And in paragraph 75 you
24· ·conclude unless it was addressed in paragraphs
25· ·63 through 74 no express constructions of any

·1· ·additional term is believed to be needed to
·2· ·resolve the challenges herein, correct?
·3· · · · · · A.· · What is the question?· That it
·4· ·says --
·5· · · · · · Q.· · So my question is, and I'll
·6· ·rephrase it:· in paragraph 75 you write (as
·7· ·read):
·8· · · · · · · · · Unless otherwise addressed
·9· · · · · · herein, no express construction of any
10· · · · · · additional term is believed to be
11· · · · · · needed to resolve the challenges
12· · · · · · herein.
13· · · · · · · · · Correct?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · And the reference to "otherwise
16· ·addressed herein" is the paragraphs that
17· ·precede paragraph 75 numbered paragraph 65
18· ·through 74, correct?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And when you say "no express
21· ·construction is necessary," if you look to
22· ·paragraph 64, that means that in your mind the
23· ·meaning of the other claim terms involved
24· ·little more than the application of widely
25· ·accepted meaning of commonly understood words,

·1· ·correct?
·2· · · · · · A.· · No.
·3· · · · · · Q.· · So then why didn't you construe
·4· ·any of the other terms?
·5· · · · · · A.· · Because this was the
·6· ·interpretation I adopted in connection with
·7· ·the patent claims.· I did not say that no
·8· ·other interpretation is possible.
·9· · · · · · Q.· · To have an interpretation of
10· ·the claim terms, though, you would need to
11· ·know what they mean, correct?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · And you were able to do that in
14· ·connection with your IPR declaration, right?
15· · · · · · A.· · I can always have an
16· ·interpretation.· It may or may not be correct.
17· ·Or it may or may not be the same as someone
18· ·else's.
19· · · · · · Q.· · But you, as a person of
20· ·extraordinary skill in the art were reasonably
21· ·certain you knew what the claims meant when
22· ·you did your IPR declaration, right?
23· · · · · · A.· · I said that if they're
24· ·interpreted in this way, which would make
25· ·sense, then there is a prior art.

·1· · · · · · Q.· · Okay.
·2· · · · · · A.· · Could I go to the rest room
·3· ·before you ask this question, or no?
·4· · · · · · Q.· · Yes.· Absolutely.
·5· · · · · · · · · MR. VERDINI:· Let's take a
·6· · · · · · break.
·7· · · · · · · · · · · · ·---
·8· · · · · · (Recess from 10:58 to 11:06.)
·9· · · · · · · · · · · · ---
10· ·BY MR. VERDINI:
11· · · · · · Q.· · Professor, welcome back from
12· ·the break.· Did you discuss the substance of
13· ·your testimony with counsel?
14· · · · · · · · · MR. SIPIORA:· The same
15· · · · · · instruction as previous.· I instruct
16· · · · · · you not to answer.
17· · · · · · · · · MR. VERDINI:· The yes or no
18· · · · · · question?
19· · · · · · · · · MR. SIPIORA:· Yeah, you
20· · · · · · can't -- the substance of testimony?
21· · · · · · You can't ask about what we talked
22· · · · · · about.
23· · · · · · · · · MR. VERDINI:· No.· I want to
24· · · · · · know whether in the break -- it's just
25· · · · · · yes or no -- you talked with counsel



·1· ·about the substance of your testimony.
·2· ·I don't want to know what the
·3· ·substance was.· I want to know, the
·4· ·first question I want to ask is
·5· ·whether it happened.
·6· · · · ·MR. SIPIORA:· It goes into the
·7· ·subject matter of our conversation,
·8· ·whether we conversed at all.· So I am
·9· ·going to instruct her not to answer.
10· ·You can't ask about what we talked
11· ·about.
12· · · · ·MR. VERDINI:· I didn't ask what
13· ·you talked about.· I asked whether you
14· ·talked about the substance of your
15· ·testimony.
16· · · · ·MR. SIPIORA:· You did.· You
17· ·asked about a topic, the substance of
18· ·this testimony.
19· · · · ·MR. VERDINI:· Correct.
20· · · · ·MR. SIPIORA:· And that's a
21· ·topic of conversation.· So I'm not
22· ·going to let her answer that.
23· ·Conversations between counsel and a
24· ·witness who is an expert are off
25· ·limits.

·1· · · · · · · · · MR. VERDINI:· The substance of
·2· · · · · · them, sure.
·3· · · · · · · · · MR. SIPIORA:· Right.
·4· · · · · · · · · MR. VERDINI:· But I'm not
·5· · · · · · asking about the substance of them.
·6· · · · · · · · · MR. SIPIORA:· Right.· So if you
·7· · · · · · want to ask her if she spoke to me
·8· · · · · · during the break you can ask her that.
·9· · · · · · But then after that anything having to
10· · · · · · do with what the substance was, the
11· · · · · · subject matter, that's out of bounds.
12· · · · · · · · · MR. VERDINI:· I'll ask the
13· · · · · · question.
14· ·BY MR. VERDINI:
15· · · · · · Q.· · Did you talk to counsel during
16· ·the break?
17· · · · · · · · · MR. SIPIORA:· You can answer
18· · · · · · yes or no.
19· · · · · · A.· · I am instructed not to answer
20· ·the question?
21· · · · · · · · · MR. SIPIORA:· No, you can
22· · · · · · answer that one.
23· · · · · · A.· · Sorry.
24· · · · · · Q.· · That's okay.· Did you talk to
25· ·counsel for the defendants during the break?

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · And did you talk about the
·3· ·substance of your testimony?
·4· · · · · · · · · MR. SIPIORA:· Object and
·5· · · · · · instruct not to answer.
·6· · · · · · · · · (Instruction not to answer.)
·7· ·BY MR. VERDINI:
·8· · · · · · Q.· · You're not going to answer that
·9· ·question?
10· · · · · · A.· · Correct.
11· · · · · · Q.· · And counsel doesn't represent
12· ·you, correct?
13· · · · · · A.· · Correct.
14· · · · · · · · · MR. SIPIORA:· I represent this
15· · · · · · witness.· I'm standing here --
16· · · · · · · · · MR. VERDINI:· I asked her if
17· · · · · · she was represented by counsel and she
18· · · · · · said no.
19· · · · · · · · · MR. SIPIORA:· Well, I'm your
20· · · · · · counsel.
21· · · · · · · · · THE WITNESS:· All right.
22· · · · · · · · · MR. VERDINI:· I didn't know if
23· · · · · · there was some arrangement that I was
24· · · · · · unaware of, but I was taking her for
25· · · · · · her testimony.

·1· · · · ·MR. SIPIORA:· Misunderstanding.
·2· ·Our law firm has retained her.· We
·3· ·actually are paying for her services
·4· ·on behalf of our client.· But the
·5· ·relationship is between our firm and
·6· ·this expert.· And there's work product
·7· ·between us.
·8· · · · ·MR. VERDINI:· That's fine.
·9· · · · ·MR. SIPIORA:· All right.
10· · · · ·MR. VERDINI:· We reserve the
11· ·right to challenge the privilege calls
12· ·today, if necessary.
13· · · · ·MR. SIPIORA:· By the way, it's
14· ·work product I'm relying upon.· Not
15· ·attorney-client privilege.· I'm not --
16· ·she's not my client in the sense of
17· ·like Broadcom.
18· · · · ·MR. VERDINI:· So how is it work
19· ·product to know whether -- for the
20· ·objection on the record, what is the
21· ·basis for a work-product claim of
22· ·whether you talked about the substance
23· ·of her testimony?· Not what you talked
24· ·about, but whether you talked about
25· ·it.



·1· · · · ·MR. SIPIORA:· Well, because you
·2· ·say the substance --· you see we're
·3· ·missing each other on this, but the
·4· ·substance of her testimony is a topic
·5· ·of conversation.· And anything we
·6· ·talked about is off limits.
·7· · · · ·MR. VERDINI:· I'm not asking
·8· ·about what you talked about; the
·9· ·things you talked about.· I want to
10· ·know whether you talked about her
11· ·testimony.· How is that work product?
12· · · · ·MR. SIPIORA:· Anything that we
13· ·talked about is off limits, including
14· ·the topics that we talked about,
15· ·and --
16· · · · ·MR. VERDINI:· How is that work
17· ·product?· What mental impressions am I
18· ·getting by asking her whether or not
19· ·you talked about her testimony?· What
20· ·is the impressions that I am obtaining
21· ·from you?
22· · · · ·MR. SIPIORA:· I don't know what
23· ·impressions you will form.· That's for
24· ·you to decide.· But anything that I
25· ·consult with, with an expert during

·1· · · · · · the case, until they get on the stand
·2· · · · · · at trial, is off limits.
·3· · · · · · · · · MR. VERDINI:· All right.· I'll
·4· · · · · · ask a different question, and you can
·5· · · · · · object if you want.
·6· ·BY MR. VERDINI:
·7· · · · · · Q.· · Did you talk about your
·8· ·testimony in any way during the break?
·9· · · · · · · · · MR. SIPIORA:· I object and
10· · · · · · instruct not to answer.
11· · · · · · · · · (Instruction not to answer.)
12· ·BY MR. VERDINI:
13· · · · · · Q.· · And you are going to accept
14· ·that instruction, correct?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · All right.
17· · · · · · · · · MR. VERDINI:· We reserve the
18· · · · · · right to follow up on any instructions
19· · · · · · not to answer based on work product as
20· · · · · · to whether -- whether there was a
21· · · · · · discussion about her testimony during
22· · · · · · the break.· So let's move on.
23· ·BY MR. VERDINI:
24· · · · · · Q.· · Before the break we were
25· ·talking about encoded waveform, correct?

·1· · · · · · A.· · (Nodding head affirmatively.)
·2· · · · · · Q.· · So let's go to your IPR
·3· ·declaration, which is exhibit 4, page 29 and
·4· ·section VII.· In paragraph 76 you opine that
·5· ·claims 1, 2, 8 through 10 and 13 through 17 of
·6· ·the '601 patent are anticipated by Okada.
·7· ·Correct?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · And when you say Okada, you are
10· ·referring to U.S. patent number 5,392,270,
11· ·where one of the named inventors is Okada,
12· ·correct?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · Am I saying that correctly, is
15· ·it Okada?· Is that how you say it?
16· · · · · · A.· · I don't know.· Okada
17· ·[Oh-KAY-da] or Okada [Oh-KAH-da], because it's
18· ·Japanese, I guess.
19· · · · · · Q.· · You don't know Mr. Okada?
20· · · · · · A.· · I don't.
21· · · · · · Q.· · All right.· So let's turn to
22· ·page 34 of the IPR declaration.· We're in
23· ·exhibit 4.· And there's a subheading that is
24· ·4, do you see that?
25· · · · · · A.· · Mm-hmm.

·1· · · · · · Q.· · And it identifies claim 1,
·2· ·bracket D.· Now the bracket there, you broke
·3· ·up the claim terms in connection with your IPR
·4· ·declaration, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · So claim 1 has different
·7· ·sections and one of the sections you identify
·8· ·is claim 1[D], correct?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · And you would agree with me
11· ·that claim 1[D] contains the claim term
12· ·encoded waveform, correct?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And in paragraph 85 you
15· ·determined that claim 1[D] as you've
16· ·identified it with the term encoded waveform
17· ·needed no construction for your opinions,
18· ·correct?
19· · · · · · A.· · I have adopted certain
20· ·interpretation.
21· · · · · · Q.· · You write that it needs no
22· ·construction, correct?
23· · · · · · A.· · Where is that?
24· · · · · · Q.· · In paragraph 85.
25· · · · · · · · · (The witness reviews document.)



·1· · · · · · A.· · That's what it says, yes.
·2· · · · · · Q.· · So let's move to paragraph 87.
·3· ·Are you there?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · In paragraph 87 you write in
·6· ·the first sentence (as read):
·7· · · · · · · · · Rule (1) and Rule (2) of Okada
·8· · · · · · each imposes a, quote, maximum number
·9· · · · · · of consecutive transitions allowed on
10· · · · · · consecutive clock periods in the
11· · · · · · encoded waveform, end quote, as
12· · · · · · recited in claim limitation 1[D].
13· · · · · · Correct?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · So you were reasonably certain
16· ·at that time that you knew what the encoded
17· ·waveform was in the '601 patent claim 1[D] as
18· ·you've broken it up, right?
19· · · · · · A.· · Yes, I adopted a certain
20· ·interpretation I felt comfortable with.
21· · · · · · Q.· · In fact in the middle of
22· ·paragraph 87 you identified --
23· · · · · · · · · MR. VERDINI:· Well, strike
24· · · · · · that.
25· · · · · · Q.· · You write in the middle of

·1· ·paragraph 87 (as read):
·2· · · · · · · · · More specifically, none of the
·3· · · · · · encoded datawords from tables 1
·4· · · · · · through 7 -- and that's referring to
·5· · · · · · Okada, correct?
·6· · · · · · A.· · Mm-hmm.
·7· · · · · · Q.· · -- that form the claimed
·8· ·encoded waveform have more than two - a finite
·9· ·number - such consecutive transitions,
10· ·correct?
11· · · · · · A.· · Yes.
12· · · · · · Q.· · So for you the encoded
13· ·datawords from tables 1 through 7 formed the
14· ·claimed "encoded waveform," right?
15· · · · · · A.· · That's what it says.
16· · · · · · Q.· · And that's what you meant when
17· ·you wrote it, right?
18· · · · · · A.· · The claimed, quotation marks,
19· ·"encoded waveform" under my interpretation,
20· ·yes.
21· · · · · · Q.· · And then at the end of
22· ·paragraph 87 you're referring to tables 8 and
23· ·9 in Okada, correct?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · And you write (as read):

·1· · · · · · · · · In particular, these sequences
·2· · · · · · each include a section consisting of,
·3· · · · · · quote, "01010" - encoded waveforms in
·4· · · · · · tables 8 and 9 and thus have exactly
·5· · · · · · two consecutive transitions from 0 to
·6· · · · · · 1 or from 1 to 0, correct?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · And so again you're identifying
·9· ·what you believe you're reasonably certain to
10· ·be the encoded waveforms in claim 1[D] as
11· ·you've defined it of the '601 patent?
12· · · · · · · · · MR. SIPIORA:· Objection as to
13· · · · · · form.
14· ·BY MR. VERDINI:
15· · · · · · Q.· · Correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · If you turn to page 40 of your
18· ·IPR declaration.· Your paragraph 92 reads (as
19· ·read):
20· · · · · · · · · Okada thus discloses the
21· · · · · · imposition of a constraint on the
22· · · · · · encoded waveform data - through either
23· · · · · · Rule (1) or Rule (2) - to facilitate
24· · · · · · the reduction of a probability of a
25· · · · · · detection error in said receiver

·1· · · · · · means, which limitation is recited in
·2· · · · · · claim limitation 1[D], correct?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · And that was your opinion as to
·5· ·what Okada disclosed, correct?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And if you turn to page 46 of
·8· ·your IPR declaration, paragraph 109 relates to
·9· ·what you've identified as claim 13, bracket
10· ·[D], end bracket, correct?
11· · · · · · A.· · Yes.
12· · · · · · Q.· · And that's the claim term
13· ·imposing, or the claim phrase imposing a pair
14· ·of constraints j and k on the encoded waveform
15· ·that appears in claim 13, correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And in your mind --
18· · · · · · · · · MR. VERDINI:· Strike that.
19· ·BY MR. VERDINI:
20· · · · · · Q.· · In your opinion, as per
21· ·paragraph 109 of your IPR declaration, you
22· ·explained why Okada disclosed imposing a pair
23· ·of constraints on the encoded waveform
24· ·incorporating your analysis from claim element
25· ·1[D], correct?



·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · And in paragraph 89 you say
·3· ·that Okada -- Okada's 8-to-13 bit converter is
·4· ·what imposes a pair of constraints on the
·5· ·encoded waveform output from the converter,
·6· ·correct?
·7· · · · · · · · · MR. SIPIORA:· 89?
·8· · · · · · · · · MR. VERDINI:· What did you say?
·9· · · · · · · · · MR. SIPIORA:· 89.
10· · · · · · · · · MR. VERDINI:· Paragraph 109.
11· · · · · · If I said 89, I apologize.
12· ·BY MR. VERDINI:
13· · · · · · Q.· · Paragraph 109.
14· · · · · · · · · MR. VERDINI:· So strike that
15· · · · · · and let me redo the question.
16· ·BY MR. VERDINI:
17· · · · · · Q.· · In paragraph 109 your opinion
18· ·in the IPR declaration was that Okada
19· ·discloses an 8-to-13 bit converter that
20· ·imposes a pair of constraints, j and k, on the
21· ·encoded waveform output from the converter.
22· ·Correct?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · And in connection with the
25· ·opinions on Okada, at no point in your

·1· ·declaration, your IPR declaration did you say
·2· ·you didn't know what encoded waveform meant,
·3· ·correct?
·4· · · · · · A.· · I adopted certain
·5· ·interpretation in the beginning of encoded
·6· ·waveform and proceeded with it.
·7· · · · · · Q.· · Where is that identified in
·8· ·your declaration?
·9· · · · · · A.· · Where is what identified?
10· · · · · · Q.· · What you adopted as the
11· ·definition of encoded waveform.
12· · · · · · A.· · I don't think it's expressly
13· ·identified.
14· · · · · · Q.· · So what was your definition?
15· · · · · · A.· · So my definition was that that
16· ·means the outputs of -- of the converter.
17· · · · · · Q.· · And you were reasonably certain
18· ·that's what you believed encoded waveform
19· ·meant in connection with that term as it's
20· ·used in the '601 patent, right?
21· · · · · · A.· · I was certain that that was a
22· ·reasonable interpretation.
23· · · · · · Q.· · Now in your IPR declaration, if
24· ·you turn to page 48 you also opined that
25· ·claims 1, 2, 8 through 10 and 13 through 17 of

·1· ·the '601 patent were anticipated by Tsang,
·2· ·correct?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · And when you refer to Tsang
·5· ·you're referring to U.S. patent number
·6· ·5,731,768, where one of the identified
·7· ·inventors is an individual named Tsang,
·8· ·correct?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · And at paragraph 136, which is
11· ·on page 55, again in connection with claim
12· ·1[D] --
13· · · · · · · · · MR. VERDINI:· Well, strike
14· · · · · · that.
15· · · · · · Q.· · You have identified claim 1[D]
16· ·as a phrase that includes the term encoded
17· ·waveform, correct?
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And your opinion in the IPR
20· ·declaration was that Tsang discloses claim
21· ·1[D], correct?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · Now in these paragraphs there
24· ·isn't a specific reference to an encoded
25· ·waveform?

·1· · · · · · A.· · In where?
·2· · · · · · Q.· · In paragraphs 136 through 142?
·3· ·I looked through it and didn't see any
·4· ·reference to an encoded waveform.
·5· · · · · · A.· · Explicit reference.
·6· · · · · · Q.· · Yes.
·7· · · · · · A.· · All right.
·8· · · · · · Q.· · Is it your opinion that Tsang
·9· ·discloses an encoded waveform?
10· · · · · · A.· · As interpreted as the output of
11· ·the converter.
12· · · · · · Q.· · Why is that your interpretation
13· ·of encoded waveform?
14· · · · · · A.· · Because that would be,
15· ·precisely should be called encoded symbols.
16· · · · · · Q.· · As you read the entire '601
17· ·patent?
18· · · · · · A.· · As it's usually called in the
19· ·information theory and coding theory that
20· ·would be encoded symbols which come out of the
21· ·converter.· I wasn't sure that encoded
22· ·waveform is, corresponds to the signal and
23· ·that square waves or something after NZI or
24· ·something like that.· But if it's interpreted
25· ·as encoded symbols, then it can be compared



·1· ·with Tsang and Okada.
·2· · · · · · Q.· · And you thought that that was
·3· ·the appropriate interpretation of that term?
·4· · · · · · A.· · I thought that's one possible
·5· ·interpretation.
·6· · · · · · Q.· · Did you think of any other
·7· ·interpretations?
·8· · · · · · A.· · Of encoded waveform?
·9· · · · · · Q.· · Mm-hmm.
10· · · · · · A.· · Yes.· I thought that that could
11· ·possibly be also something after NRZI is
12· ·applied.· That would be one.
13· · · · · · Q.· · And why didn't you adopt that
14· ·construction?
15· · · · · · A.· · Because this was actually
16· ·sufficient to show the existence of prior art.
17· ·If NRZI construction was adopted, the wording
18· ·would be different but the prior art would be
19· ·there as well.
20· · · · · · Q.· · So my question was, though, why
21· ·didn't you adopt the other reasonable
22· ·interpretation that you thought encoded
23· ·waveform would have?
24· · · · · · A.· · Because I had one working
25· ·definition which was sufficient for me to make

·1· ·claims -- not claims -- opinion that I had.
·2· · · · · · Q.· · And if you turn to page 63 of
·3· ·your IPR declaration.· And in paragraph 161,
·4· ·similar to what you did with Okada you opined
·5· ·that in light of your opinions as to claim
·6· ·elements 1[D], [E] and [F], that Tsang
·7· ·disclosed the claim element imposing a pair of
·8· ·constraints on the encoded waveform as it's
·9· ·stated in claim 13, correct?
10· · · · · · A.· · Yes.
11· · · · · · Q.· · So in your opinion what you did
12· ·for claim 1 was sufficient for claim 13, is
13· ·that right?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · Okay.· Let's go back now to
16· ·exhibit 3, which is your claim construction
17· ·declaration.· And if you would turn to page
18· ·10.
19· · · · · · A.· · Yes.
20· · · · · · Q.· · Are you there?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · All right.· So let's start with
23· ·paragraph 40.· In paragraph 40 you say (as
24· ·read):
25· · · · · · · · · First, there is no antecedent

·1· · · · · · basis --
·2· · · · · · · · · MR. VERDINI:· Well, strike
·3· · · · · · that.· Let me ask a foundational
·4· · · · · · question.
·5· ·BY MR. VERDINI:
·6· · · · · · Q.· · Paragraphs 40 through 45, what
·7· ·do those reflect?
·8· · · · · · A.· · Not definiteness of terms
·9· ·encoded waveform and recorded waveform.
10· · · · · · Q.· · Are those paragraphs that you
11· ·wrote to explain the basis for your opinion?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · All right.· So let's start with
14· ·the first one.· In paragraph 40 you write (as
15· ·read):
16· · · · · · · · · First, there is no antecedent
17· · · · · · basis for the phrase the encoded
18· · · · · · waveform in the claim.· The phrase
19· · · · · · begins with the word, quote, "the,"
20· · · · · · which, according to counsel, is
21· · · · · · understood to be used in patent
22· · · · · · claims, paren and as I understand in
23· · · · · · normal English usage, end paren, to
24· · · · · · refer back to an element that was
25· · · · · · recited earlier in the same claim or

·1· · · · · · in an independent claim from which the
·2· · · · · · claim at issue depends.
·3· · · · · · · · · Correct?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · When you say "according to
·6· ·counsel," who are you referring to?
·7· · · · · · A.· · Mr. Mayle.
·8· · · · · · Q.· · And when did Mr. Mayle inform
·9· ·you of the way in which patent claims are to
10· ·be understood?
11· · · · · · A.· · In which patent claims are to
12· ·be understood, or this particular?
13· · · · · · Q.· · When did Mr. Mayle inform you
14· ·about the, what I'll call the antecedent basis
15· ·principle that you're referring to in
16· ·paragraph 40?
17· · · · · · A.· · When he first time asked for my
18· ·opinion about definite or indefiniteness of
19· ·claims.
20· · · · · · Q.· · And you didn't have that
21· ·conversation with -- you weren't informed of
22· ·that by counsel when you did your IPR
23· ·declaration?
24· · · · · · A.· · I expressed my doubts that --
25· ·that I don't know what encoded waveform is,



·1· ·and in particular that I'm not certain what
·2· ·recorded waveform is, but there is a way to
·3· ·understand possibly encoded waveform as
·4· ·encoded symbols in connection with IPR.
·5· · · · · · Q.· · That wasn't my question.· So my
·6· ·question is:· did counsel inform you of the
·7· ·antecedent basis principle that's in paragraph
·8· ·40 before you drafted and opined in the IPR?
·9· · · · · · A.· · I don't remember one way or the
10· ·other.
11· · · · · · Q.· · You didn't apply any antecedent
12· ·basis principle in connection with your IPR
13· ·declaration, correct?
14· · · · · · A.· · Not that I remember.
15· · · · · · · · · (Reporter clarification.)
16· · · · · · Q.· · I think you were referring to
17· ·recorded.· I should have asked.
18· · · · · · A.· · Yes.
19· · · · · · Q.· · I wanted to make sure that you
20· ·weren't actually saying recoded.· I think you
21· ·were saying recorded?
22· · · · · · A.· · Recording, yes.
23· · · · · · Q.· · Now you know how magnetic
24· ·recording systems are designed, correct, based
25· ·on your work and experience?

·1· · · · · · A.· · The magnetic recording system
·2· ·of the time, yes, I'm familiar with that.
·3· · · · · · Q.· · Do you have an understanding of
·4· ·what LSI has proposed for the construction of
·5· ·recorded waveform?
·6· · · · · · A.· · No.
·7· · · · · · Q.· · Their construction, and I can
·8· ·show it to you if you need to see it, is the
·9· ·sequences of n-bit codewords that are recorded
10· ·as symbols or patterns in a medium.
11· · · · · · A.· · Mm-hmm.
12· · · · · · Q.· · Do you follow that?
13· · · · · · A.· · (Nodding head affirmatively.)
14· · · · · · Q.· · My question for you is in a
15· ·magnetic recording system n-bit codewords have
16· ·encoded data in them, correct?
17· · · · · · A.· · Codewords consist of encoded
18· ·symbols.
19· · · · · · Q.· · What is the difference, in your
20· ·mind, between encoded symbols and encoded
21· ·data?· Because I use the phrase "data" is why
22· ·I am asking.
23· · · · · · A.· · Encoded data is fine.
24· · · · · · Q.· · Okay.· In paragraph 41 you
25· ·wrote in the first sentence (as read):

·1· · · · · · · · · I am informed that the
·2· · · · · · University's expert, Professor
·3· · · · · · McLaughlin, agrees that the, quote --
·4· · · · · · · · · MR. VERDINI:· Strike that, let
·5· · · · · · me start over.
·6· ·BY MR. VERDINI:
·7· · · · · · Q.· · In paragraph 41 of your claim
·8· ·construction declaration you write (as read):
·9· · · · · · · · · I am informed that the
10· · · · · · University's expert, Professor
11· · · · · · McLaughlin, agrees that the word,
12· · · · · · quote, "the" signals that the
13· · · · · · following phrase, quote, "encoded
14· · · · · · waveform," must have an antecedent
15· · · · · · basis in the claim.
16· · · · · · · · · Do you see that?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · Who were you informed by?
19· · · · · · A.· · Mr. Mayle.
20· · · · · · Q.· · Why didn't you just read
21· ·Professor McLaughlin's declaration?
22· · · · · · A.· · At that time I had that page.
23· · · · · · Q.· · So did you read Professor
24· ·McLaughlin's declaration?
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · So why was paragraph 41 started
·2· ·with "I am informed that the university's
·3· ·expert"?· Why didn't you just say I've read
·4· ·Professor McLaughlin's declaration and see X?
·5· · · · · · A.· · Because this is a more precise
·6· ·description of -- I have read it, but it
·7· ·was -- the declaration was accessed through
·8· ·Mr. Mayle.
·9· · · · · · Q.· · So I think you have mentioned
10· ·something about it being more precise.· What
11· ·did you mean when you said that?
12· · · · · · A.· · I mean the declaration was
13· ·being accessed through Mr. Mayle.
14· · · · · · Q.· · What do you mean when you say
15· ·the declaration -- what declaration are you
16· ·referring to?
17· · · · · · A.· · Of professor McLaughlin, page
18· ·46.
19· · · · · · Q.· · Oh, you received that from
20· ·Mr. Mayle, is that what you're saying?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · Did you receive the whole
23· ·declaration from Mr. Mayle?
24· · · · · · A.· · I don't remember whether I
25· ·received the whole declaration at this point



·1· ·or at a later point.
·2· · · · · · Q.· · Do you recall whether you
·3· ·reviewed Professor McLaughlin's entire
·4· ·declaration before you submitted your claim
·5· ·construction declaration?
·6· · · · · · A.· · Before I made the final pass
·7· ·through -- through the document.· Final read
·8· ·through the document, yes.
·9· · · · · · Q.· · Let me ask it this way.· Did
10· ·you review Professor McLaughlin's full
11· ·declaration before you signed your claim
12· ·construction declaration?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · Did you make any changes to
15· ·your declaration, your claim construction
16· ·declaration based on anything you reviewed in
17· ·Professor McLaughlin's full declaration?
18· · · · · · A.· · No.
19· · · · · · Q.· · All right.· Later in paragraph
20· ·41 -- I am going to use the numbers on the
21· ·side there, line 18.
22· · · · · · A.· · Mm-hmm.
23· · · · · · Q.· · You say (as read):
24· · · · · · · · · The claim uses different words
25· · · · · · to mean different things.

·1· · · · · · · · · Why do you say that?
·2· · · · · · A.· · Because for me encoded
·3· ·waveform, I could interpret as encoded
·4· ·symbols, or encoded data, relatively
·5· ·reasonably, plus, minus, NRZ, and NRZI.
·6· ·However, recorded waveform, I don't know what
·7· ·it is.
·8· · · · · · Q.· · You opined that Okada had a
·9· ·recorded waveform, correct?
10· · · · · · A.· · I don't remember recorded
11· ·waveform in Okada.
12· · · · · · Q.· · Okay.· Let's look at exhibit 4
13· ·which is your IPR declaration.· And turn to
14· ·page 40, paragraph 94.· Do you see that?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · And in the second sentence you
17· ·say imposition -- you're discussing Okada
18· ·again, correct?
19· · · · · · A.· · Mm-hmm.
20· · · · · · Q.· · And you say (as read):
21· · · · · · · · · Imposition of the first rule,
22· · · · · · Rule (1), results in a maximum of one
23· · · · · · consecutive transition allowed on
24· · · · · · consecutive clock periods, not just in
25· · · · · · the encoded waveform output from the

·1· · · · · · block converter, but also later in the
·2· · · · · · recorded waveform that is, quote,
·3· · · · · · recorded to an optical disk, end
·4· · · · · · quote, following NRZI modulation.
·5· · · · · · · · · So you knew what recorded
·6· ·waveform meant when you opined that Okada had
·7· ·a recorded waveform, right?
·8· · · · · · A.· · The recorded to an optical disk
·9· ·following an NRZI modulation.
10· · · · · · Q.· · Okay.· You had to know what a
11· ·recorded waveform was to know that Okada had a
12· ·recorded waveform, right?
13· · · · · · A.· · Oh, I am not familiar with
14· ·optical recording, and I don't know whether
15· ·there is such thing as recorded waveform in
16· ·the optical recording.
17· · · · · · Q.· · But you opined that there was,
18· ·in paragraph 94, didn't you?
19· · · · · · A.· · I assumed that there was an
20· ·optical recording, yes.
21· · · · · · Q.· · You just assumed it?
22· · · · · · A.· · Yes.· This entire IPR
23· ·declaration was under certain reasonable
24· ·assumptions.· I thought would be reasonable
25· ·assumptions or interpretation.

·1· · · · · · Q.· · Okay.· Well, then let's go to
·2· ·paragraph 58 in your IPR declaration.· Are you
·3· ·there?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · And in paragraph 143 -- now
·6· ·we're talking about Tsang again, correct?
·7· · · · · · · · · MR. VERDINI:· Page 58,
·8· · · · · · paragraph 143.
·9· · · · · · Q.· · You're describing Tsang again,
10· ·correct?
11· · · · · · A.· · I don't see Tsang in 58.
12· · · · · · Q.· · Page 58, paragraph 143, I'm
13· ·sorry.
14· · · · · · A.· · Page 58, paragraph ... ?
15· · · · · · Q.· · Paragraph 143.· Are you there?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And in paragraph 143 you are
18· ·discussing your opinion on what Tsang
19· ·discloses, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · And in the last sentence -- or
22· ·in the second to the last sentence you say a
23· ·value of j equals 2 ensures that the recorded
24· ·waveform, quote, avoids three or more
25· ·consecutive transitions, end quote.· Correct?



·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · So again you have now
·3· ·identified the recorded waveform in Tsang,
·4· ·right?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · So you knew what the recorded
·7· ·waveform was that was being claimed in the
·8· ·'601 patent to know -- let me finish?
·9· · · · · · A.· · I'm sorry.
10· · · · · · Q.· · -- to know that Tsang disclosed
11· ·it, right?
12· · · · · · A.· · Could you say that again?
13· · · · · · Q.· · Yes.· You had to know --
14· · · · · · · · · MR. VERDINI:· Strike that.
15
16· ·BY MR. VERDINI:
17· · · · · · Q.· · It would be reasonably certain
18· ·what the recorded waveform was that was
19· ·disclosed in the '601 patent to know, or to
20· ·opine, that Tsang disclosed such a recorded
21· ·waveform, right?
22· · · · · · A.· · Yeah, I adopted that
23· ·interpretation.
24· · · · · · Q.· · What was the interpretation
25· ·that you adopted?

·1· · · · · · A.· · That it's -- that the recorded
·2· ·and encoded can differ only if NRZ or NRZI is
·3· ·applied in between.
·4· · · · · · Q.· · And you thought that that was a
·5· ·reasonable interpretation of the claim
·6· ·language, right?
·7· · · · · · A.· · That's reasonable -- that was a
·8· ·reasonable interpretation, yes.
·9· · · · · · Q.· · All right.· So let's go back to
10· ·paragraph 41 of your claim construction
11· ·declaration, which is exhibit 3.· And I think
12· ·we ended up talking about encoded waveform
13· ·because my question asked you on line 18 of
14· ·page 10 you wrote the statement "the claim
15· ·uses different words to mean different
16· ·things."
17· · · · · · · · · Right?
18· · · · · · A.· · There is encoded and recorded.
19· · · · · · Q.· · So what was the basis for you
20· ·to say that the claim uses different words to
21· ·mean different things?· What was your basis
22· ·for that?
23· · · · · · A.· · The encoded and recorded --
24· ·let's see.
25· · · · · · · · · (The witness reviews document.)

·1· · · · · · A.· · I don't think I can say this
·2· ·differently than is here.· "If the encoded
·3· ·waveform was the same as the recorded
·4· ·waveform, then the claim would use the phrase
·5· ·the recorded waveform in step 3."
·6· · · · · · Q.· · Let me ask it a different way.
·7· ·Were you relying on any legal principle
·8· ·provided to you by counsel to say that the
·9· ·claim used different words to mean different
10· ·things?
11· · · · · · A.· · No.
12· · · · · · Q.· · That was your opinion --
13· · · · · · A.· · Yes.
14· · · · · · Q.· · -- based on reading the patent?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · Okay.· all right.· You reviewed
17· ·the file history in connection with rendering
18· ·your claim construction opinions, correct?
19· · · · · · A.· · (Nodding head affirmatively.)
20· · · · · · Q.· · I am going to hand you what has
21· ·been marked as exhibit 6.
22· · · · · · · · · · · · ---
23· · · · · · · · · (Deposition Exhibit 6, excerpt
24· · · · · · of the file history that reflects the
25· · · · · · Office Action dated September 16, 1997

·1· · · · · · was marked for identification)
·2· · · · · · · · · · · · ---
·3· ·BY MR. VERDINI:
·4· · · · · · Q.· · And exhibit 6 is an excerpt of
·5· ·the file history that reflects the Office
·6· ·Action dated September 16, 1997 and then
·7· ·contains the University's response to the
·8· ·Office Action.· Okay?
·9· · · · · · A.· · Mm-hmm.
10· · · · · · Q.· · What did you understand to be
11· ·the rejection that the examiner identified in
12· ·the Office Action?
13· · · · · · A.· · So one of the rejections
14· ·referred to the d-constraint, which also
15· ·limits the number of transitions in this
16· ·Iketani.
17· · · · · · Q.· · And you understand that the
18· ·university responded to that Office Action
19· ·prior to the '601 patent being granted,
20· ·correct?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And if you turn -- I am going
23· ·to use the little numbers on the bottom right.
24· ·If you turn to the page that ends in 745.· Do
25· ·you recognize this as the University's



·1· ·response to the September 16, 1997 Office
·2· ·Action?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · And it runs from 745 to 757,
·5· ·correct?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And that's the entire response,
·8· ·as far as you know?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · All right.· If you would turn
11· ·to the page that's identified as 750.· Do you
12· ·see that?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · The first full paragraph, do
15· ·you understand that to be the University's
16· ·attempt to distinguish the claims of the '601
17· ·patent from Iketani?
18· · · · · · A.· · I need to read this.· Could you
19· ·say that again?
20· · · · · · Q.· · Sure.· Do you understand that
21· ·paragraph to be part of the University's
22· ·response to distinguish Iketani from the
23· ·invention that they were claiming?
24· · · · · · A.· · I understand that this entire
25· ·document is the response?

·1· · · · · · Q.· · Yes.· I am asking you to focus
·2· ·on paragraph 750.
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · The first full paragraph.
·5· · · · · · A.· · Mm-hmm.
·6· · · · · · Q.· · And my question just is as you
·7· ·read that, is that, in your understanding, the
·8· ·University's -- one of the university's
·9· ·arguments to distinguish Iketani from the
10· ·invention of the '601 patent?
11· · · · · · · · · MR. SIPIORA:· Why don't you go
12· · · · · · ahead and take a moment and read it,
13· · · · · · please.
14· · · · · · A.· · Sure.· You mean if it stands
15· ·out of the others, or something?
16· · · · · · Q.· · Yes.· You can read as much of
17· ·the document as you need to.
18· · · · · · · · · (The witness reviews document.)
19· ·BY MR. VERDINI:
20· · · · · · Q.· · Have you finished reading?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · Okay.· I want to direct your
23· ·attention to the middle of that paragraph,
24· ·where it starts with "in sharp contrast to
25· ·Iketani," correct?· At the top.· I'm sorry.  I

·1· ·screwed you up.
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · So let's start at the top.
·4· ·That paragraph starts in sharp contrast to
·5· ·Iketani, the present invention provides, and
·6· ·it goes on to provide the University's
·7· ·description of what the invention provides,
·8· ·correct?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · And in the middle of that
11· ·paragraph it says, in the fifth line down, it
12· ·reads means for imposing a pair of constraints
13· ·(j;k) on the waveform.· Right?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · It doesn't say the recorded
16· ·waveform or the encoded waveform, right?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · And there's only one waveform,
19· ·right?
20· · · · · · A.· · In this paragraph it says "the
21· ·waveform."
22· · · · · · Q.· · Did you consider this paragraph
23· ·when you opined that different words means
24· ·different things?
25· · · · · · A.· · Not this paragraph.

·1· · · · · · Q.· · Doesn't this paragraph provide
·2· ·support for the fact that there is just one
·3· ·waveform that's referred to in the invention?
·4· · · · · · A.· · No.· It's just mention "the
·5· ·waveform."
·6· · · · · · Q.· · Is there more than one waveform
·7· ·in a magnetic system, recording system?
·8· · · · · · A.· · Yes.· Yes, there is encoded --
·9· ·actually I wouldn't call it waveform.· There
10· ·are encoded symbols.· There is a waveform that
11· ·read head produces.· And there is a waveform
12· ·that -- sorry, the write head produces, that
13· ·would be referring to the encoding side, so
14· ·the writing side.
15· · · · · · · · · And then on the reading side
16· ·there is also a waveform which consists of
17· ·series of pulses, where transitions are, which
18· ·would be the read waveform.
19· · · · · · Q.· · And here -- my point here is
20· ·that this paragraph only refers to the means
21· ·for imposing the constraints on "the
22· ·waveform."
23· · · · · · · · · Right?
24· · · · · · A.· · That's what it says, "the
25· ·waveform" in this line.



·1· · · · · · Q.· · And based on your
·2· ·understanding, and having read the prosecution
·3· ·history, the waveform that's being referred to
·4· ·there, is that on the read side or on the
·5· ·write side?
·6· · · · · · · · · MR. VERDINI:· And that's
·7· · · · · · W-R-I-T-E.
·8· · · · · · A.· · It's on the read side.
·9· · · · · · Q.· · It's on the read side?
10· · · · · · A.· · They seem to be concerned with
11· ·read side.· And it says encoded waveform four
12· ·lines down.
13· · · · · · Q.· · So you're saying you imposed
14· ·the pair of constraints on the waveform that's
15· ·on the read side?
16· · · · · · A.· · Yes.· On the -- sorry.· Oh,
17· ·right.· On the write side.· Yes.· The read you
18· ·cannot impose anything.
19· · · · · · Q.· · Okay.
20· · · · · · A.· · I may have switched that a few
21· ·times.
22· · · · · · Q.· · Let's make the record clear.
23· ·The waveform, on page 750 of exhibit 6, it
24· ·says means for imposing a pair of constraints
25· ·on the waveform.· The waveform there, is it on

·1· ·the read side or the write side?
·2· · · · · · A.· · On the write side.
·3· · · · · · Q.· · Let's go back to exhibit 3,
·4· ·which is your claim construction declaration.
·5· ·And we're still on page 10 but now we're going
·6· ·to move to paragraph 42.
·7· · · · · · A.· · Mm-hmm.
·8· · · · · · Q.· · Would you agree that there is
·9· ·nothing in the terms of claim 13 that require
10· ·the steps to be performed sequentially?
11· · · · · · A.· · Which steps?
12· · · · · · Q.· · The steps that are --
13· · · · · · · · · MR. VERDINI:· Well, strike
14· · · · · · that.
15· ·BY MR. VERDINI:
16· · · · · · Q.· · In paragraph 42 you identify
17· ·steps of claim 13, correct?
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And my question to you is:
20· ·there's nothing express in claim 13 that
21· ·requires those steps to be performed in a
22· ·certain order, correct?
23· · · · · · A.· · I have to see the claim 13.
24· ·Usually in encoding order matters.
25· · · · · · · · · (The witness reviews document.)

·1· · · · · · A.· · You need to receive a binary
·2· ·dataword in order to produce anything.
·3· · · · · · · · · (Reporter clarification.)
·4· · · · · · A.· · You need to receive a binary
·5· ·dataword in order to produce a codeword.
·6· · · · · · Q.· · Okay.· Paragraph 42 relates to
·7· ·what you've identified steps 3, 4 and 5,
·8· ·correct?
·9· · · · · · A.· · It refers in 5, starting with
10· ·imposing.
11· · · · · · Q.· · Yes.
12· · · · · · A.· · Generating --
13· · · · · · Q.· · And my question to you is, is
14· ·there anything express in claim 13 that
15· ·requires those steps to be performed in a
16· ·certain sequence?
17· · · · · · A.· · Is there anything in the claim
18· ·that requires?
19· · · · · · Q.· · Correct.
20· · · · · · A.· · A recorded waveform would come
21· ·after encoded waveform, so nothing can happen
22· ·in the recorded -- if we want to understand as
23· ·it was understood in the IPR case, then the
24· ·encoded has to be before recorded.· Which
25· ·would put 3 before 4.

·1· · · · · · Q.· · And that's the way in which you
·2· ·are interpreting the words of the patent,
·3· ·correct?
·4· · · · · · A.· · Not in connection with this
·5· ·declaration.
·6· · · · · · Q.· · Why didn't you interpret the
·7· ·claim that way in connection with -- when you
·8· ·say "this declaration," what declaration were
·9· ·you referring to?
10· · · · · · A.· · The more recent one.
11· · · · · · Q.· · And why do you say that wasn't
12· ·the interpretation that you made in the claim
13· ·construction?
14· · · · · · A.· · Because here I was -- I was
15· ·only looking into definiteness of the claims,
16· ·and in the previous one I adopted certain
17· ·interpretation.
18· · · · · · Q.· · So you construed the claims
19· ·differently when you were trying to find
20· ·whether the prior art anticipated or rendered
21· ·them obvious versus when you were trying to
22· ·determine whether they were definite?
23· · · · · · · · · MR. SIPIORA:· Objection as to
24· · · · · · form.
25· · · · · · A.· · Sorry?



·1· · · · · · · · · MR. SIPIORA:· I just objected
·2· · · · · · as to form.· You can still answer the
·3· · · · · · question.
·4· · · · · · · · · THE WITNESS:· All right.
·5· · · · · · A.· · So there are terms that I had
·6· ·to interpret in order to write the last
·7· ·declaration, and I made some what seemed to me
·8· ·reasonable assumptions.· I was asked to
·9· ·provide opinion about similarity with the
10· ·prior art.· In the more recent declaration I
11· ·only looked in the, whether terms themselves
12· ·are definite or not, regardless of how they
13· ·appear in claims.
14· · · · · · Q.· · When you say -- what do you
15· ·mean regardless of how they appear in the
16· ·claims?
17· · · · · · A.· · So if the claim may be
18· ·indefinite if the -- if it's not clear what
19· ·the term is, but if someone asked me encoded
20· ·and recorded waveform, even if I wasn't aware
21· ·of this entire case, I would have the same
22· ·doubts.
23· · · · · · Q.· · You would have the same?
24· · · · · · A.· · Doubts.
25· · · · · · Q.· · But you didn't have those

·1· ·doubts when you did your IPR declaration; you
·2· ·interpreted --
·3· · · · · · A.· · I did.· I did.· I made -- I
·4· ·adopted a certain interpretation.
·5· · · · · · Q.· · You adopted it assuming that it
·6· ·was correct, right?
·7· · · · · · A.· · I adopted it assuming that it
·8· ·can be correct, yes.
·9· · · · · · Q.· · Is it your opinion, in
10· ·connection with paragraph 42, that the
11· ·imposing step has to be done at one place in
12· ·the system and nowhere else?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · You don't believe that the
15· ·constraint could be imposed by multiple
16· ·components in the system?
17· · · · · · A.· · Well, it depends how you define
18· ·a component.· It's imposed in the encoder.
19· · · · · · Q.· · How would you define the
20· ·component -- what are the options of the
21· ·components that could make up the encoder, in
22· ·your opinion?
23· · · · · · A.· · So I consider encoder a
24· ·component of the system.
25· · · · · · Q.· · Okay.

·1· · · · · · A.· · And that's the place where
·2· ·constraints are imposed.
·3· · · · · · Q.· · What would you identify as --
·4· ·there are components of the encoder?
·5· · · · · · A.· · In some realizations there can
·6· ·be components of the encoders.
·7· · · · · · Q.· · In those instances can you
·8· ·identify for me what the components of the
·9· ·encoder would be?
10· · · · · · A.· · A component would be component
11· ·which maps M into N, so that's sort of a
12· ·minimum component.· And then there can be
13· ·another component which would then worry how
14· ·to string these n-bit sequences, so that the
15· ·constraint is also satisfied in the sequence
16· ·of n-bit strings.
17· · · · · · Q.· · The sequence that is encoded is
18· ·the same that is recorded, is that correct?
19· · · · · · A.· · So when you say the sequence
20· ·that is encoded, we take M, as in Mary, bits,
21· ·and we encode them into N, Nancy, and
22· ·something corresponding to this N will be
23· ·eventually recorded.
24· · · · · · · · · So M are encoded -- M, as in
25· ·Mary, are encoded, and N are -- eventually

·1· ·something corresponding to the N will be
·2· ·encoded.
·3· · · · · · Q.· · What is the "something" that is
·4· ·recorded?
·5· · · · · · A.· · If it's magnetic recording it
·6· ·would be the strings of little magnets and how
·7· ·that corresponds to the sequence depends on
·8· ·whether NRZ or NRZI is used.
·9· · · · · · Q.· · If the constraint is imposed on
10· ·the encoded sequence -- that's what you said,
11· ·correct?· That the imposition of the
12· ·constraint is on the encoded data?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · Is it fair to say then that the
15· ·constraint is also imposed when that data is
16· ·recorded?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · Because if it wasn't, it would
19· ·defeat the purpose of having the constraint,
20· ·right?
21· · · · · · A.· · Yes.· Some counterpart to that
22· ·constraint.· It depends on the modulation that
23· ·is imposed, yes.· Exactly.
24· · · · · · Q.· · Let's go to paragraph 43.
25· · · · · · A.· · That's before --



·1· · · · · · Q.· · Page 11.
·2· · · · · · A.· · That's just next page.
·3· · · · · · Q.· · Yes.· In paragraph 43 you say
·4· ·consideration of claims other than claim 13
·5· ·bolster your opinion that the encoded waveform
·6· ·is indefinite.· Correct?
·7· · · · · · A.· · Which line are you reading?
·8· · · · · · Q.· · The first sentence of paragraph
·9· ·43.
10· · · · · · · · · (The witness reviews document.)
11· ·BY MR. VERDINI:
12· · · · · · Q.· · Have you read the paragraph?
13· · · · · · A.· · Yes, I have.
14· · · · · · Q.· · All right.· So in paragraph 43
15· ·you say that consideration of claims other
16· ·than claim 13 bolster your opinion that
17· ·encoded waveform is indefinite, correct?
18· · · · · · A.· · Yes.
19· · · · · · Q.· · Is that fair?
20· · · · · · A.· · Mm-hmm.
21· · · · · · Q.· · And one of the claims that you
22· ·identify is claim 18, correct?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · Exhibit 1 is the patent.· If
25· ·you would look at claim 18.· It's on the very

·1· ·last page, claim 18 is.
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · While you're reading claim 18,
·4· ·the question is:· does claim 18 say in express
·5· ·terms that it's imposing any constraints?
·6· · · · · · · · · (The witness reviews document.)
·7· · · · · · A.· · Claim 18 relies on claim 14 and
·8· ·then also removes binary words that contain
·9· ·more than j consecutive 1's.
10· · · · · · Q.· · So in your opinion that is the
11· ·imposition of the j and k-constraint as you
12· ·understand it as claimed in the '601 patent?
13· · · · · · A.· · The -- yes.· Or at least part
14· ·of it.
15· · · · · · Q.· · Why do you say part of it?
16· · · · · · A.· · Because it relies on claim 14.
17· · · · · · Q.· · Okay.· So then going back to
18· ·paragraph 43 of your exhibit.· You say that
19· ·claim 18 -- let me do it this way.
20· · · · · · · · · In paragraph 43, in the last
21· ·sentence you say (as read):
22· · · · · · · · · This is consistent with my
23· · · · · · conclusion about the distinction
24· · · · · · between the recorded waveform and the
25· · · · · · encoded waveform in claim 13.

·1· · · · · · · · · When you say "this" what is it
·2· ·that you are referring to?
·3· · · · · · A.· · Because, now to the best of my
·4· ·recollection, is that in 13 you're mapping M
·5· ·into N, and calling this N encoded.· And in 18
·6· ·you are doing some additional things before
·7· ·recording.· So is now encoded where claim 13
·8· ·stops, or would you call encoded where claim
·9· ·18 stops after which recording happens.
10· · · · · · Q.· · So you have claim 18 in front
11· ·of you.
12· · · · · · A.· · Yes, I can get it.
13· · · · · · Q.· · What are the additional things
14· ·that you have just testified about in claim
15· ·18?
16· · · · · · A.· · These are these paragraphs in
17· ·indentation.· Removing binary words, removing,
18· ·removing -- yeah.
19· · · · · · Q.· · Did why did you describe those
20· ·as additional things?
21· · · · · · A.· · Because that's what it does.
22· ·It removes binary words that contain more than
23· ·j consecutive 1's.
24· · · · · · Q.· · In addition to what are you
25· ·referring to?

·1· · · · · · A.· · The previous claims.
·2· · · · · · Q.· · 14 and 13?
·3· · · · · · A.· · Yeah.
·4· · · · · · Q.· · And so how does that support
·5· ·that there's some difference between the
·6· ·recorded waveform and the encoded waveform?
·7· · · · · · A.· · So in the claim 13 the encoded
·8· ·waveform refers to a certain step, and then
·9· ·some other encoding like operations happen,
10· ·and then the recording happens.· So is the
11· ·encoded waveform before 18 or -- before these
12· ·removing, or after.
13· · · · · · Q.· · So can you answer your own
14· ·question?· So is it before or after --
15· · · · · · · · · MR. VERDINI:· Strike that.
16· ·BY MR. VERDINI:
17· · · · · · Q.· · In paragraph 44 of your
18· ·declaration, your claim construction
19· ·declaration, that is, page 11, in the third
20· ·sentence of paragraph 44 you say (as read):
21· · · · · · · · · In addition, the phrase encoded
22· · · · · · waveform has no standard or
23· · · · · · industry-specific definition.
24· · · · · · · · · Correct?
25· · · · · · A.· · Yes.



·1· · · · · · Q.· · What investigation, if any, did
·2· ·you do in forming your opinion that encoded
·3· ·waveform has no standard or industry-specific
·4· ·definition?
·5· · · · · · A.· · I don't remember ever using
·6· ·before these patents encoded and recorded
·7· ·waveform.
·8· · · · · · Q.· · You are referring to your use?
·9· · · · · · A.· · Using or seeing before --
10· · · · · · Q.· · Okay.
11· · · · · · A.· · -- this case.
12· · · · · · Q.· · Are you familiar with MATLAB?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · Is it something that you use?
15· · · · · · A.· · No, but I'm familiar with it.
16· · · · · · Q.· · And what is it?
17· · · · · · A.· · It's a program for computation.
18· · · · · · Q.· · And is it used in data coding
19· ·field?
20· · · · · · A.· · No, that's a computer
21· ·programming, which people refer as coding, but
22· ·it's not error correction coding.· It's
23· ·programming, MATLAB.
24· · · · · · Q.· · Is it --
25· · · · · · A.· · Sometimes I have people in my

·1· ·class thinking they're programming, but it's
·2· ·coding.
·3· · · · · · Q.· · Say that again?
·4· · · · · · A.· · Sometimes people register for
·5· ·my coding class thinking they would use MATLAB
·6· ·or programming, which is not coding.· So they
·7· ·call coding programming, which is not this
·8· ·coding.
·9· · · · · · Q.· · Got it.· Can you use MATLAB to
10· ·simulate what's done in data coding?
11· · · · · · A.· · Yes I believe so.· I haven't,
12· ·but I believe you can.
13· · · · · · Q.· · I am going to show you what has
14· ·been marked as exhibit 7.
15· · · · · · · · · · · · ---
16· · · · · · · · · (Deposition Exhibit 7, printout
17· · · · · · from www.mathworks.com referring to a
18· · · · · · Manchester receiver was marked for
19· · · · · · identification)
20· · · · · · · · · · · · ---
21· ·BY MR. VERDINI:
22· · · · · · Q.· · Exhibit 7 is a printout from
23· ·www.mathworks.com referring to a Manchester
24· ·receiver.· Do you see that?
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · Do you know what a Manchester
·2· ·receiver is?
·3· · · · · · A.· · No.
·4· · · · · · Q.· · You've never heard that before?
·5· · · · · · A.· · No.
·6· · · · · · Q.· · Under the encoding section,
·7· ·before the table --
·8· · · · · · A.· · Uh-huh.
·9· · · · · · Q.· · -- you would agree that the
10· ·author of this uses the phrase in the table
11· ·encoded waveform, correct?
12· · · · · · A.· · Yes, I can see that.
13· · · · · · Q.· · And would you agree that the
14· ·encoded waveform is a continuous signal?
15· · · · · · A.· · It's a signal in time.· This
16· ·may be -- this continues points, these
17· ·squares.· That's mathematical precision.
18· · · · · · · · · MR. SIPIORA:· I'm just going to
19· · · · · · note for the record this document
20· · · · · · doesn't appear to be in any of the
21· · · · · · intrinsic record that we've been
22· · · · · · provided previous to this, so to the
23· · · · · · extent you try to bring this in
24· · · · · · through this testimony we're going to
25· · · · · · move to strike.· We're just objecting

·1· · · · · · to the use of this exhibit and any
·2· · · · · · questioning around it.· Just so you
·3· · · · · · know that.· If you try to reuse it
·4· · · · · · we'll move to strike.
·5· · · · · · · · · MR. VERDINI:· Objection noted,
·6· · · · · · and we will respond if you do.
·7· ·BY MR. VERDINI:
·8· · · · · · Q.· · Let me show you what's been --
·9· ·what we will mark as exhibit 8.
10· · · · · · · · · · · · ---
11· · · · · · · · · (Deposition Exhibit 8,
12· · · · · · U.S. patent number 5,608,397 was
13· · · · · · marked for identification)
14· · · · · · · · · · · · ---
15· ·BY MR. VERDINI:
16· · · · · · Q.· · Do you recognize exhibit 8?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · Exhibit 8 is U.S. patent number
19· ·5,608,397, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · And you are the sole named
22· ·inventor, right?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · If you turn to column 1 of the
25· ·patent?



·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · So we are in column 1.· If you
·3· ·go down to line, approximately, 23.
·4· · · · · · A.· · Oh, sorry, that's a different
·5· ·page.
·6· · · · · · Q.· · Yes.· Column 1 of the patent.
·7· ·Are you there?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · So if you go to line,
10· ·approximately, 23, the patent reads (as read):
11· · · · · · · · · Error correcting codes
12· · · · · · introduce additional symbols to a
13· · · · · · signal, paren, e.g. to a digital
14· · · · · · representing compressed information,
15· · · · · · end paren, to form an encoded signal.
16· · · · · · · · · Do you see that?
17· · · · · · A.· · Yes.
18· · · · · · Q.· · And what do you mean -- what
19· ·were you referring to when you wrote encoded
20· ·signal?
21· · · · · · A.· · The sequence -- additional
22· ·symbols, the encoded signal is a redundant or
23· ·encoded version of the original symbols.· So
24· ·the original symbols and then additional
25· ·symbols are added.· Actually it's more like a

·1· ·map from N to M, to form an encoded set of
·2· ·symbols.
·3· · · · · · Q.· · Why do you call it a signal if
·4· ·it's just symbols?
·5· · · · · · A.· · That -- I don't know why we
·6· ·called it signal at that point.· I think it
·7· ·could be either way.
·8· · · · · · Q.· · Either way, meaning what?· It
·9· ·could be a --
10· · · · · · A.· · It could be symbols and it
11· ·could be -- yeah, it could be signal.
12· · · · · · Q.· · Your testimony is that you're
13· ·using those two terms interchangeably?
14· · · · · · A.· · I don't remember, this patent
15· ·was 25 years ago, but it does appear from this
16· ·sentence that they're used interchangeably.
17· · · · · · Q.· · And if you go down to line 32,
18· ·you write (as read):
19· · · · · · · · · The encoded signal, comma,
20· · · · · · comprising the codewords, comma, may
21· · · · · · then be either transmitted over the
22· · · · · · communications channel or recorded on
23· · · · · · a medium.· Correct?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · So the encoded signal, as you

·1· ·wrote, is recorded, correct?
·2· · · · · · A.· · Can be recorded.
·3· · · · · · Q.· · Is there an instance when it's
·4· ·not recorded?
·5· · · · · · A.· · It can be transmitted.· It can
·6· ·be preceded by an NRZI.
·7· · · · · · Q.· · In connection with a magnetic
·8· ·recording, it's recorded on a medium, the
·9· ·encoded signal, correct?
10· · · · · · A.· · Unless it's preceded by NRZI.
11· · · · · · Q.· · What happens if it's preceded
12· ·by NRZI?
13· · · · · · A.· · You change -- what's recorded
14· ·on the medium is, there is a recorded pattern
15· ·on the medium.
16· · · · · · Q.· · But it's a one-on-one
17· ·correspondence between what was NRZ into NRZI,
18· ·right?
19· · · · · · A.· · There is a correspondence, yes.
20· · · · · · Q.· · And in column 2 of your patent
21· ·you are -- at line 8 --
22· · · · · · A.· · Yes.
23· · · · · · Q.· · -- you are describing the
24· ·background of the invention that you are
25· ·describing here as being applicable to

·1· ·magnetic recording, correct?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · All right.· The last paragraph
·4· ·in this section, paragraph 45 of your claim
·5· ·construction declaration.· So we're going back
·6· ·to exhibit 3.
·7· · · · · · A.· · Mm-hmm.· Oh, sorry.
·8· · · · · · Q.· · That's okay.
·9· · · · · · A.· · 45 you said?· Or 43?
10· · · · · · Q.· · Correct.· Paragraph 45.
11· · · · · · A.· · 45, yes.
12· · · · · · Q.· · I'm now over to page 12 of
13· ·paragraph 45.· So it goes to the next page.
14· ·At line 2 you say binary codewords are not a
15· ·waveform.· Correct?
16· · · · · · A.· · Binary codewords are not a
17· ·waveform, yes.
18· · · · · · Q.· · If you turn to the IPR
19· ·declaration, exhibit 4.· Page 40, paragraph
20· ·94.
21· · · · · · A.· · Yes.
22· · · · · · Q.· · Your opinion is that the output
23· ·from the block converter is the encoded
24· ·waveform in Okada.· Correct?
25· · · · · · A.· · Correct.



·1· · · · · · Q.· · What is the output of the
·2· ·converter?
·3· · · · · · A.· · It's output strings of bits.
·4· · · · · · Q.· · Isn't that inconsistent with
·5· ·saying in your claim construction declaration
·6· ·that binary codewords are not a waveform?
·7· · · · · · A.· · Binary codewords mathematically
·8· ·are not a waveform.· This is the
·9· ·interpretation I adopted for the IPR.
10· · · · · · Q.· · And again in the IPR you were
11· ·intending to be truthful and accurate in your
12· ·interpretation of the claims of the '601
13· ·patent, right?
14· · · · · · A.· · That's correct.
15· · · · · · Q.· · Okay.
16· · · · · · · · · MR. VERDINI:· Let's go off the
17· · · · · · record.
18· · · · · · ·(Lunch recess taken at 12:25 p.m.)
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·1· · · · ·A F T E R N O O N· · S E S S I O N
·2· · · · · · · · · · (1:32 p.m.)
·3· · · · · · · · · · · · _ _ _
·4
·5· ·E M I N A· ·S O L J A N I N,
·6· · · · resumed as a witness, having been
·7· · · · previously sworn by the Notary Public,
·8· · · · was examined and testified further as
·9· · · · follows:
10· ·EXAMINATION BY
11· ·MR. VERDINI:
12· · · · · · Q.· · Welcome back from the lunch
13· ·break.· Did you talk to counsel during the
14· ·break about your testimony?
15· · · · · · · · · MR. SIPIORA:· Objection and
16· · · · · · instruct not to answer based on work
17· · · · · · product.
18· · · · · · · · · (Instruction not to answer.)
19· ·BY MR. VERDINI:
20· · · · · · Q.· · And you're going to obey your
21· ·counsel's instruction on work product basis,
22· ·correct?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · Before we broke, I had one last
25· ·question I wanted to ask you.· You testified

·1· ·that binary codewords mathematically are not a
·2· ·waveform and that's the interpretation that
·3· ·you adopted for the IPR, is that an accurate
·4· ·statement of your testimony?
·5· · · · · · A.· · That is not the
·6· ·interpretation -- that is why it's confusing,
·7· ·in the later -- in the this year declaration.
·8· ·For IPR I considered them the encoded
·9· ·waveform.
10· · · · · · Q.· · And that's different than what
11· ·you stated in the claim construction
12· ·declaration where you say binary codewords are
13· ·not a waveform, right?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · All right.· Let's move to
16· ·exhibit 3, which is your claim construction
17· ·declaration.· Before we move there.· You
18· ·haven't submitted any supplemental
19· ·declarations in the IPR, have you?
20· · · · · · A.· · Not that I remember.
21· · · · · · Q.· · And you haven't amended your
22· ·opinions in any way in the IPR, is that
23· ·correct?
24· · · · · · A.· · Not that I remember, no.
25· · · · · · Q.· · And sitting here today you

·1· ·still believe your opinions in the IPR
·2· ·declaration are accurate, correct?
·3· · · · · · A.· · About the existence of prior
·4· ·art, yes.
·5· · · · · · Q.· · And the way in which you
·6· ·interpreted the '601 patent, correct?
·7· · · · · · A.· · That was an interpretation
·8· ·there.
·9· · · · · · Q.· · Okay.· All right.· Let's move
10· ·to exhibit 3, page 12.· We're moving now on to
11· ·the claim phrase "generating no more than j
12· ·consecutive transitions of said sequence in
13· ·the recorded waveform such that j is greater
14· ·than or equal to 2."
15· · · · · · · · · Okay?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And it's your opinion that that
18· ·phrase is indefinite, is that correct?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · In the IPR declaration were you
21· ·reasonably certain what that phrase meant?
22· · · · · · A.· · I had an interpretation -- a
23· ·possible interpretation there that I followed.
24· · · · · · Q.· · Was that a reasonably certain
25· ·interpretation?



·1· · · · · · A.· · It was a reasonable
·2· ·interpretation.· I had doubts.
·3· · · · · · Q.· · Was it reasonably certain?
·4· · · · · · A.· · Does that have some other
·5· ·meaning?
·6· · · · · · Q.· · I'm just using the term
·7· ·reasonably -- do you have an interpretation of
·8· ·what reasonably certain means?
·9· · · · · · A.· · Because I hear there's
10· ·reasonable doubts on TV.
11· · · · · · Q.· · That's criminal trial.· We're
12· ·not there.· What does the term reasonably
13· ·certain mean to you?
14· · · · · · A.· · So I had an interpretation
15· ·which I thought was reasonable, and I thought
16· ·there were other interpretations.
17· · · · · · Q.· · Okay.· Does that make your
18· ·interpretation for you reasonably certain in
19· ·the IPR declaration?
20· · · · · · A.· · Well, if -- (Pause.)· The
21· ·interpretation I thought was reasonable.· The
22· ·possibility of other interpretations were
23· ·there.· Then no, because the probability --
24· ·no.
25· · · · · · Q.· · You were not reasonably

·1· ·certain?
·2· · · · · · A.· · (Nodding head affirmatively.)
·3· · · · · · Q.· · So then why did you give your
·4· ·opinions in the IPR declaration if you weren't
·5· ·reasonably certain what the '601 patent meant?
·6· · · · · · A.· · I had an interpretation which I
·7· ·thought was reasonable.
·8· · · · · · Q.· · I didn't ask -- that's not the
·9· ·question I asked.· I said why did you provide
10· ·opinions under oath in the IPR declaration if
11· ·you were uncertain as to what the '601 patent
12· ·meant?
13· · · · · · · · · MR. SIPIORA:· Objection as to
14· · · · · · form.
15· · · · · · A.· · Because I --
16· · · · · · · · · MR. SIPIORA:· Objection as to
17· · · · · · form.· Misstates testimony.· Go ahead.
18· · · · · · A.· · Yeah, because I thought that my
19· ·interpretation was reasonable, and assuming my
20· ·interpretation I thought I could proceed.
21· · · · · · Q.· · In your mind, does the fact
22· ·that a claim term could have multiple
23· ·interpretation make it not reasonably certain?
24· · · · · · A.· · If I associate some kind of
25· ·percentage to reasonably certain, then the --

·1· ·just the existence of multiple interpretations
·2· ·makes it not reasonably certain.
·3· · · · · · Q.· · Is that the standard that you
·4· ·applied in your claim construction
·5· ·declaration?
·6· · · · · · A.· · For which ...
·7· · · · · · Q.· · Your claim construction
·8· ·declaration.
·9· · · · · · A.· · In ...
10· · · · · · Q.· · Is that the definition of
11· ·reasonably certain that you applied in your
12· ·claim construction declaration when you
13· ·opined --
14· · · · · · A.· · That is the most recent
15· ·declaration?
16· · · · · · Q.· · Correct.
17· · · · · · A.· · Yes.
18· · · · · · Q.· · That's the definition?· You had
19· ·multiple interpretations, it wasn't reasonably
20· ·certain, is that your testimony?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · All right.· So now let's move
23· ·to generating no more than j consecutive
24· ·transitions of said sequence in the recorded
25· ·waveform such that j is greater than or equal

·1· ·to 0.
·2· · · · · · · · · Your opinion in the claim
·3· ·construction declaration is that that phrase
·4· ·is indefinite, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · And in the IPR declaration you
·7· ·identified in Okada where that reference
·8· ·discloses a generating no more than j
·9· ·consecutive transitions of said sequence in
10· ·the recorded waveform such that j is greater
11· ·than or equal to 2, correct?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · And you did that without
14· ·opining that there was any construction that
15· ·was necessary for this claim phrase, correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And you didn't anywhere in your
18· ·IPR declaration mention that you weren't
19· ·reasonably certain as to what generating no
20· ·more than j consecutive transitions of said
21· ·sequence in the recorded waveform such that j
22· ·is greater than 2 meant, right?
23· · · · · · A.· · I did not consider reasonable
24· ·certainty.· Only reasonable interpretation of
25· ·text.



·1· · · · · · Q.· · And my question is:· you did
·2· ·not state anywhere in the IPR declaration that
·3· ·you were not reasonably certain what that
·4· ·claim phrase meant, correct?
·5· · · · · · A.· · As far as I remember that was a
·6· ·year ago declaration.
·7· · · · · · Q.· · And as far as you remember it's
·8· ·not in there, right?
·9· · · · · · A.· · If I remember correctly, it's
10· ·not there, yeah.
11· · · · · · Q.· · And you have it in front of you
12· ·if you want to check, but --
13· · · · · · A.· · Yes.· It's just little bit
14· ·long, but yeah.
15· · · · · · Q.· · So let's go to exhibit 4, which
16· ·is your IPR declaration.· If you would turn to
17· ·page 40.· And on page 40 there's a section 5
18· ·that you've identified as claim 1[E], correct?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And in that claim 1[E] there is
21· ·a reference -- the claim phrase that you are
22· ·opining on is said sequences generating no
23· ·more than j consecutive transitions in the
24· ·recorded waveform such that j is an integer
25· ·equal to or greater than 2, correct?

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · And that's slightly different
·3· ·wording than claim 13, isn't it?
·4· · · · · · A.· · Let me just check.
·5· · · · · · · · · (The witness reviews document.)
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And in paragraph 94 you
·8· ·describe what you call Rule (1) that's
·9· ·disclosed in Okada, correct?
10· · · · · · A.· · Yes.
11· · · · · · Q.· · And if you turn to page --
12· ·let's start on the bottom of page 40.· You say
13· ·(as read):
14· · · · · · · · · Imposition of the first rule,
15· · · · · · Rule (1), results in a maximum of one
16· · · · · · consecutive transition allowed on
17· · · · · · consecutive clock periods, not just in
18· · · · · · the encoded waveform output from the
19· · · · · · block converter, but also later in the
20· · · · · · recorded waveform that is, quote,
21· · · · · · recorded to an optical disk following
22· · · · · · NRZI modulation.· Correct?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · And based on that analysis you
25· ·concluded that Okada discloses that there is

·1· ·no more than two consecutive transitions in
·2· ·the recorded waveform, right?
·3· · · · · · A.· · Yes.
·4· · · · · · Q.· · And in your opinion does that
·5· ·Rule (1) meet the claim limitation?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And then in paragraph 95 you
·8· ·say (as read):
·9· · · · · · · · · Similarly, imposition of Rule
10· · · · · · (2) results in a maximum of two
11· · · · · · consecutive transitions allowed on
12· · · · · · consecutive clock periods, both in the
13· · · · · · encoded waveform before NRZI
14· · · · · · modulation, paren, as seen in tables 8
15· · · · · · and 9, and in the recorded waveform
16· · · · · · after NRZI modulation, paren, as shown
17· · · · · · in Exhibit 1011.
18· · · · · · · · · Correct?
19· · · · · · A.· · That's what it says, yes.
20· · · · · · Q.· · And you conclude that that
21· ·Okada, Rule(2), illustrates that there are no
22· ·more than exactly two consecutive transitions
23· ·in the recorded waveform following NRZI
24· ·modulation, correct?
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · And in doing so you are opining
·2· ·that Okada discloses the said sequences
·3· ·generating no more than j consecutive
·4· ·transitions claim phrase, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · Turn to page 46 of your IPR
·7· ·declaration.· And in paragraph 110 am I
·8· ·correct that to opine that Okada discloses the
·9· ·way in which the generating no more than j
10· ·consecutive transitions phrase is used in
11· ·claim 13, all you did was incorporate your
12· ·analysis of the claim element as it appears in
13· ·claim 1?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · And again you opine that Okada
16· ·discloses the generation of no more than two
17· ·consecutive transitions in the recorded
18· ·waveform as required in claim 13[E] as you've
19· ·identified it on page 46, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · Now go back to your claim
22· ·construction declaration, and page 12 at
23· ·paragraph 48.· Do you see that?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · Are you there?



·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · In paragraph 48 is it the case
·3· ·that you are relying on the differences in
·4· ·claim 13 and claim 1 to support your opinion
·5· ·that the generating no more than j consecutive
·6· ·transitions phrase is indefinite?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · How is that consistent with
·9· ·your opinion in the IPR declaration whereby
10· ·you identify no differences in claim 13 and
11· ·claim 1 that were relevant to your opinion?
12· · · · · · A.· · I believe that in IPR I wasn't
13· ·aware of the level of the difference between
14· ·13 and 1.
15· · · · · · Q.· · Why weren't you aware of the
16· ·difference when you submitted your IPR
17· ·declaration?
18· · · · · · A.· · That was to the best of my
19· ·knowledge at the moment.
20· · · · · · Q.· · So what knowledge did you gain
21· ·between your IPR declaration and your claim
22· ·construction declaration -- let me finish --
23· ·when the patent's words never changed?
24· · · · · · A.· · Patent's words never changed.
25· ·It's my reading that understood -- I

·1· ·understood better.
·2· · · · · · Q.· · Why did you understand better?
·3· ·What did you do between -- let me ask it this
·4· ·way.
·5· · · · · · · · · What did you do between your
·6· ·IPR declaration and your claim construction
·7· ·declaration that allowed you -- or that gave
·8· ·you a better understanding?
·9· · · · · · A.· · Read over once again.
10· · · · · · Q.· · How many times did you read
11· ·over once again between the time that you did
12· ·your IPR declaration and your claim
13· ·construction declaration?
14· · · · · · A.· · Within that year?· Several
15· ·times, probably.
16· · · · · · Q.· · How many is several?
17· · · · · · A.· · Four, five.
18· · · · · · Q.· · How many times did you talk to
19· ·counsel between your IPR declaration and your
20· ·claim construction declaration?
21· · · · · · A.· · Actually, from the -- I don't
22· ·remember.· There was some period that we did
23· ·not talk.
24· · · · · · Q.· · But how many times?· Not the
25· ·period, but how many times?

·1· · · · · · A.· · I wouldn't be able to say
·2· ·without looking at my calendar.
·3· · · · · · Q.· · More than ten?
·4· · · · · · A.· · No.
·5· · · · · · Q.· · More than five?
·6· · · · · · A.· · Probably not more than five.
·7· · · · · · Q.· · Did you contact counsel when
·8· ·you had a new understanding of the claim terms
·9· ·in the patent?
10· · · · · · A.· · No.
11· · · · · · Q.· · Did counsel contact you?
12· · · · · · A.· · Not in connection with this
13· ·particular interpretation.
14· · · · · · Q.· · What do you mean by "this
15· ·particular interpretation"?
16· · · · · · A.· · I mean I had contacts, but they
17· ·were not let's discuss paragraph 48, or ...
18· · · · · · Q.· · My question is you testified
19· ·that you, in reading between the IPR
20· ·declaration and the claim construction
21· ·declaration you had a new interpretation of
22· ·the patent, right?
23· · · · · · A.· · Yes.
24· · · · · · Q.· · When you had that new
25· ·interpretation of the patent did you reach out

·1· ·to counsel?
·2· · · · · · A.· · No.
·3· · · · · · Q.· · How did that get communicated,
·4· ·that you had a new interpretation of the
·5· ·patent?
·6· · · · · · A.· · Later I was asked to provide
·7· ·opinion about -- what was this called?
·8· ·Definiteness of the claims.· So that was a
·9· ·general question.
10· · · · · · Q.· · And after you were asked that
11· ·question, is that when you formed a different
12· ·opinion on what the claim terms meant in the
13· ·'601 patent?
14· · · · · · A.· · After I was asked that question
15· ·I looked into a number of -- I looked over all
16· ·the claims, actually, and then whatever I
17· ·adopted as a possible interpretation that had
18· ·other possible interpretations, I tried to
19· ·address.
20· · · · · · Q.· · And that's how you came to your
21· ·opinion on indefiniteness?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · Let's go back to your IPR
24· ·declaration.· In paragraph 95, that's your
25· ·opinion as to how Rule (2) of Okada discloses



·1· ·the said sequences generating no more than j
·2· ·consecutive transition phrase that you've
·3· ·identified as claim 1[E], correct?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · Take your time and read
·6· ·paragraph 95.· And if you need Okada, I have
·7· ·it, I can give it to you.
·8· · · · · · · · · My question is:· would you
·9· ·agree that if transitions is defined as a
10· ·switch from a binary 1 to a binary 0, or vice
11· ·versa, Okada would not have two consecutive
12· ·transitions?
13· · · · · · A.· · That I don't remember at this
14· ·point, because it took lots of work actually
15· ·to look into Okada and write everything down
16· ·and realize that yes, and write this
17· ·paragraph.
18· · · · · · Q.· · I am asking you a hypothetical.
19· ·Assume that "transitions" is defined as a
20· ·switch from a binary 1 to a binary 0 or vice
21· ·versa.· Looking at paragraph 95 in your
22· ·analysis, and in the IPR declaration, if
23· ·that's the definition of "transitions" how
24· ·many consecutive transitions does Okada Rule
25· ·(2) disclose?

·1· · · · · · A.· · So that was my assumption, not
·2· ·hypothetical, that transitions are from 0 to
·3· ·1, and 1 to 0.
·4· · · · · · Q.· · Okay.
·5· · · · · · A.· · And after going through Okada
·6· ·patent and writing tables of sequences,
·7· ·et cetera, I wrote what is in here.· So I
·8· ·didn't make that as a hypothesis, but that was
·9· ·the assumption.
10· · · · · · Q.· · Looking at paragraph 95, am I
11· ·correct that you were counting consecutive 1's
12· ·as consecutive transitions to --
13· · · · · · A.· · In NRZI, yes.
14· · · · · · Q.· · Yes.
15· · · · · · · · · -- to conclude that there are
16· ·no more than exactly two consecutive
17· ·transitions disclosed in Okada, is that
18· ·correct?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · You not only opined in the IPR
21· ·declaration that Okada discloses the said
22· ·sequences generating no more than j
23· ·consecutive transitions in claim 13; you did
24· ·the same thing with regard to the Tsang
25· ·reference, right?

·1· · · · · · A.· · I didn't get that.
·2· · · · · · Q.· · Let me just direct you.· Turn
·3· ·to paragraph 143 of your declaration.· IPR
·4· ·declaration.
·5· · · · · · A.· · Mm-hmm.
·6· · · · · · Q.· · That's on page 58.· Are you
·7· ·there?
·8· · · · · · A.· · Mm-hmm.
·9· · · · · · Q.· · And in paragraph 143 you opine
10· ·that Tsang discloses apparatuses having an
11· ·MTR("j"), end paren, value of 2.· And a value
12· ·of j equals 2 ensures that the recorded
13· ·waveform, quote, avoids three or more
14· ·consecutive transitions.· Correct?
15· · · · · · A.· · If the value of j -- if there
16· ·are --· let's see.
17· · · · · · · · · (The witness reviews document.)
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And then in paragraph 162,
20· ·again you just incorporate your analysis as to
21· ·claim element 1[E] to opine that claim element
22· ·13[E], which is the generating no more than j
23· ·consecutive transitions of said sequence in
24· ·the recorded waveform such that j is greater
25· ·than 2, is disclosed in Tsang, correct?

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · So in the IPR declaration you
·3· ·concluded and opine that Okada and Tsang
·4· ·disclosed the generating no more than j
·5· ·consecutive transitions of said sequence in
·6· ·the recorded waveform such that j is greater
·7· ·than 2 as claimed in claim 13, correct?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · And to determine that you had
10· ·to be reasonably certain what it meant to
11· ·generate no more than j consecutive
12· ·transitions of said sequence in the recorded
13· ·waveform such that j is greater than 2 as
14· ·claimed in claim 13, right?
15· · · · · · · · · MR. SIPIORA:· Objection as to
16· · · · · · form.
17· ·BY MR. VERDINI:
18· · · · · · Q.· · J is greater than or equal to
19· ·2, right?
20· · · · · · · · · MR. SIPIORA:· Objection as to
21· · · · · · form.
22· · · · · · A.· · Under the interpretation I
23· ·adopted, that's correct.
24· · · · · · Q.· · And you stand by that
25· ·interpretation, right?



·1· · · · · · A.· · That was the interpretation I
·2· ·had -- I adopted throughout the IPR.
·3· · · · · · Q.· · And my question is do you stand
·4· ·by that interpretation?
·5· · · · · · A.· · The --
·6· · · · · · · · · MR. SIPIORA:· Objection as to
·7· · · · · · form.
·8· · · · · · A.· · What does it mean to stand by?
·9· ·I mean that was what I adopted, and there were
10· ·other possibilities.
11· · · · · · Q.· · My question then -- I'll ask it
12· ·a different way.· You're not disavowing that
13· ·opinion in today's deposition, are you?
14· · · · · · A.· · I am not disavowing that
15· ·opinion as a possible interpretation.
16· · · · · · Q.· · Let's go back to exhibit 3, and
17· ·we're going to go to page 13, which is, and I
18· ·want to -- we're going to do the second half
19· ·of paragraph 48.· Right at the top.· If you
20· ·look back --
21· · · · · · A.· · Oh, yes.
22· · · · · · Q.· · Okay.· In the first full
23· ·sentence that starts on 1 you write (as read):
24· · · · · · · · · Moreover, the specification
25· · · · · · teaches that the minimum distance

·1· · · · · · pairs shown in figure 1 must be
·2· · · · · · eliminated and that, quote, in
·3· · · · · · accordance with the present invention,
·4· · · · · · this can be accomplished using the
·5· · · · · · existing RLL, paren (1,k) end paren
·6· · · · · · code, which does not allow consecutive
·7· · · · · · transitions.
·8· · · · · · · · · Correct?
·9· · · · · · A.· · Yes.
10· · · · · · Q.· · And you refer to part of the
11· ·specification in the patent at column 4 lines
12· ·8 through 12, correct?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And then the next sentence
15· ·after you quote the language from the
16· ·specification, you say (as read):
17· · · · · · · · · This adds up to a lack of
18· · · · · · reasonable certainty as to the meaning
19· · · · · · of the claim limitation.
20· · · · · · · · · Do you see that?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · What is the "this" that adds up
23· ·to the lack of reasonable certainty, in your
24· ·opinion?
25· · · · · · A.· · The consideration that RLL

·1· ·(1,k) code, which will not allow consecutive
·2· ·transitions.· Meaning it would be a transition
·3· ·followed by a non-transition.
·4· · · · · · Q.· · Your opinion is that the RLL
·5· ·code in practice does not allow consecutive
·6· ·transitions?
·7· · · · · · A.· · Yes.· With this parameters,
·8· ·(1,k).
·9· · · · · · Q.· · How many consecutive
10· ·transitions are there if j equals 1?
11· · · · · · A.· · One transition.
12· · · · · · Q.· · How many consecutive
13· ·transitions?
14· · · · · · A.· · The j is interpreted as the
15· ·maximum number of transitions, right?
16· · · · · · Q.· · Mm-hmm.
17· · · · · · A.· · Yeah.· So j is 1 -- the maximum
18· ·number of allowable transitions is j, which is
19· ·1.
20· · · · · · Q.· · All right.· So let's look at
21· ·the patent, exhibit 1, column -- let's go to
22· ·the column that you cite, which is column 4,
23· ·and let's start at line 8.· And the first
24· ·sentence says (as read):
25· · · · · · · · · To obtain a coding gain, paren

·1· · · · · · improvement in minimum distance due to
·2· · · · · · coding, the minimum distance pairs
·3· · · · · · shown in figure 1 must be eliminated.
·4· · · · · · · · · Correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · So let's turn to figure 1.
·7· · · · · · A.· · Where is figure 1?· Yes.
·8· · · · · · Q.· · So you can understand figure 1
·9· ·based on your reading of the patent and your
10· ·experience in the field, correct?
11· · · · · · A.· · Let me just see.· Is this
12· ·reading current -- what is the -- I have to be
13· ·reminded.· What does this represent?· What's
14· ·on the disk, or ...
15· · · · · · Q.· · So column 3 --
16· · · · · · A.· · Uh-huh.
17· · · · · · Q.· · -- describes figure 1 at line
18· ·20?
19· · · · · · A.· · So when it says write patterns,
20· ·that is what is on the disk, 00, and then --
21· ·so the first one has 0101.· And the other one
22· ·has 010.· So from this delimiters here, it
23· ·would be in the upper part, 101, and in the
24· ·lower part 010.· So if I interpret that as 101
25· ·and 010, this would be the minimum distance



·1· ·error event.· A minimum distance error event.
·2· · · · · · Q.· · Are there consecutive
·3· ·transitions reflected in those write patterns?
·4· · · · · · A.· · There are two consecutive
·5· ·transitions, yes.
·6· · · · · · Q.· · What are the two consecutive
·7· ·transitions?
·8· · · · · · A.· · So if you'll look when this
·9· ·delimiter starts within this, this is the, in
10· ·the middle of the figure there are
11· ·transitions.
12· · · · · · Q.· · Okay.· And are you looking --
13· ·there's four different pairs there.· Are you
14· ·looking at a particular one?
15· · · · · · A.· · So the minimum distance event
16· ·is this central part, actually.· 101 and 010.
17· ·And the rest is irrelevant --
18· · · · · · Q.· · Because this is being
19· ·transcribed and we can't see your hands, that
20· ·you're doing --
21· · · · · · A.· · All right.· So what I'm looking
22· ·is in the middle of the picture of the figure
23· ·1, and I have 101, if there are two levels of
24· ·this square train, and underneath I have -- so
25· ·this starts with, after the delimiters, these

·1· ·vertical lines, and then the bottom one has
·2· ·010.
·3· · · · · · Q.· · And you are looking at the
·4· ·pairs that are designated as 1 under figure 1,
·5· ·correct?
·6· · · · · · A.· · Under figure 1, one can look
·7· ·at, yes, as this is -- if this is what is
·8· ·recorded it would be 101 and 010.
·9· · · · · · Q.· · I am sorry.· I'm just asking
10· ·for clarification purposes.
11· · · · · · A.· · Yes.
12· · · · · · Q.· · The figure 1 has pairs
13· ·identified as 1, 2, 3 and 4, correct?
14· · · · · · A.· · I am only looking at the first
15· ·pair at the moment.· Yes.
16· · · · · · Q.· · Got it.· Okay.· And are there
17· ·any consecutive transitions in pair 1?
18· · · · · · A.· · Two consecutive transitions.
19· · · · · · Q.· · You're saying between the
20· ·delimiters, right?
21· · · · · · A.· · Yes.· The rest is irrelevant.
22· · · · · · Q.· · So go back to column 4.· The
23· ·first sentence -- I'll read the first two
24· ·sentences.· It says -- starting at line 8 --
25· ·(as read):

·1· · · · · · · · · To obtain a coding gain
·2· · · · · · (improvement in minimum distance due
·3· · · · · · to coding), the minimum distance pairs
·4· · · · · · shown in figure 1 must be eliminated.
·5· · · · · · In accordance with the present
·6· · · · · · invention, this can be accomplished
·7· · · · · · using the existing RLL (1,k) code,
·8· · · · · · which does not allow consecutive
·9· · · · · · transitions.
10· · · · · · · · · Do you agree with that
11· ·statement?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · You stop there in connection
14· ·with your opinion in paragraph 48, right?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · If you read the remainder of
17· ·column 4 lines 13 through 30 you would agree
18· ·that the inventors are distinguishing their
19· ·invention from the RLL codes that are referred
20· ·to in lines 8 through 13, correct?
21· · · · · · · · · (The witness reviews document.)
22· · · · · · A.· · The inventors are saying that
23· ·their code is superior.
24· · · · · · Q.· · Does RLL code allow dibit
25· ·patterns to survive in the recorded sequence?

·1· · · · · · A.· · It does not.
·2· · · · · · Q.· · And that's why IPR code is
·3· ·improvement, correct, in part?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · And so do you still believe
·6· ·that lines 8 through 12 add up to a reasonable
·7· ·certainty as to what the claim phrase
·8· ·generating no more than j consecutive
·9· ·transitions of said sequence in the recorded
10· ·waveform such that j is greater than or equal
11· ·to 2?
12· · · · · · · · · MR. SIPIORA:· Objection as to
13· · · · · · form.· Misstates testimony.
14· · · · · · · · · MR. VERDINI:· I am sorry.· Let
15· · · · · · me rephrase the question.
16· ·BY MR. VERDINI:
17· · · · · · Q.· · Based on reading column 4 lines
18· ·8 all the way down to 30, do you still believe
19· ·that lines 8 through 13 add up to a lack of
20· ·reasonable certainty as to the meaning of the
21· ·claim limitation?
22· · · · · · A.· · If one reads the claim by
23· ·itself then what is written here I stand by
24· ·it, yes.
25· · · · · · Q.· · But you don't read the claim --



·1· ·to do claim construction on indefiniteness you
·2· ·don't just read the claim by itself, right?
·3· · · · · · A.· · What else would I read?
·4· · · · · · Q.· · You didn't read anything else
·5· ·in making your opinion?
·6· · · · · · A.· · For the claims?
·7· · · · · · Q.· · Mm-hmm.
·8· · · · · · A.· · Only how I -- I concentrated to
·9· ·understand what the claims as they are written
10· ·say.· But given all of my expertise and the
11· ·outside literature, it's different issue.
12· · · · · · Q.· · What is a different issue?
13· · · · · · A.· · Whether one can come with a
14· ·number of possible interpretations.
15· · · · · · Q.· · You're saying as you did in the
16· ·IPR declaration, correct?
17· · · · · · A.· · I adopted one interpretation
18· ·there, yes.
19· · · · · · Q.· · Now in the claim construction
20· ·declaration in paragraphs 49 and 50 you also
21· ·identify that you have some --
22· · · · · · · · · MR. VERDINI:· Strike that.
23· ·BY MR. VERDINI:
24· · · · · · Q.· · In your claim construction
25· ·declaration, in paragraph 49 you recite the

·1· ·phrase "transitions of said sequence" and
·2· ·opine that this makes the claim ambiguous, is
·3· ·that correct?
·4· · · · · · A.· · Well, transitions are, as you
·5· ·pointed out between 0's and 1's, and 1's and
·6· ·0's, so I did not understand "transitions of
·7· ·said sequence."· Is that between sequences,
·8· ·or ...
·9· · · · · · Q.· · In your IPR declaration, page
10· ·46, in paragraph 110 am I correct that you
11· ·didn't identify any ambiguity in determining
12· ·that Okada has transitions of said sequence,
13· ·is that right?
14· · · · · · A.· · This 110?
15· · · · · · Q.· · Correct.
16· · · · · · A.· · He said "consecutive
17· ·transitions within the recorded waveform."  I
18· ·don't see transitions between sequences here.
19· · · · · · Q.· · But didn't you determine that
20· ·Okada practiced the claim element 13[E]?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And that includes transitions
23· ·of said sequence, correct?
24· · · · · · A.· · I adopted the interpretation,
25· ·which is here, that there are no more than two

·1· ·consecutive transitions within the sequence,
·2· ·which consists of strings of codewords.
·3· · · · · · Q.· · So you interpreted said
·4· ·sequence to be strings of codewords, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · And you did the same thing with
·7· ·Tsang, right?
·8· · · · · · A.· · Yes.
·9· · · · · · Q.· · And again in interpreting Okada
10· ·and Tsang as it applies to the '601 patent you
11· ·didn't identify anywhere in your IPR
12· ·declaration that you were uncertain about what
13· ·the phrase "transitions of said sequence"
14· ·meant, correct?
15· · · · · · A.· · The interpretation I adopted
16· ·was the one which exactly says these
17· ·consecutive transitions, in the string of
18· ·sequences.
19· · · · · · Q.· · Okay.· Thanks, but that -- let
20· ·me ask my question again and I'll ask you to
21· ·answer it.
22· · · · · · · · · In interpreting Okada and Tsang
23· ·as it applies to the '601 patent you didn't
24· ·identify anywhere in your IPR declaration that
25· ·you were uncertain about the phrase

·1· ·"transitions of said sequence" as it is
·2· ·written in the '601 patent, correct?
·3· · · · · · A.· · I didn't discuss uncertainty
·4· ·and certainty in that IPR at all.
·5· · · · · · Q.· · Let's move to, back to your
·6· ·claim construction declaration, page 13.· And
·7· ·we'll move on to section 3, which is the
·8· ·generating no more than k consecutive sample
·9· ·periods of said sequences without a transition
10· ·in the recorded waveform element of claim 13.
11· ·Okay?· Are you there?
12· · · · · · A.· · Generating no more than k
13· ·consecutive sample periods of said
14· ·sequences ...· yeah, now I am even more
15· ·confused.· Yeah.
16· · · · · · Q.· · And your opinion is, in the
17· ·claim construction definition, is that that
18· ·phrase is indefinite, correct?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And again in your IPR
21· ·declaration you didn't identify any
22· ·uncertainty as to what that phrase meant when
23· ·opining that Okada and Tsang disclosed that
24· ·element, correct?
25· · · · · · A.· · Yes.



·1· · · · · · Q.· · And if we turn to your IPR
·2· ·declaration, page 41 -- are you there?
·3· · · · · · A.· · Yes, I am.
·4· · · · · · Q.· · -- you describe the sequences
·5· ·that you believe were disclosed by Okada,
·6· ·correct?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · In fact, on page 42 you
·9· ·expressly opine that the sequences generated
10· ·by Okada have no more than k consecutive
11· ·sample periods without a transition in the
12· ·recorded waveform as recited in claim 1[F],
13· ·correct?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · And you opine that to a person
16· ·of -- of someone skilled in the art k has to
17· ·be a finite number, right?
18· · · · · · A.· · K has to be a finite number.
19· · · · · · Q.· · That's what you opined,
20· ·correct?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And you base that on your
23· ·opinion that as someone skilled in the art you
24· ·know that there can never be a codeword
25· ·consisting of all 0's or all 1's, right?

·1· · · · · · A.· · Oh, there are always codewords
·2· ·consisting of all 0's and all 1's.
·3· · · · · · Q.· · You opine at the end of
·4· ·paragraph 97, (as read):
·5· · · · · · · · · In any case --· this is a quote
·6· · · · · · from yours --· in any case, there can
·7· · · · · · never be a codeword consisting of all
·8· · · · · · 0's or all 1's.
·9· · · · · · A.· · Oh, there can never be a
10· ·codeword within, if these rules are imposed.
11· · · · · · Q.· · Correct.
12· · · · · · A.· · That's correct.
13· · · · · · Q.· · All right.· So k -- and based
14· ·on that you opine that k is a finite number,
15· ·correct?
16· · · · · · A.· · Yes.
17· · · · · · Q.· · And again you didn't identify
18· ·any claim construction --
19· · · · · · · · · MR. VERDINI:· Strike that.
20· ·BY MR. VERDINI:
21· · · · · · Q.· · In opining as to what Okada
22· ·disclosed you didn't identify any need to
23· ·construe any of the claim terms in the '601
24· ·patent, correct?
25· · · · · · A.· · I adopted the interpretation

·1· ·that a sample is done once per symbol for
·2· ·these.· That was my interpretation for
·3· ·sampling.· For IPR.· So that was one
·4· ·possibility to the sampling, yes.
·5· · · · · · Q.· · And why isn't that your
·6· ·interpretation of the '601 patent in
·7· ·connection with your claim construction?
·8· · · · · · A.· · It is one possible
·9· ·interpretation.· There can be more than one
10· ·sample per symbol in general.
11· · · · · · Q.· · And again, as with the other
12· ·claim 13 terms in Okada, if you turn to page
13· ·46 at paragraph 111 there was nothing in your
14· ·opinion that distinguished claim 13 from claim
15· ·1 in terms of your opinion that Okada
16· ·disclosed what you've identified as claim
17· ·13[F] and which you now say is indefinite,
18· ·right?
19· · · · · · A.· · Yes.
20· · · · · · Q.· · And if you turn to page 1 -- or
21· ·paragraph 144 of your IPR declaration.
22· · · · · · A.· · I'm there.
23· · · · · · Q.· · In paragraph 144 you opine that
24· ·Tsang discloses apparatuses having a
25· ·constraint k of 9, which ensures generation of

·1· ·no more than 9 consecutive sample periods
·2· ·without a transition in the recorded waveform.
·3· ·Correct?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · So you were able to understand
·6· ·what sample periods were identified in claim
·7· ·1[F] of the '601 patent, correct?
·8· · · · · · A.· · I adopted the most common
·9· ·sampling strategy, as an interpretation.
10· · · · · · Q.· · That was your opinion as to how
11· ·to construe the term "sample periods" as it
12· ·appears in claim 1 and claim 13, correct?
13· · · · · · A.· · Yes.
14· · · · · · Q.· · And again you're not changing
15· ·that opinion here today, right?
16· · · · · · A.· · That is a possible
17· ·interpretation.· There are others.· I am not
18· ·changing this as a possibility.
19· · · · · · Q.· · And if someone of skill in the
20· ·art adopted that as a construction, would you
21· ·say that they were wrong?
22· · · · · · A.· · To adopt this interpretation?
23· · · · · · Q.· · Yes.
24· · · · · · A.· · No, it's a valid
25· ·interpretation.· It's just one of several.



·1· · · · · · Q.· · What are the other ones?
·2· · · · · · A.· · People have done, for the sake
·3· ·of recovering timing a multiple -- sampling
·4· ·more than once per bit period.
·5· · · · · · Q.· · And how would that be a
·6· ·definition of sample periods?
·7· · · · · · A.· · So the bit period is the area
·8· ·of the disk where magnetization is in one
·9· ·direction, and if a read head is such that it
10· ·senses transitions, then you would like the
11· ·sample at the highest point, if you are able
12· ·to sample more than once, there are proposals
13· ·like that, there are advantages, with respect
14· ·to noise, with respect to timing, et cetera.
15· ·So there can be more frequent sampling than
16· ·once per period.· Bit period.
17· · · · · · Q.· · And that would be a reasonable
18· ·interpretation of sampling as well?
19· · · · · · A.· · That would be another
20· ·reasonable interpretation, absolutely, yes.
21· · · · · · Q.· · Any others that you have?
22· · · · · · A.· · For sampling?· At the moment,
23· ·these are either one or more than bit period,
24· ·yes.
25· · · · · · Q.· · And someone of ordinary skill

·1· ·in the art would understand those definitions,
·2· ·correct?
·3· · · · · · A.· · Yes.
·4· · · · · · · · · MR. SIPIORA:· Objection as to
·5· · · · · · form.· I'm not sure what definition
·6· · · · · · you're referring to.
·7· · · · · · · · · MR. VERDINI:· The two
·8· · · · · · definitions of sample periods she just
·9· · · · · · gave.
10· · · · · · A.· · It's not two.· You are sampling
11· ·at rate of at least one or higher.· Per bit
12· ·period.
13· · · · · · Q.· · I'm sorry.· What did you say at
14· ·the end.· Per bit period?
15· · · · · · A.· · Per bit period.
16· · · · · · Q.· · Okay.· And in connection with
17· ·Tsang you don't identify that you were unclear
18· ·about what the sample periods were as claimed
19· ·in the '601 patent, correct?
20· · · · · · A.· · Correct.· Through the entire
21· ·IPR I made some -- picked one of a number of
22· ·possible choices, and I upheld it through the
23· ·end.
24· · · · · · Q.· · I am going to ask a general
25· ·question, then.· Nowhere in the IPR

·1· ·declaration do you say you were uncertain
·2· ·about what any of the claim terms meant in the
·3· ·'601 patent, right?
·4· · · · · · A.· · I didn't say anything like that
·5· ·in the IPR.
·6· · · · · · Q.· · And you didn't say that you
·7· ·were providing interpretations, one of many
·8· ·possibilities, right?
·9· · · · · · A.· · I did not say that.
10· · · · · · Q.· · You just construed the claim as
11· ·you thought you should do it and applied it to
12· ·Okada and Tsang and the other prior art
13· ·references, right?
14· · · · · · A.· · Actually, I expressed my doubts
15· ·about how this was written, from the very
16· ·beginning.
17· · · · · · Q.· · Not in your IPR declaration,
18· ·did you?
19· · · · · · A.· · Not in the IPR declaration, no.
20· · · · · · Q.· · Who did you express those
21· ·doubts to?
22· · · · · · A.· · To Mr. Mayle.
23· · · · · · Q.· · When?
24· · · · · · A.· · When we first discussed this
25· ·patent.

·1· · · · · · Q.· · Why didn't that doubt appear in
·2· ·your IPR declaration?
·3· · · · · · A.· · Because I adopted something
·4· ·that at the moment was one of reasonable
·5· ·interpretation.
·6· · · · · · Q.· · So why did you do that?
·7· · · · · · A.· · To be able to have something
·8· ·which is not indefinite in order to compare it
·9· ·with the prior art.
10· · · · · · Q.· · And that's what you did; you
11· ·took a not indefinite construction of the '601
12· ·patent and applied it to the prior art, right?
13· · · · · · A.· · I took one possible
14· ·interpretation and compared it with the prior
15· ·art, yes.
16· · · · · · Q.· · You just said you had to do
17· ·something to be able -- you wanted to have
18· ·something which was not indefinite in order to
19· ·compare it to the prior art, right?
20· · · · · · A.· · I cannot compare something
21· ·indefinite to prior art.
22· · · · · · Q.· · Right.· And in fact you did
23· ·then compare the '601 -- claim terms of the
24· ·'601 patent to not only Tsang and Okada, but
25· ·other prior art, right?



·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · All right.· Let's go to the
·3· ·last phrase in your claim construction
·4· ·declaration.· Now we're moving to the phrase
·5· ·wherein the binary sequence produced by
·6· ·combining codewords have no more than one of j
·7· ·consecutive transitions from 0 to 1 and from 1
·8· ·to 0, correct?
·9· · · · · · A.· · Sorry.· This is page 13, or --
10· · · · · · Q.· · 14, I'm sorry.· If I said 13.
11· · · · · · A.· · No, you didn't say any page.
12· ·14 at the bottom?
13· · · · · · Q.· · Yes, section 4 of your claim
14· ·construction opinion.
15· · · · · · A.· · I'm sorry.
16· · · · · · · · · (The witness reviews document.)
17· · · · · · Q.· · And that claim term appears
18· ·in -- or that claim phrase appears in claim
19· ·17, correct?
20· · · · · · A.· · Yes.
21· · · · · · Q.· · In your IPR declaration it's
22· ·true that you opined that both Tsang and Okada
23· ·disclose the elements of claim 17, correct?
24· · · · · · A.· · Yes.
25· · · · · · Q.· · And if you go to page 48 of

·1· ·your IPR declaration.
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · Paragraph 116, you quote the
·4· ·claim language of 17, correct?
·5· · · · · · A.· · Yes.
·6· · · · · · Q.· · You don't identify any claim
·7· ·terms there that require any express
·8· ·construction, correct?
·9· · · · · · A.· · I adopted an interpretation
10· ·that both are transitions, not either/or or
11· ·one not the other.· But that all of the
12· ·transitions.
13· · · · · · Q.· · You thought that that was a
14· ·reasonable interpretation?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · And again you answered a
17· ·question, but you didn't answer the one that I
18· ·asked.· So you don't identify in paragraphs
19· ·116, 117 or 118 any claim terms that you
20· ·believed required any express construction,
21· ·correct?
22· · · · · · A.· · I don't identify this here,
23· ·yes.
24· · · · · · Q.· · And in those same paragraphs
25· ·you didn't identify any claim terms that you

·1· ·thought were uncertain to you, right?
·2· · · · · · A.· · I did not identify any that had
·3· ·other interpretations in the IPR.
·4· · · · · · Q.· · So in paragraph 117 of your
·5· ·opinion in the IPR declaration you refer to
·6· ·your opinion as it respects claim 10, correct?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · And you say for the reasons
·9· ·discussed previously with respect to claim 10,
10· ·your opinion was that Okada discloses claim
11· ·17, right?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · So let's look to claim 10.
14· ·Sorry, let's stay with the IPR declaration.
15· ·And let's look at your opinion with respect to
16· ·claim 10.
17· · · · · · A.· · And that was --
18· · · · · · Q.· · It's page 43.
19· · · · · · · · · (The witness reviews document.)
20· · · · · · A.· · Yes.
21· · · · · · Q.· · So your opinion in paragraphs
22· ·102 and 103 as to what Okada discloses, that's
23· ·inconsistent with the confusion that you
24· ·identified in paragraphs 58 and 59 of your
25· ·claim construction declaration, isn't it?

·1· · · · · · A.· · So here it says transitions
·2· ·from 0 to 1 and from 1 to 0.· Whereas in claim
·3· ·17 -- I mean in section 4 it says no more than
·4· ·one of j consecutive transitions from 0 to 1
·5· ·and from 1 to 0.· So it's one of what can
·6· ·cause ambiguity is transitions from 0's and 1
·7· ·treated separately than transitions from 1 to
·8· ·0.
·9· · · · · · Q.· · But in paragraph 103 of your
10· ·IPR declaration you expressly opine that Okada
11· ·discloses no more than one of two consecutive
12· ·transitions from 0 to 1 and from 1 to 0 in the
13· ·NRZ format.· You didn't have any confusion
14· ·there, right?
15· · · · · · A.· · He said and from 1 to 0.· Oh --
16· · · · · · Q.· · It's the same language, right?
17· · · · · · A.· · No more than one or j
18· ·consecutive transitions from zero to 1 and
19· ·from 1 to 0.· Yes, if you adopt that they both
20· ·count together.· If you adopt interpretation
21· ·that from 0 to 1 and 1 to 0 -- that's
22· ·together.· It's funny, actually they just
23· ·needed 1 and they would have had a better
24· ·code.
25· · · · · · Q.· · Say that again?· It's funny



·1· ·that what?
·2· · · · · · A.· · From 0 to 1, that -- forget
·3· ·about it.· I was just thinking whether we
·4· ·patented something.· Forget about it.· It
·5· ·might have been even better that --· yeah.
·6· · · · · · Q.· · When you say "we patented," who
·7· ·are you referring to?
·8· · · · · · A.· · Lucent Technologies, later.
·9· · · · · · Q.· · Later?
10· · · · · · A.· · Yes.
11· · · · · · Q.· · And what specific patent were
12· ·you thinking of?
13· · · · · · A.· · I don't remember now.· It was
14· ·late '90s.
15· · · · · · Q.· · Do you remember what it was
16· ·called?
17· · · · · · A.· · No.
18· · · · · · Q.· · And what did you recall about
19· ·it that sort of brought it to your mind in
20· ·connection with your opinion in paragraph 103
21· ·of your IPR declaration?
22· · · · · · A.· · That there are different
23· ·interpretations.
24· · · · · · Q.· · What about the Lucent patent
25· ·made you think there were different

·1· ·interpretations?
·2· · · · · · A.· · I was just thinking whether we
·3· ·had yet another interpretation of this, I
·4· ·cannot say for sure if we did.· Because it was
·5· ·long time ago.
·6· · · · · · Q.· · When you say different
·7· ·interpretation of this, what is the "this"?
·8· · · · · · A.· · Of j consecutive transitions
·9· ·from 0 to 1 versus 1 to 0.
10· · · · · · Q.· · So that's something that, at a
11· ·minimum, was in some Lucent patent that you
12· ·were recalling?
13· · · · · · A.· · I don't know if this was in the
14· ·Lucent patent, but there are various
15· ·interpretations from 0 to 1 and 1 to 0.
16· · · · · · Q.· · What interpretation did you use
17· ·in the IPR declaration?
18· · · · · · A.· · That they adopt that they're
19· ·equivalent from 0 to 1 and 1 to 0.
20· · · · · · · · · (Reporter clarification.)
21· · · · · · A.· · That the transitions are either
22· ·from 0 to 1 or from 1 to 0.
23· · · · · · Q.· · You made the same opinion with
24· ·the same construction to opine in your IPR
25· ·declaration that Tsang disclosed the elements

·1· ·of claim 17, correct?
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · Going to your claim
·4· ·construction declaration.· In paragraph 58 --
·5· ·are you there?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · In paragraph 58 you identify --
·8· ·you use as an example a simple bit string of 0
·9· ·to 1, correct?
10· · · · · · A.· · Yes.
11· · · · · · Q.· · How many consecutive
12· ·transitions are there in that simple bit
13· ·string?
14· · · · · · A.· · It's one transition from 0 to
15· ·1.
16· · · · · · Q.· · How many consecutive
17· ·transitions?
18· · · · · · A.· · There is only one transition.
19· · · · · · Q.· · So there cannot be any
20· ·consecutive transitions, correct?
21· · · · · · A.· · Right.
22· · · · · · Q.· · Okay.· The claim 17 requires
23· ·consecutive transitions, though, correct?
24· · · · · · A.· · The claim 17 talks about j
25· ·consecutive transitions.

·1· · · · · · Q.· · Correct.· And your example has
·2· ·no consecutive transitions, right?
·3· · · · · · A.· · Correct.
·4· · · · · · Q.· · In paragraph 59 of your claim
·5· ·construction declaration you provide an
·6· ·example and then you ask the question how does
·7· ·one evaluate the claimed k plus 1 parameter,
·8· ·correct?
·9· · · · · · A.· · I have to remember that.
10· · · · · · · · · (The witness reviews document.)
11· · · · · · A.· · Yeah, that's what it said.· No
12· ·more than k plus 1 consecutive 0's and k plus
13· ·1 consecutive 1's.
14· · · · · · Q.· · And in paragraph 59 you provide
15· ·an example and you say how does one evaluate
16· ·the claimed k plus one parameter, correct?
17· · · · · · A.· · Yes.· Is k plus 1 referring to
18· ·0's or to 1's.
19· · · · · · Q.· · But you did evaluate the
20· ·claimed k plus 1 parameter in connection with
21· ·the IPR declaration, right?
22· · · · · · A.· · Yes.· I made the interpretation
23· ·that k plus 1 would be non-transitions,
24· ·essentially.
25· · · · · · Q.· · And why did you make that



·1· ·interpretation?
·2· · · · · · A.· · Because it's a -- it's one
·3· ·possibility, if it's referring to k plus 1
·4· ·consecutive alike symbols.
·5· · · · · · Q.· · And that's how you interpreted
·6· ·the claim?
·7· · · · · · A.· · Yes.
·8· · · · · · Q.· · And again you would disagree
·9· ·with someone who interpreted the claim like
10· ·that, right?
11· · · · · · · · · MR. VERDINI:· Strike that.
12· ·BY MR. VERDINI:
13· · · · · · Q.· · You wouldn't disagree with a
14· ·person of skill in the art who interpreted the
15· ·claim like that, right?
16· · · · · · A.· · I would agree that that's a
17· ·possible interpretation.
18· · · · · · Q.· · And that interpretation is how
19· ·you came to conclude in the IPR declaration
20· ·that Okada and Tsang disclosed the elements of
21· ·claim 17, correct?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · What are the other possible
24· ·interpretations of k plus 1?
25· · · · · · A.· · So you -- it's hard to know

·1· ·whether you refer to 0's or 1's.· Do you refer
·2· ·to any of them?· A minimum, or a maximum?
·3· · · · · · Q.· · How did you decide which to use
·4· ·in the --
·5· · · · · · · · · MR. SIPIORA:· Were you done
·6· · · · · · with your answer?
·7· · · · · · · · · MR. VERDINI:· Oh, I'm sorry.  I
·8· · · · · · didn't mean to cut her off.· I thought
·9· · · · · · she was.
10· · · · · · A.· · Yes, I am.
11· · · · · · Q.· · Sorry.· So how did you
12· ·determine what interpretation to use in your
13· ·IPR declaration?
14· · · · · · A.· · It's just that if instead of
15· ·going with a more complex interpretation,
16· ·which would involve separate constraints in
17· ·0's and 1's I decided to have identical
18· ·constraints in 0's and 1's.
19· · · · · · Q.· · But you could have --
20· · · · · · A.· · These are non-transitions.
21· · · · · · Q.· · But you could have interpreted
22· ·the claim using that more complex construction
23· ·and still have done your IPR opinion, right?
24· · · · · · A.· · I don't know about that.· I'm
25· ·not sure about that.

·1· · · · · · Q.· · So by definition that wouldn't
·2· ·be a reasonable construction, would it?
·3· · · · · · A.· · A reasonable ...?
·4· · · · · · Q.· · Construction.
·5· · · · · · A.· · Of what?
·6· · · · · · Q.· · K plus 1.
·7· · · · · · A.· · It's not a construction.· It's
·8· ·an interpretation.· What do you mean by
·9· ·construction of k plus 1?
10· · · · · · Q.· · That's what we are construing
11· ·the claims.· So --· construing is interpreting
12· ·the claims?
13· · · · · · A.· · Right.· So the way I
14· ·interpreted the claim is there are no more
15· ·than k plus 1 transitions.
16· · · · · · Q.· · Yes.
17· · · · · · A.· · And that's a reasonable
18· ·interpretation.· And as such is present in
19· ·prior art.· I did not, for IPR, have to come
20· ·with additional interpretation which would
21· ·also make this claim preceded by prior art.
22· ·My understanding was one was enough.
23· · · · · · Q.· · Right.· But you did, sitting
24· ·here today, say that there could be a more
25· ·complex interpretation of the k plus 1, right?

·1· · · · · · A.· · Yes, as in the paragraph.
·2· · · · · · Q.· · Okay.· And my question is well,
·3· ·why didn't you use that interpretation of k
·4· ·plus 1 in your IPR declaration?
·5· · · · · · A.· · Because I didn't have a reason
·6· ·to use other.· I was asked for an opinion
·7· ·under certain interpretation which was
·8· ·reasonable to adopt.
·9· · · · · · Q.· · When you say you were asked
10· ·under a certain interpretation, how was the,
11· ·quote-unquote, "certain interpretation"
12· ·formed?
13· · · · · · A.· · What I thought would be
14· ·reasonable to interpret as being said by the
15· ·claim.
16· · · · · · · · · MR. VERDINI:· Let's take a
17· · · · · · break.
18· · · · · · · · · · · · ·---
19· · · · · · ·(Recess from 2:41 to 3:00.)
20· · · · · · · · · · · · ---
21· · · · · · · · · MR. VERDINI:· Welcome back,
22· · · · · · Professor.
23· ·BY MR. VERDINI:
24· · · · · · Q.· · If you would pull out what we
25· ·marked as exhibit 6, which is the portion of



·1· ·the file history.
·2· · · · · · A.· · Yes.
·3· · · · · · Q.· · And turn to page 750.
·4· ·Professor, if you would read to yourself the
·5· ·bottom -- the very last paragraph that bleeds
·6· ·on to page 751 for me.· And let me know when
·7· ·you're done.
·8· · · · · · A.· · The paragraph that starts "one
·9· ·of the ..."
10· · · · · · Q.· · Yes.
11· · · · · · · · · (The witness reviews document.)
12· · · · · · A.· · Just the one paragraph?
13· · · · · · Q.· · Yes.· Would you agree with me
14· ·that that paragraph describes the j constraint
15· ·that's disclosed in the '601 patent?
16· · · · · · A.· · It talks about how restrictive
17· ·j is.· It says that -- it describes what it
18· ·means, that j is greater or equal than 2, or
19· ·what it means that j is 3.· So it gives a few
20· ·examples.
21· · · · · · Q.· · And did you consider that
22· ·description of the constraint in connection
23· ·with forming any of your opinions in the claim
24· ·construction declaration?
25· · · · · · A.· · Did I consider this particular

·1· ·paragraph?
·2· · · · · · Q.· · Yes.
·3· · · · · · A.· · I considered the -- sorry.· In
·4· ·claim interpretation?
·5· · · · · · Q.· · Correct?
·6· · · · · · A.· · The most recent one?
·7· · · · · · Q.· · Yes.
·8· · · · · · A.· · I considered it on claims
·9· ·language, but I considered all the material
10· ·around.
11· · · · · · Q.· · Do you recall specifically
12· ·reading the description of the constraint on
13· ·page 750 and 751 of the file history?
14· · · · · · A.· · I don't remember any specific,
15· ·but I remember going through the entire file.
16· · · · · · Q.· · And on the bottom of page 750
17· ·referring to the j constraint, it says (as
18· ·read):
19· · · · · · · · · Because the constraint prevents
20· · · · · · only transition runs with more than j
21· · · · · · consecutive transitions in consecutive
22· · · · · · clock periods, patterns with j or
23· · · · · · fewer consecutive transitions can be
24· · · · · · permitted.
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · Is that consistent with your
·2· ·understanding of the j constraint as disclosed
·3· ·in the '601 patent?
·4· · · · · · A.· · Yes.
·5· · · · · · Q.· · And then it reads (as read):
·6· · · · · · · · · For example, if j equals 3 the
·7· · · · · · encoder can to -- which I think is a
·8· · · · · · typo -- produce sequences with
·9· · · · · · isolated transitions, two consecutive
10· · · · · · transitions on two consecutive clock
11· · · · · · periods, and three consecutive clock
12· · · · · · periods.
13· · · · · · · · · Correct?
14· · · · · · A.· · Yes.
15· · · · · · Q.· · And again is that your
16· ·understanding of how the constraint -- the j
17· ·constraint disclosed in the '601 patent would
18· ·operate when j equals 3?
19· · · · · · A.· · In the '601 patent the j
20· ·constraint has a little bit different
21· ·definitions in claim 1 and claim 13.
22· · · · · · Q.· · Okay.· My question was is j
23· ·equals 3 under the claimed method of 13, is it
24· ·your understanding that the encoder could
25· ·produce sequences with isolated transitions,

·1· ·two consecutive transitions on two consecutive
·2· ·clock periods, and three consecutive clock
·3· ·periods, as described in the file history?
·4· · · · · · · · · (The witness reviews document.)
·5· · · · · · A.· · It says generating no more than
·6· ·j consecutive transitions of said sequences in
·7· ·the recorded waveform such that j is greater
·8· ·or equal to 2.· And that means that if j is
·9· ·equal to 2 then you cannot have -- oh, sorry.
10· ·If j is equal to 3 then you cannot have --
11· ·then having j equals -- number of transition
12· ·two is allowed.
13· · · · · · · · · (Reporter clarification.)
14· · · · · · A.· · If j is 3 then having a
15· ·sequence with two transitions would be
16· ·alright.
17· · · · · · · · · (Reporter clarification.)
18· · · · · · A.· · if j is 3 then having a
19· ·sequence with two transitions is possible.
20· · · · · · Q.· · And that's what's described in
21· ·the file history paragraph we just looked at,
22· ·right?
23· · · · · · A.· · Yes.
24· · · · · · · · · MR. VERDINI:· Subject to
25· · · · · · reservation on any of the instructions



·1· · · · · · not to answer I don't have any further
·2· · · · · · questions other than potential
·3· · · · · · responsive questions if Mr. Sipiora
·4· · · · · · asks questions.
·5· · · · · · · · · MR. SIPIORA:· Okay.· Let's take
·6· · · · · · a break and then we'll come back.
·7· · · · · · · · · · · · ·---
·8· · · · · · ·(Recess from 3:09 to 3:44.)
·9· · · · · · · · · · · · ---
10· ·EXAMINATION BY
11· ·MR. SIPIORA:
12· · · · · · Q.· · Good afternoon, Dr. Soljanin.
13· ·I just have a few questions.
14· · · · · · · · · Did you apply the same
15· ·principles of claim construction in your
16· ·declaration relating to indefiniteness as you
17· ·applied in your declaration relating to the
18· ·inter partes review?
19· · · · · · · · · MR. VERDINI:· Object to the
20· · · · · · form.
21· · · · · · A.· · Yes.
22· · · · · · Q.· · If you could turn to exhibit 3,
23· ·paragraph 26, where it says Claim Construction
24· ·Standard.
25· · · · · · · · · Did you apply, where

·1· ·appropriate, the claim construction principles
·2· ·described in paragraphs 26 through 32 in
·3· ·connection with your declaration in the
·4· ·inter partes -- in connection with
·5· ·indefiniteness?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · And if you could turn to
·8· ·exhibit 4, paragraphs 63 and 64, under the
·9· ·section Claim Construction.
10· · · · · · A.· · I am there.
11· · · · · · Q.· · Did you apply the principles
12· ·described in these paragraphs 63 and 64 in
13· ·your indefiniteness declaration?· I am sorry.
14· ·In your IPR declaration?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · There's also paragraphs in
17· ·here, paragraphs 27 through 48, if you could
18· ·take a look at those.
19· · · · · · A.· · I didn't get the numbers?
20· · · · · · Q.· · 27 --
21· · · · · · A.· · In which one?
22· · · · · · Q.· · The same declaration.· If you
23· ·would go to paragraph 27 of exhibit 4?
24· · · · · · A.· · Which paragraphs?
25· · · · · · Q.· · Paragraph 27.· It's on page 8.

·1· · · · · · A.· · Yes.
·2· · · · · · Q.· · Beginning on page 8 and
·3· ·continuing for a number of pages there are
·4· ·standards of anticipation and obviousness.
·5· · · · · · · · · Did you apply these standards
·6· ·in connection with exhibit 4, your
·7· ·declaration, regarding the inter partes
·8· ·review?
·9· · · · · · · · · MR. VERDINI:· Object to the
10· · · · · · form.
11· · · · · · A.· · Yes.
12· · · · · · Q.· · In connection with the
13· ·inter partes review were you asked to evaluate
14· ·the question of indefiniteness with respect to
15· ·any of the claim terms?
16· · · · · · A.· · Of the IPR?
17· · · · · · Q.· · Correct.
18· · · · · · A.· · No.
19· · · · · · Q.· · Now you were asked -- if you
20· ·could go back to exhibit 3 now, if you could
21· ·turn to page 8.· And on page 8 at paragraph 35
22· ·there's a quotation from the Supreme Court
23· ·case called Nautilus versus Biosig
24· ·Instruments.· Do you see that?
25· · · · · · A.· · Yes.

·1· · · · · · Q.· · And in that the court said (as
·2· ·read):
·3· · · · · · · · · We hold that a patent is
·4· · · · · · invalid for indefiniteness if its
·5· · · · · · claims, read in light of the
·6· · · · · · specification delineating the patent,
·7· · · · · · and the prosecution history, fail to
·8· · · · · · inform, with reasonable certainty,
·9· · · · · · those skilled in the art about the
10· · · · · · scope of the invention.
11· · · · · · · · · Is that the standard that you
12· ·applied in connection with evaluating
13· ·indefiniteness with respect to the '601
14· ·patent?
15· · · · · · A.· · Yes.
16· · · · · · Q.· · Earlier today you were asked
17· ·questions concerning that standard, and in
18· ·particular you were asked how you interpreted
19· ·the phrase "reasonable certainty."
20· · · · · · · · · Do you recall that?
21· · · · · · A.· · I remember discussing this
22· ·paragraph.
23· · · · · · Q.· · Did you consider, when you
24· ·evaluated the five claim terms that you
25· ·identified as indefinite, whether or not those



·1· ·claim terms could be construed by one of
·2· ·ordinary skill in the art with reasonable
·3· ·certainty?
·4· · · · · · · · · MR. VERDINI:· Object to the
·5· · · · · · form.
·6· · · · · · A.· · I am not sure I understand.  I
·7· ·can try to answer.· I believe that there are
·8· ·more than one reasonable interpretation, as
·9· ·actually we discussed, of the terms that we
10· ·discussed by a person skilled in art.
11· · · · · · Q.· · Earlier you were specifically
12· ·asked how you interpreted that phrase,
13· ·"reasonable certainty," and you said something
14· ·to the effect that if it had multiple
15· ·interpretations, that therefore there was, by
16· ·one of ordinary skill in the art, that there
17· ·would be -- there would not be reasonable
18· ·certainty surrounding the term.· Do you recall
19· ·that testimony?
20· · · · · · · · · MR. VERDINI:· Object to the
21· · · · · · form and mischaracterizes the
22· · · · · · testimony.
23· · · · · · A.· · I remember discussing this, and
24· ·saying something to the effect that if person
25· ·skilled in art would find a reasonable

·1· ·interpretation that is different than me, that
·2· ·one I adopted or there are in that sense
·3· ·multiple interpretations which are all
·4· ·reasonable to a person skilled in art, then
·5· ·there is no reasonable certainty.
·6· · · · · · Q.· · With respect to the five claim
·7· ·terms at issue, did you come to the conclusion
·8· ·that there were multiple reasonable
·9· ·interpretations with respect to each of them?
10· · · · · · · · · MR. VERDINI:· Object to the
11· · · · · · form.
12· · · · · · A.· · I believe I stated examples of
13· ·multiple reasonable interpretation in a number
14· ·of places that we discussed.
15· · · · · · Q.· · And with respect to the
16· ·interpretations that you consider reasonable,
17· ·in the IPR did you select in each instance at
18· ·least one of those interpretations and rely
19· ·upon that consistently in the inter partes
20· ·review as you did your work there?
21· · · · · · · · · MR. VERDINI:· Object to the
22· · · · · · form.
23· · · · · · A.· · Yes.
24· · · · · · Q.· · I am going to switch gears now
25· ·to the last topic.

·1· · · · · · · · · Do you recall you answered
·2· ·certain questions earlier about constraints
·3· ·being imposed with respect to the j and k
·4· ·elements of the '601 patent?· Do you recall
·5· ·that?
·6· · · · · · A.· · Yes.
·7· · · · · · Q.· · All right.· The constraints,
·8· ·the j and k constraints, where are they
·9· ·imposed in the '601 patent?
10· · · · · · A.· · In the.
11· · · · · · Q.· · Are they imposed in more than
12· ·one place?
13· · · · · · · · · MR. VERDINI:· Object to the
14· · · · · · form.
15· · · · · · A.· · If encoder consists of multiple
16· ·parts.
17· · · · · · Q.· · That which is the encoder would
18· ·be the place, whether it be multiple parts or
19· ·one part, is that where the j and k
20· ·constraints are imposed?
21· · · · · · · · · MR. VERDINI:· Object to the
22· · · · · · form.
23· · · · · · A.· · J and k constraints are
24· ·imposed, so you would have incoming sequence
25· ·then you would have an encoder which may be

·1· ·one or multiple parts, and after that you
·2· ·would have encoded symbols.
·3· · · · · · Q.· · Once the j and k constraints
·4· ·are imposed can they be imposed again?
·5· · · · · · · · · MR. VERDINI:· Object to the
·6· · · · · · form.
·7· · · · · · · · · MR. SIPIORA:· Let me rephrase
·8· · · · · · the question.
·9· ·BY MR. SIPIORA:
10· · · · · · Q.· · Once the j and k constraints
11· ·are imposed by the encoder in the '601 patent
12· ·are they imposed again?
13· · · · · · · · · MR. VERDINI:· Object to the
14· · · · · · form.
15· · · · · · A.· · Again?· I mean once when
16· ·they're imposed and encoded symbols are
17· ·formed, then they are there.· There is no --
18· ·no, they're not imposed again.
19· · · · · · Q.· · According to your understanding
20· ·of the '601 patent are the j and k constraints
21· ·imposed again at the level, at the platter or
22· ·on the optical surface in connection with what
23· ·you consider the recorded waveform?
24· · · · · · · · · MR. VERDINI:· Object to the
25· · · · · · form.



·1· · · · · · A.· · Between the encoded symbols and
·2· ·the pattern in the disks there is NRZ and
·3· ·NRZI, which are maps.· They don't impose
·4· ·anything.
·5· · · · · · Q.· · So is it the case that once the
·6· ·j and k constraints are imposed on the encoder
·7· ·there is no further imposition of those
·8· ·constraints on the quote-unquote "recorded
·9· ·waveform"?
10· · · · · · · · · MR. VERDINI:· Object to the
11· · · · · · form and asked and answered.
12· · · · · · A.· · Sorry, ask --
13· · · · · · · · · MR. SIPIORA:· He's just making
14· · · · · · noise.· You can answer the question.
15· · · · · · A.· · Could you repeat the question?
16· · · · · · Q.· · Yes, sure.· Is it the case, in
17· ·the '601 patent, that once the j and k
18· ·constraints are imposed by the encoder, that
19· ·they are not imposed again at the place that's
20· ·known as the recorded waveform?
21· · · · · · · · · MR. VERDINI:· The same
22· · · · · · objections.
23· · · · · · A.· · They're not imposed again.
24· · · · · · Q.· · In connection with the
25· ·testimony you gave earlier you talked about a

·1· ·counterpart, there's some counterpart with
·2· ·respect to the imposition of the j and k
·3· ·constraints, do you recall that?
·4· · · · · · A.· · So for each encoded sequence of
·5· ·symbols, there is a counterpart of the disk of
·6· ·patterns of bit magnetizations --
·7· · · · · · · · · (Reporter clarification.)
·8· · · · · · A.· · I mean cell magnetizations.
·9· · · · · · Q.· · What does that mean when you
10· ·say there's a counterpart?
11· · · · · · A.· · That means that between --
12· ·there is a correspondence which is 1-to-1,
13· ·which depends how -- the nature of the
14· ·correspondence is determined whether we have
15· ·NRZ and NRZI.· But there is a 1-to-1
16· ·correspondence and that's why I called it a
17· ·counterpart.
18· · · · · · Q.· · And the counterpart is in the
19· ·recorded waveform, or in the magnetization,
20· ·let's just say in this context, or on the
21· ·optical disk, whatever was imposed previously
22· ·with respect to j and k constraints, it's
23· ·reflected in whatever that recording is?
24· · · · · · · · · MR. VERDINI:· Object to the
25· · · · · · form.

·1· · · · · · A.· · Maybe I used the term upheld or
·2· ·something.· That whatever it's imposed should
·3· ·not be ruined, otherwise you should not be
·4· ·imposing it to begin with.· But it's not
·5· ·imposed again.
·6· · · · · · · · · MR. SIPIORA:· Thank you.· No
·7· · · · · · further questions.
·8· · · · · · · · · MR. VERDINI:· I think probably
·9· · · · · · two follow-up questions.
10· ·EXAMINATION (Cont'd)
11· ·BY MR. VERDINI:
12· · · · · · Q.· · You were directed to paragraphs
13· ·26 through 32 in exhibit 3 regarding claim
14· ·construction standard.
15· · · · · · A.· · Paragraphs ...
16· · · · · · Q.· · 26 through 32 of your claim
17· ·construction declaration.
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And then you were also directed
20· ·to exhibit 4, paragraphs 63 and 64.· So if you
21· ·can have them both out.· Right?
22· · · · · · A.· · Yes.
23· · · · · · Q.· · You would agree with me that
24· ·the claim construction standard in exhibit 3,
25· ·which runs from 26 through 32 has more words

·1· ·than the claim construction standard that you
·2· ·applied in the IPR declaration, right?
·3· · · · · · A.· · It has more words.· It looks it
·4· ·has more words.
·5· · · · · · Q.· · In your view, though, was there
·6· ·a difference in the standards of claim
·7· ·construction that you used in the indefinite
·8· ·claim construction declaration and that which
·9· ·you used in the IPR declaration?
10· · · · · · A.· · I think you asked me about
11· ·principles.· I believe I was just asked about
12· ·principles --
13· · · · · · Q.· · Yes.
14· · · · · · A.· · -- which is --
15· · · · · · Q.· · So let's use the word
16· ·principles, then, instead of standards.
17· · · · · · A.· · Okay.
18· · · · · · Q.· · Even though there are more
19· ·words --
20· · · · · · A.· · It's a similar approach.
21· · · · · · Q.· · -- you used the same approach
22· ·in both, isn't that right?
23· · · · · · A.· · Approach, yes.
24· · · · · · Q.· · Okay.· And you applied the
25· ·same -- there wasn't a different claim



·1· ·construction standard that you were applying
·2· ·in one versus the other, was there?
·3· · · · · · A.· · No.
·4· · · · · · Q.· · And then in paragraph 35 of
·5· ·your claim construction declaration, your
·6· ·counsel referred you to the quote from the
·7· ·Supreme Court, right?
·8· · · · · · A.· · (Nodding head affirmatively.)
·9· · · · · · Q.· · And I just want to make sure
10· ·we're clear.· You read the patent in
11· ·connection with your IPR declaration, correct?
12· · · · · · A.· · Yes.
13· · · · · · Q.· · You read the specification,
14· ·correct?
15· · · · · · A.· · (Nodding head affirmatively.)
16· · · · · · Q.· · You read the prosecution
17· ·history, correct?
18· · · · · · A.· · Yes.
19· · · · · · Q.· · And you did so as a person of
20· ·ordinary skill in the art, correct?
21· · · · · · A.· · Yes.
22· · · · · · Q.· · And nowhere in there did you
23· ·make any indication that any of the claims
24· ·were not reasonably certain --
25· · · · · · · · · MR. VERDINI:· Strike that.

·1· ·BY MR. VERDINI:
·2· · · · · · Q.· · And in your IPR declaration you
·3· ·didn't make any mention that any of the claim
·4· ·terms of the '601 patent were anything other
·5· ·than reasonably certain to you, correct?
·6· · · · · · A.· · I did not mention.· I did not.
·7· · · · · · · · · MR. VERDINI:· I have no further
·8· · · · · · questions.· Thank you, Professor.
·9· · · · · · · · · MR. SIPIORA:· Thank you.
10· · · · · · · · · · · · ·---
11· · · · · · · (Time noted:· 4:00 p.m.)
12
13· · · · · · · · · · · ·______________________
14· · · · · · · · · · · ·EMINA SOLJANIN
15
16· ·Sworn and subscribed to before
17· ·me, this _________day
18· ·of _____________________, 2018,
19· ·in the jurisdiction aforesaid.
20
21· ·___________________________________
22· ·NOTARY PUBLIC
23
24
25

·1· · · · · · · · · · · · ·***
·2· · · · ACKNOWLEDGMENT OF DEPONENT
·3· · I,________________________________, do hereby
·4· ·acknowledge that I have read and examined the
·5· ·foregoing testimony, and the same is a true,
·6· ·correct and complete transcription of the
·7· ·testimony given by me, and any corrections
·8· ·appear on the attached Errata sheet signed by
·9· ·me.
10
11
12
13
14· ·_____________________· _______________________
15· ·(DATE)· · · · · · · · · ·(SIGNATURE)
16
17
18
19
20
21
22
23
24
25
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'Yk =(-I,+ l ,+ 1,-1) 

(7) 
':Pk =( -1, + 1, + 1, + 1) 

(8) 
'Pk =( + 1,-1,-1,-1) 

(9) 
'Pk =(+1,-1,-1,+1) 

( 11) ) 
'Pk =( + 1,-1,+ l ,+ 1 

( I 2) 
\Pk =(+1,+1,-1,-l) 

( 13) 
'¥k =( + 1,+ 1,-1,+ 1) 

(14) 
\Pk =(+l,+1,+1,-1) 

(15) 
'Pk =(+1,+l,+l,+l) 

Fig. 7 
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C=O 

219 795 3171 3651 
222 798 3174 3654 
231 807 31&0 3657 
238 819 3185 3660 
243 822 3192 3681 
246 825 3207 3684 
249 828 3214 3777 
252 867 3219 3780 
311 870 3225 3784 
315 876 3228 3843 
318 881 3267 3846 
411 888 3270 3849 
414 903 3273 3852 
435 910 3276 3857 
438 915 3288 3864 
441 921 3297 3873 
444 924 3300 3876 
455 945 3459 
462 952 3462 
473 963 3465 
476 966 3468 
483 969 3473 
486 972 3480 
492 984 3521 
497 993 3524 
504 996 3528 
567 3099 3591 
571 3102 3598 
574 3111 3603 
615 3123 3609 
622 3126 3612 
627 3129 3619 
630 3132 3622 
633 3143 3633 
636 3150 3640 
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Fig. 10 

C"'2 

247 998 3553 
251 1004 3556 
439 1009 3611 
443 3127 3614 
446 3131 3623 
475 3134 3635 
478 3175 3638 
487 3182 3641 
494 3187 3644 
499 3190 3655 
502 3193 3662 
505 3196 3683 
631 3227 3686 
635 3230 3692 
638 3271 3697 
823 3278 3704 
827 3289 3779 
830 3292 3782 
871 3299 3785 
878 3302 3788 
883 3308 3800 
886 3313 3809 
889 3320 3812 
892 3463 3847 
923 3470 3854 
926 3475 3859 
947 3481 3865 
950 3484 3868 
953 3505 3875 
956 3512 3878 
967 3523 3889 
974 3526 3896 
985 3529 3937 
988 3532 3940 
995 3544 

C=4 C"' 6 

503 
507 
887 
891 
894 
951 
955 
958 
987 
990 
999 

1006 
1011 
1014 
3191 
3195 
3198 
3291 
3294 
3303 
3310 
3315 
3318 
3321 
3324 
3483 
3486 
3507 
3510 
3513 
3516 
3527 
3534 
3545 
3548 

3555 1015 
3558 3319 
3564 3323 
3569 3511 
3576 3515 
3639 3518 
3643 3547 
3646 3550 
3687 3559 
3694 3566 
3699 3571 
3702 3574 
3705 3577 
3708 3703 
3783 3707 
3790 3710 
3801 3803 
3804 3806 
3811 3815 
3814 3822 
3820 3827 
3825 3830 
3832 3833 
3867 3836 
3870 3895 
3879 3899 
3891 3902 
3894 3943 
3897 3950 
3900 3955 
3939 3958 
3942 3961 
3948 3964 
3953 
3960 
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n k m 

6 4 2 

7 4 3 
7 5 3 

8 4 4 
8 5 4 
8 6 5 

9 4 4 
9 5 5 
9 6 5 
9 7 5 

10 4 5 
10 5 6 
10 6 6 
10 7 6 
10 8 6 

11 4 6 
11 5 6 
11 6 7 
11 7 7 
11 8 7 
11 9 7 

12 4 7 
12 5 8 
12 6 8 
12 7 8 
12 8 8 
12 9 8 
12 10 8 

13 4 7 
13 5 8 
13 6 8 
13 7 9 
13 8 9 
13 9 9 
13 10 9 

14 4 9 
14 5 9 
14 6 10 
14 7 10 
14 8 10 
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Fig. JJA 

rate Max c 
------

0.3333 2 

0.4286 3 
0.4286 3 

0.5000 2 
0.5000 2 
0.6250 6 

D.4'14'1 3 
0.5556 3 
0.5556 3 
0.5556 3 

0.5000 2 
0.6000 4 
0.6000 2 
0.6000 2 
0.6000 2 

0.5455 3 
0. 54 55 3 
0.6364 5 
0.6364 3 
0.6364 3 
0.6364 3 

0.583 3 2 
0.6667 6 
0.6667 4 
0.6667 4 

0.6667 2 
0.6667 2 
0.6667 2 

0.5385 3 
0.6154 3 
0.6154 3 
0.6923 5 
0.6923 5 
0. 6923 5 
0.6923 5 

0.6429 6 
0.6429 2 
0.7143 6 
0. 7143 4 
0.7143 4 

----codewords----
available 
---------

5 

9 
10 

19 
24 
32 

24 
33 
39 
42 

47 
79 
75 
82 
84 

70 
97 

144 
129 
137 
142 

135 
263 
296 
328 
2 64 
274 
277 

200 
296 
364 
514 
556 
583 
601 

524 
562 

1046 
1038 
1114 

required 
---------

4 

8 
8 

16 
16 
32 

16 
32 
32 
32 

32 
64 
64 
64 
64 

64 
64 

128 
128 
128 
128 

128 
256 
256 
256 
256 
2 56 
256 

128 
256 
256 
512 
512 
512 
512 

512 
512 

1024 
1024 
1024 
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14 9 10 
14 10 10 

15 4 9 
15 5 10 
15 6 10 
15 7 10 
15 8 11 
15 9 11 
15 10 11 

16 4 10 
16 5 11 
16 6 11 
16 7 12 
16 8 12 
16 9 12 
16 10 12 

17 4 11 
17 5 11 
17 6 12 
17 7 12 
17 8 12 
17 9 12 
17 10 12 

18 4 12 
18 5 13 
18 6 13 
18 7 13 
18 8 13 
18 9 13 
18 10 14 

19 4 12 
19 5 13 
19 6 14 
19 7 14 
19 8 14 
19 9 14 
19 10 14 

20 4 13 
20 5 14 
20 6 15 
20 7 15 
20 8 15 
20 9 15 
20 10 15 

21 4 14 
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Fig. llB 

0.7143 4 1163 
0.7143 4 1195 

0.6000 3 578 
0.6667 5 1119 
0.6667 3 1130 
0.6667 3 1274 
0.7333 9 2108 
0.7333 7 2136 
0.7333 7 2221 

0.62bU 2 1086 
0.6B75 4 2258 
0.6875 2 2153 
0.7500 10 4113 
0.7500 6 4164 
0.7500 6 4378 
0.7500 6 4531 

0.6471 5 2060 
0.6471 3 2737 
0.7059 5 4607 
0.7059 5 5312 
0.7059 3 4372 
0.7059 3 4575 
0.7059 3 4712 

0.6667 6 4545 
D. 7222 8 8255 
0. 7222 4 9135 
D. 7222 4 10489 
0. 7222 2 8272 
D. 7222 2 8644 
0.7778 10 16747 

0.6316 3 4836 
0.6842 3 8379 
0.7368 7 16626 
0.7368 5 17111 
0.7368 5 18821 
0.7368 5 19849 
0.7368 5 20579 

0.6500 2 8985 
0.7000 4 21308 
0.750 0 6 33829 
0.7500 4 33557 
0.7500 4 36775 
0.7500 4 38703 
0.7500 4 40032 

0.6667 5 17857 
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1024 
1024 

512 
1024 
1024 
1024 
2048 
2048 
2048 

1024 
2048 
2048 
4096 
4096 
4096 
4096 

2048 
2048 
4096 
4096 
4096 
4096 
4096 

4096 
8192 
8192 
8192 
8192 
8192 

16384 

4096 
8192 

16384 
16384 
16384 
16384 
16384 

8192 
16384 
32768 
32768 
32768 
32768 
32768 

1638 4 
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21 5 15 
2 1 6 15 
21 7 16 
21 8 16 
21 9 16 
21 10 16 

22 4 15 
22 5 16 
22 6 16 
22 7 l'/ 
22 8 17 
22 9 17 
22 10 17 

?.3 4 15 
23 5 16 
23 6 17 
23 7 17 
23 8 18 
23 9 18 
23 10 18 

24 4 16 
24 5 18 
24 6 18 
24 7 18 
24 8 19 
24 9 19 
24 10 19 

25 4 17 
25 5 18 
25 6 19 
25 7 19 
25 8 19 
25 9 19 
25 10 19 

26 4 18 
26 5 19 
26 6 20 
26 7 20 
26 8 20 
26 9 20 
26 10 21 

27 4 19 
27 5 20 
27 6 20 
27 7 21 
27 8 21 
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Fig. JJC 

0.7143 5 33597 
0.7H3 3 35236 
0.7619 9 68427 
0.7619 7 71495 
0.7619 7 76019 
0.7619 5 67153 

0.6818 4 346B3 
0. 727 3 4 65732 
0. 7273 2 66307 
0.7727 8 14 0771 
0. 7727 6 143015 
0.7727 6 151640 
0.7727 6 157756 

0.6522 3 40949 
0.6957 3 79430 
0.7391 5 149570 
0.7391 3 131932 
0.7826 11 264682 
0.7826 9 273403 
0.7826 9 286841 

0.6667 2 75344 
0.7500 10 263893 
0.7500 4 29057 1 
0.7500 4 34 6562 
0.7917 10 546228 
0.7917 8 553812 
0."/91"/ 8 579307 

0.6800 5 154995 
0. 7200 5 326028 
0.7600 7 558253 
0.7600 5 578589 
0.7600 5 648508 
0.7600 5 690244 
0. 7 600 5 719462 

0. 6923 4 296598 
0. 7308 4 629996 
0.7692 6 1110146 
0.7692 4 1117761 
0.7692 4 1250283 
0.7692 4 1328833 
0.8077 12 2110651 

0.7037 9 540881 
0.7407 7 1175593 
0.7407 3 1127331 
0.7778 7 2229237 
0.7778 5 2117392 

5,859,601 

32768 
32768 
65536 
65536 
65536 
65536 

32768 
65536 
65536 

131072 
131072 
131072 
131072 

32768 
65536 

131072 
131072 
262144 
262144 
262 1 44 

65536 
262144 
262144 
262144 
524288 
524288 
524288 

131072 
262144 
524288 
524288 
524288 
52 4288 
524288 

262144 
524288 

1048576 
1048576 
1048576 
1048576 
2097152 

524288 
1048576 
1048576 
2097152 
2097152 
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27 9 21 
27 10 21 

28 4 20 
28 5 21 
28 6 22 
28 7 22 
28 8 22 
28 9 22 
28 10 22 
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0.7778 5 2260957 
0.7778 5 2361027 

0. 714 3 8 1085033 
0.7500 6 2327099 
0.7857 12 4234345 
0.7857 6 4398507 
0.7857 6 4985834 
0.7857 4 4339268 
Q.7857 4 4525346 
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2097152 
2097152 

1048576 
2097152 
4194304 
4194304 
4194304 
4194304 
4194304 
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METHOD AND APPARATUS FOR 
IMPLEMENTING MAXlMUM TRANSITION 

RUN CODES 

This application claims the benefit of U.S. provisional s 
application No. 60/014,954, filed Apr. 5, 1996. 

FIELD OF THE INVENTION 

The present mvention relates in general to digital storage IG 
systems. More specifically, the invention pertains to an 
improved coding technique involving data recovery cbnn­
ncls milizing sequence detection methods. 

2 
given by the number of data bits per channel bit, is typically 
low, forcing the channel to opernte at a considerably higher 
speed tlinn the actual data rate . On the other hand, (0,414) or 
more generally (O,G/1) coding offers a much higber rate, but 
docs not provide any coding gam. Also, (O,G,1) codes 1rc 
designed specifically for interleaved systems such as class 
IV partial response (PR4) system~, and arc not optimal for 
other detectors such as fixed-delay tree search (FDTS) 
systems. 

Sequence detectors are data recovery devices that exam­
ine multiple received samples to recover the input data 
sequence. Methods such as Viterbi detection, FDTS/DF, and 
PRML are all sequence detectors. In magnetic data storage 
devices, the response of the channel to an input symbol BACKGROUND OF THE INVENTION 

Channel codes, sometimes called modulation codes, are 
mappings of data bits into the symbols that are either 
lra1JSmit1ed in a communication system or recorded onto a 
medium in a storage device. The purpose of these codes is 
to prevent certain characteristics in the stream of symbols 
that n1ake their recovery difficult. Runlength limited (RLL) 
codes arc commonly m,ctl in magnetic rcconling. These 
codes impose a (d,k) constraint on the recorded data 
sequence. With the Non-Return-to-Zero (NRZ) recording 
formal, where the binary "1" represents a positive level in 
the magneti7.ation waveform and the binary ''0" negative 
level in the same waveform. d+l is the minimum number of 
consecutive like symbols and k+l is the maximum number 

15 typically extends over several sample periods. Sequence 
detectors can outperform sample-by-sample decision rules 
such as peak detection by using information about the data 
to be detected contained in adjacent samples. Errors in 
sequence detectors arise mostly from difficulty in distin-

20 guishing minimum distance patterns. For a sequence detec­
tor thal uses M ~amples lo make a decision, a11 po~lblc 
noiseless sample sequences can be plotted as pomts in an 
M-dimensional space, where each sample corresponds to a 
coordinate in this space. The minimum distance patterns arc 

of consecutive like symbols in the binary sequence With the 
Non-Return-to-Zero-Inversion (NRZI) recording format, 
where a magnetic transition is represented by 1 and no 
transition by 0, d and k arc the minimum and maximum 
nuwber of consecutive O's between any two l's, respec­
tJvely as de;cribed in P. H. Siegel, "Recording codes for 
digital magnetic stnrage," /F.F,F. Tranrnctions on Magnetics, 
vol. MAG-21, no. 5, pp. 1344-1349, September 1985. The 
d constraint is used to increase the minimum physical 
spacing between transitions. The k constraint guarantees that 

25 th use patterns currcspumliog to dilicrcnl uccislons that have 
the minimum Euclidean distance from one another. The 
Euclidean di~tance i~ the geometric di~tance between two 
points aod refers to the square root of the sum of the squares 
of the differeaces between the coordinates of two points. The 

Jo performance of sequence detectors such as E2PRML can be 
improved by coding to remove the patterns that cause 
minimum distance error events, thereby increasing the mini­
mum distance. This increase in the minimum distance as a 
result of coding is termed coding gain. Sec R. Karabcd and 

~5 P. H. Siegel, "Coding for higher order partial response 
channels," Proceedir,gs of the Inrernatio,,a/ Society for 
Optical Engineering, vol. 2605, pp. 115-126, 1995. 

a change in the readback waveform will occur at regular 
intervals for the purpose of synchronizing a phase locked 40 

loop to the data. A (1, 7) code is a common example of an 
RLL code; sec U.S Pat. No. 4,337,458. Also popular is the 
(0,4/4) code, where d~O and k-4 both for the data sequence 
am! fur Ille sequence that results if every otl1,;r symbol i, 
considered; see U.S. Pat. No. 4,707,681. Additional 45 
constraints, such as a limitallon on the total number ofNRZI 
1 's in n codeword for the purpose of improving hming and 
gain C-Ontrol can be applied to these codes; see U.S. Pat. No. 
5,196,849. A DC-free constraint as described in U.S. Pat. 
No. 4,499,454 can be used to reduce the low frequency SO 

spectral cootcnt of the readback signal. Codes for data 
storage 1ypically assume a binary symbol set such as the 
polarity of the write signal or the presence and absence of a 
transition, but it is pos.~ible to conceive systems that use 
more than two distinct symbols. For example, the ternary 55 

3PM code uses three distinct symbols and places a lower 
hound on the distance hetween symbols in the same way that 
the RLL d constraint is applied to the binary case. See G. V. 
Jacoby, "Ternary 3PM magnet ic recording code and 
system," IEEE Transactions on Magnetics, vol. MAG-17, 6G 
no. 6, pp. 3326-3328, November 1981. In optical data 
storage, a special type of RLL constraint is applied to 
guarantee the minimum size of the written mark on the 
medium as described in R. Karabed and P. H. Siegel, "Even 
mark modulation for optical recording," International Con- 65 

forcncc on Communications, June 1989. While RLL (l,k) 
coding has many useful properties, the required code rate, 

SUMMARY OF TIIE INVENTION 

The present invention relates to a channel coding tech­
nique to improve data storage devices such as magnetic 
computer disk drives and professional and consumer tape 
recorders. The coding scheme, which is referred to herein as 
the ma~imum transition-run (MTil) coding, eliminates ccr• 
tain error-prone binary data patterns from the allowable set 
of input data paUcrns that are to be recorded in the storage 
medium. As a consequence, the final bit error rate is 
improved significantly when tbe original data bits arc repro­
duced. Tnts improvement 10 tbc bit error rate can be traded 
for an increase in storage density if the error rate perfor­
mance is already satisfactory. See D. Brickner and J. Moon, 
"Coding for increased distance with a d~O FDTS/DP 
detector," Seagate Internal Report, May 1995; also pre­
sented at the Annual Meeting of the National Storage 
Industry Consortium, Monterey, Calif., June 1995, and J. 
Moon and B. Brickner, "Maximum transition run codes for 
data storage systems," presented at Intermag '96, Seattle, 
Washington, April 1996. 

More specifically, the MTR code imposes a limit on the 
maximum number of consecutive transitions that can occur 
in the written magnetization pattern in magnetic recording. 
Analysis indicates that the performance improvement is 
most significant for the bit densities anticipated for products 
in the near future wben the maximum number of consecutive 
lran,itions 1s limited to two . The MTR code with a constraint 
lc11gth of j=2 will allow "dibit" transitions in the magncti• 
zation pattern, but will not permit "tribit" or longer runs of 
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consecutive transitions. Unless indicated otherwise, our dis­
cussion of the MTR code relating to the present invention 
will be focused on the constraint of j=2 hereafter. When the 
MTR coding scheme is combined with a certain class of 
sequence detectors to recover wriucn data in high density 
recording, the bit-error-rate (BER) performance is improved 
~ignlficantly over existing code/detector comhinations ~uch 

4 
removing the paths that allow the ~{2-2 2} error events. A 
simple minimum distance analysis for PRML systems 
reveals that this is also a critical error pattern in high order 
PRML systems such as E2PR4ML. Low order PRML sys-

5 terns arc not dominated by these errors because they force 
the channel to respond like a low density system where the 
minimum dislam..:e error event is different. 

as (0,G/I) code/partial response maximum likelihood 
(PRML) and (1,7) RLL code/peak detector combinations. 
Computer implemented simulations show a large perfor- 10 

man~e advantage wilh lhe MTR mde wmbintd with high 
order PRML systems and fixed delay tree search witb 
decision feedback (FDTS;DF) systems over the existing 
code/detector combinations. With the NRZI format, the 
MTR code constraint is equivalent to limiting the maximum 15 

runlenglh of 1' s. To facilitate timing recovery, the usual 
maximum runlength constraint is also imposed on O's. 

To obtain a coding gain (improvement in minimum dis­
taoce due to coding), the minimum distance pairs shown in 
FIG. 1 rnu~l ht:. diminak::t..l. In accordam.:c with the pri:::~111 

invention, this ca• be accomphshed using the exIStmg RLL 
(1,k) code, which does not allow consecutive transitions. 
The minimum requirement for producing a coding gain in 
this situation is to remove one pattern from each pair of 
minimum distance sequences. RLL (1,k) codes eliminate 
both patterns associated with all the minimum distance pairs 
and thcrc:by rc~ult jn fcwt:r pt1Ltcrns dVaildblc to lhc cnoodcr. 

Consequently tbis imposes the aced to map input data 10 a 
small set of paUerns resulting in a lower code rate (the ratio BRIEF DESCRIPTION OF TIIE DRAWINGS 

FIG. 1 shows pairs of write pallcrns causing mo~L errors 
in sequence detection at high user densities. 

FIG. 2 is the state diagram for the MTR code with j 0 2. 

FIG. 3 is the state diagram for an MTR (2;6) code. 

20 of the number of input bits to output bits). Further, this 
increases the speed and balldwidth at which the detector 
must operate to produce data bits at a particular speed. An 
increa-qe in noise bandwidth translates to increa:-ied noise in 

HG. 4 gives the capacities for the MTR j -2 codes with 25 

different RLL k constraints. 

the system, which works against the coding gnin. The idea 
of MTR coding is to ehmmate all sequences with tbree or 
more consecutive transitions, but allow tbe dibit pattern to 

FIG. 5 is a table showing the code parameters for MTR 
j•2 block codes with different RLL k constraints and dif­
ferent block sizes. 

FIG. 6 shows a mapping of datawords to codewords for 
the rate 4/5 MTR (2;8) code. 

FIG. 7 is the E2PR4-VJ\ trellis modified for use with an 
MTR J-2 code. 

FIG. 8 illustrates a FDTS ,:a3 detector modified for use 
with an MTR j=2 code. 

FIG. 9 illustrates a FDTS ,:0 2 detector modified for use 
with an MTR j-2 code. 

FIG. 10 lists a decimal representation of the valid code­
words corresponding to different values of C for the 8/12 
DC-free MTR j=2 code. 

FIG. 11 lists wdc paramcttrs fur DC-fret MTR J=2 block 
codes with dilforent RLL k con~trai• ts and dillerenl block 
sizes 

DESCRIPTION OF THE PREFERRED 
l:!MBODIMENT 

'Ille present iuwntion pectaios to au improved coding 
technique to enhance the minimum distance properties of 
sequence detectors. The invention is advantageously used in 
storage and similar systems operat1•g at high data densities. 

Prior art experieoce indicates that the primary source of 
errms in optimal and near-optimal e;equencc detectors oper­
ating at high data densities is the detector's inability in the 
presence of ooise to distinguish the minimum distance 
patterns. FIG.1 is an exemplary depiction of pairs of write 
patterns which cause most errors in sequence detection . 
These four pairs correspond lo an NRZ input error (or 
difference) pattern of ck=:t{2-2 2}, assuming input data take 
oo +l's aod -l 's. 

The present state of the art approach to attenuate these 
errors is to remove data patterns allowing this type of error 
pattern through coding. The potential improvement in tbe 
FDTS detection performance using this approach can be 
estimated by computing the increase in the mrnimum dis­
tance between two diverging look ahead tree paths after 

survive in the recorded sequence. Thus, with MTR coding, 
the dominant error events will be prevented as with (1,k) 
coding, but the required code rate is much better than that of 

30 the typical (1,k) RLL code. 

Referring now to FIG. 2, tile MTR ja2 code based 011 the 
NRZI recording convention, where 1 and O represent the 
presence and absence, respectively, of a magnetic transition 
is shown Specifically, Fl G. 2 depict-; a state diagram defin-

,, ing all pos.siblc channel input sequences. For example, a 
sequence can be found by starting at any state and moving 
along the arrows. In the alternate, a " ''luence can also he 
found by taking each arrow label as the channel input. The 
capacity of the code can be obtained by finding the largest 

40 eigenvalue of the adj acency matrix A, which describes the 
transitions between states for the given state diagram and 
computing: 

45 
(1) 

To more compactly describe the code constraints, the MTR 
parameters are written as (j;k) where j is the MTR constraint 
and k is the usual RLL constraint. For practical codes, the 
RLLk-constraint must be included for timing recovery. lbis 

so constraint can be incorporated into the state diagram as in 
the case of the MTR(j;k)•(2;6) code shown in FIG. 3. The 
capacities for MTR(2;k) codes for different k constraints are 
given in FIG. 4. The capacity is the upper bound on the code 
rate for the given set of parameters. Most codes will have a 

55 rate less than capacity because typically the code complexity 
will become very large as tbe code ra te approaches capacity. 
For example, a cnde with a rate of 718 is pos.sihle for k~8; 
however, it is likely to be extremely complex. Lower rates 
such as 4/5, 5/6 and 6n will require less complexity, while 

60 still improving on the 2/3 rate of RLL(l ,7) codes. 
While state-dependent encoders and sliding block decod­

ers can be designed for the MTR constraint, simple fixed­
length block codes can be realized with good rates and 
re asonable k values. A computer search is utilized to find the 

65 2m n-bit codewords required ro implement a rate m/n block 
code. First, all binary words that contain the NRZI string of 
"111" or more than k consecutive NRZI O's are removed 
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An application of this technique is the reduction of the k 
constraint for a particular block code. The block code 
boundary condition eliminates all codewords that begin with 
"11", but if the last bit is known to be a 0, these codewords 
arc valid. For small block sizes, the k constraint usually 
comes into effect when codewords beginning and ending 
with O arc joined. Hy replacing the codewords with a long 
run ofNRZI O's with a codeword beginning with "11" when 
the previous bit is a 0, the k constraint can be reduced. To 

from the list of 2" n-bit binary words. Then, in order to meet 
the MTR constraint at the codeword boundaries, words that 
start or end with a "11" string arc removed. Also, the k 
constraint is satisfied at the boundary by removing the words 
with k,+1 lcading O's or k2+1 trailing O's where k,+k2=k. 
FIG. 5 shows code parameters for representative block codes 
obtained through computer search for vilrious combinations 
of n and k. The efficiency is defined as the ratio of the code 
rate, m/n, to the capacity computed for the given value of k 
and the MTR constraint. Thus, the efficiency is a measure of 
how dose the rate is lo the upper bound 

As an example of a MTR block code, the rate 4/5 , 
MTR(2;8) block code is given in FIG. 6. Tbe pairing of user 
data blocks and codewords were chosen so that the second 
bit in the codeword corresponds to the second bn in the user 
data. Many other pairings arc possible; the one chosen is 
reasonable, but not necessarily optimal in terms of mini­
mizing the logic implementation. Note that the k=8 con­
straint comes into effect when the codewords 10000 00001 
occur in sequence. If the user data and codeword pairs are 
represented by 

10 illustrate this, consider the rate ~/5 MTR(2,8) code. The 
RLL k=8 condition exists only wh~n lhe codewords 10000 
and 00001 arc put together. Similarly, k=7 occurs when 
10000 and 00010 or 01000 and 00001 are combined. All 
three cases can be eliminated if, following a codeword with 

15 Y , =0, the codewords 00001 and 00010 arc replaced by 
codewords where Y0 =l. This is not possible for a block code 
because all the available codeword~ arc tLscd; however, 
codewords beginning with 110 are valid if the preceding bit 
is a 0. In the case of codewords with length n=5, three such 

20 words exist, they arc 11000, 11001, and 11010. To reduce 
the required k constraint to 6, the following conditional 
mappings ar~ w;cd: 

X•[X,X,X.,X,]--Y-fY0Y,Y,Y,Y;], 

then the equations for the encoder arc: 

Y,.J{J{ ;Jl,+XJ{, 

(2) 

ZS 

(3) 30 

l".(x~oootJ~{ 11001,z-o } 
00001,z- 1 

and 

Yi(X-0010)-{ l!OODZ •O 
00010, Z • l 

(5) 

(~) 

where Z is the value of Y 4 in the previous codeword. All 
other pairings are unchanged from 'fable I. In eJicct, the 
conditional mappings creates a state dependent encoder with 
two states. Unlike most state dependent encoders, there is Y,X,Y,M 

Y,-XJ(,X,+X/J+X,J(,. :,;; only one pu,.,,iblc data worcl for each codeword; lhercforn, a 
block decoder can be used. Boolean equations for the 

The corresponding decoder is 

40 

(4) 

These logic rules are representative of those that could be 45 

developed for any of the MTR codes using industry standard 
design packages. 

Block codes with short block lengths tend 10 have low 
efficiencies because many potential codewords arc elimi­
nated by the boundary conditions. State-dependent encoders so 
can use more codewords and ach1cvc higher efficiencies 
because the stale carries information about the previously 
used codcword(s). A shortcoming of codes that use a stale­
dependent encoder is that, in general, they reguirc a sliding­
block decoder that examines !he codeword and other code- 55 

words adjacent lo ii. This mechanism can cause detection 
errors in adjacent codewords to affect the decoding of other 
codewords, an effect known as error propagation. [t is 
pos.sible lo conceive slate-depended encoders that use block 
decoders, thereby eliminating error propagation in the 60 
decoder. To this end, a two-stale encoder can be formed in 
which the two stales correspond to the last bit of the previous 
codeword. Knowledge of the most recent bit allows code­
words to be added for both cases. In this manner, the 
mapping from dalaword lo codeword is dependent on the 65 

previously used codeword, but if the mapping from code­
word to dataword is unique, a block decoder can be used. 

resulting encoder is given by 

Y:,=X, 

r,-x,x}i,z+xclf,x2+XrJ<,X2 

The corresponding block decoder is 

X1•Y2 

X2 .. Y0Y1f'4 +Y0Y1Y4+Y0Y2+Y3 

MODIFIED DETEcnON AND DISTANCE GAIN 

(7) 

(8) 

To realize the coding gain at the detector output, the 
detector has to be modified. In the case of PRML systems, 
this amounts to removing those states that correspond to the 
illegal data patterns from a trellis. A Viterbi trellis corre­
sponding lo an E2 PR4 system modified for use with MTR 
(2;k) coding is shown in FIG. 7. For uncoded or RLL(O,k) 
systems, all 16 states would be present along with two state 
transitions corresponding to the two binary inpuL~. The ,,(ate 
labels arc w,~(aK, ak-l• ak_2 ,ak_3) where ak arc the NRZ 
write current symbols taking on values from {-1,+1}. The 
slates labeled 5 and 10, corresponding lo (-1,+1,-1 ,+1) and 
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( +l,-1,+1,-1), respectively, have been removed because 
they represent three consecutive tran5ition5 in the NRZ data. 
Similar modifications can be performed on higher order 
PRML detectors. For the FDTS/DF detector, the code­
violating look ahead paths must be prevented from being s 
chosen as the most-likely path, a technique similar to the one 
used in the RLI -(1,7) coded FDTS/DF channel. To illlL~trate 
tbc idea, consider FIG. 8 that shows a ,;c3 look ahead tree 
utilized in FDTStDF detection. The shaded paths in the tree 
correspond to the input data patterns with three consecutive 10 

transitions, and arc wnsidered ilfogal. For the 't=2 tree 
shown in FIG. 9, the past decision must be used to determine 
an illegal path, which i5 either the third path or the sixth path, 
ns indicated by the marked paths. The complexity in the 
signal space formulation of the FDTS/DF detector is also 15 
reduced greatly with the MTR code. See, for example, B. 
Brickner and J. Moon, "A high dimensional signal space 
implementation of FDTS.!DF," presented at latermag '96, 
Seattle, Wash., April 1996. For a more de!ailed description 

8 
remaining codewords in the list now satisfy the MTR 
constraint as well as the k constraint Investigation of the 
remaining codewords reveals tha! for every codeword, there 
exists another codeword which is a bi1-by-bit complement of 
the first codeword. Now define charge C to be the number of 
l's in the codeword minus the number of O's in the same 
codeword. If a codeword ha5 a charge C, its bit-wi,;c 
complement will have a charge-C. This property is used to 
design a DC-free code. 111e final list of the valid DC-free 
MTR codewords is obtained by further removing either all 
the words with negative charges or all the words with 
positive charges. The final list now contains codewords with 
either ze10-charge or charges with the same polarity. When 
a dataword is mapped to a zero-charge codeword, the 

of FDTS/DF detection, see U.S. Pat No. 5,136,593. 
With this modification in FDTS/DF detection, the squared 

minimum Euclidean distance between any two diverging 
paths, denoted hy ~,,,;,., is typically given hy 4(1+f,2+ 
f,2+ . . . +f/) for,: greater than or equal to 2, where f-(1, 
f 1, f2, ... , f 1_ 1) represents the I sample equalized dibit 

mapping is one-to-one as usual But when a dataword is 
mapped to non-zero-charge codeword, either the codeword 
i!sclf or its bit-wise complement is released by the encoder 
ouiput, depending of the RDS value at the end of the last 
codeword. By choosing the codeword with a polarity which 
is opposite to the polarity of the present RDS value, the RDS 

20 is always kept hounded. FIG. 10 shows a decimal rcprcscn­
tallon of codewords corresponding to different values of C 
for the 8/12 DC-free MTR code. The k-conslraint in this case 
is equal to 8. FIG. 11 lists the code parameters ror variou.s 
DC-free MTR block codes obtained using the method 

25 described above. 
response (at the output of the forward equalizer) normalized 
so the first sample is 1. The effective SNR gain of the 't=2 
PDTS/DP o\'cr the DPE, assummg the MTR j-2 code, is 
given by 101 og10(1/l+f,2+f/)dB. 

The distance gain with MTR coding is also significant for 30 

bigb order PRML systems such as E2PR4. When tbe critical 
NRZ error pattern is ;1;{2-2 2}, the minimum distance for the 
E2PR4 response { 1 2 0-2-1} is t\>'2. With MTR coding, the 
worst case error pattern becomes a single hit error pattern of 
±{2}, and the corresponding channel output distance is 3-' 

simply the square root of the energy in !he equalized dibit 
response, or 10V2. This increase in the minimum distance is 
equivalent to an SNR gain of 2.218 dB. If the code rate 
penalty is small, the overall coding gain is significant. 

40 

DC-FREE MTR CODES 

Other u,;eful constraints can be imposed on the MTR code 
at the expense of lowering the code rote. There exist storage 
systems where the recorded square waveform cannot have a 4s 
DC component. In such applications, a DC-free constraint is 
necessary on the written data . The MTR code can be 
designed to have a DC-free property. A DC-free constraint 
is satisfied by bounding tbe running digital sum (RDS) of the 
binary sequence. The RDS at a given time is defined to be so 
the excess number of l's over O's in the binary sequence up 
to that time, assuming the NRZ recording format is used (a 
negative RDS means there bas been more O's tban l's). 

The following method can be used to design DC-free 
MTR codes. Assume an NRZ recording format. Stacting ss 
from a list of 2" n-bit binary words, first remove all binary 
words that contain either "0101 " or "1010" as well a.s any 
words that contain more than k+l consecutive like symbols. 
Then, to satisfy the YITR j=2 constraint at the codeword 
boundaries, remove all words that start with "01" or "10'' Ga 
aod remove all words that end with "101" or "010". The 

While the preferred embodiments of the invention have 
been shown and dcscnbed, it will be obvious to those skilled 
in the art that changes, variations and modifications may be 
made therein without departing from !he invention in its 
brander aspects and, therefore, the aim in the appended 
claims is to cover such changes and modifications as fall 
withm the scope and spirit of the invention. 

What IS claimed is: 
1. Apparatus for encoding m-bit binary datawords into 

n-bit binary codewords, in a recorded waveform, where m 
and n arc preselected positive integers such that n is greater 
than m, comprising: 

receiver means for receiving the dataword; 
encoder means coupled to the receiver means, for pro­

ducing sequences of fixed length codewords; 
means for imposing a pair of constraints (j;k) on the 

encoded waveform wherein the j constraint is defined 
as the maximum number of consecutive traositions 
allowed on consecutive clock periods in the encoded 
waveform to facilitate the reduction of a probability of 
a detection error fo S(li<l receiver means; 

said sequences generating no more than j consecutive 
transitions in the recorded waveform such that j is an 
integer equal to or greater than 2; and 

said sequences generating no more than k coasccutive 
sample periods without a transillon in the recorded 
waveform. 

2. Apparatus as in claim 1 wherein the j consecutive 
trausition limit is defined by the relationship 2;§j<10. 

3. Apparatus as m claim 2 wherem the encoder means 
produces a codeword, in response to each dataword 
sequenlially, based on a predetermined word-by-word map-
ping of 2"' m-bit datawords to one of N n-bit codeword sets, 
wherein N may be written as N=21 and i is a positive integer 
and further that a selection of one of said N n-bit codeword 
sets is determined by a state of the encoder wherein said 
state is a predetermined function of a previous state and the 
encoder input and each set contains 2"' codewords wherein, 

same effect can be achieved by removing all words that end 
with 01 or 10 as well as the words that start wilh "101" or 
"010". The k constraint can be satisfied at boundaries by 
eliminating all words that either start with k1 consecutive 
like symbols or end with k2 consecutive like symbols, where 
k, and kz arc preselected numbers such thatk1+k2=k+l. The 

65 a particular codeword may appear more than once in a given 
set and fucthcr a particular codeword may also appear in 
more than one set. 
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4. Appara1us as in claim 3 wherein 1he encoder means 
produces a codeword in response to each clal aword 
sequentially, bas.:d on a predetermined word-by-word map­
ping of 2m m-bit datawords to one of two n-bit codeword 
sets, where each particular codeword set contains 2"' diftcr- 5 

en! codewords, some of which may also be used in the other 
set Jnd the set mapped lo the encoder is cho,,cn hascd on the 
last binary symbol of the previous codeword. 

5. Apparatus as in claim 4 wherein, a first sci (A) is chosen 
when a last binary symbol of a previous codeword (Z) is a IO 
0 am! a ,:.econtl ,:.et (B) i,:. cho""n when Z is a 1 anti valid 
codewords for sets A and B are by the steps of: 

removing bioary words that contain more than one of j 
consecutive l's and more thank consecutive O's from 
each of two lists of 2" possible codewords for sets A JS 
and B, respectively; 

removing words that cod with two consecutive l's from 
both lists; 

removing words from the list for set B that begin with two 20 
consecutive 1 ·s; 

selecliog k1+J<i-k; 

removing words from the hst for set A that begin with one 
of k,+1 O's and end with [{,,+1 O's; 

removing words from the !isl for set B that end with 2s 
consecutive O's and k,,+1; and 

selecting tb.c zm codewords used in each of set A and set 
B from the respective lists, each of which contains at 
least 2'" codewords. 

6. Apparatus as in claim 2 wherein the sequences cf 30 

codewords also satisfy a DC-free constraint. 
7. Apparatus as in claim 6 wherein the encoder means 

produces a codeword in response lo each dataword 
sequentially, based on a predetermined word-by-word map ­
ping of 2"' m-bit datawords to 2'" a-bit codewords, where the 1~ 

codewords are preselected using a seleclion method com­
prising the steps of: 

removing binary words that contain either "0101" or 
"1010'' from a list of 2" possible n-bit binary words; 40 

rcmovi ng words that contain more than k+ 1 consecutive 
like symbols; 

10 
10. Apparatus as in claim 2 wherein binary sequences 

procluced hy combining codewords ba'-'e no more than one 
of j coasecutive transilions from O lo 1 and from 1 to O and 
no more than one of k+l consecutive O's and k+l coosccu­
tivc 1 's when used in conjunction with a NRZ recording 
format. 

11. Apparatus as in claim 2 wherein the encoder means 
produces a codeword in response to each dataword 
sequentially, based on a predetermined word-by-word map• 
ping of 2"' m-bit dalawords to 2"' a -bit codewords, wherein 
the codewonb are prcsclectctl using a sckction method 
comprising the steps of: 

removing binary words that contain more than one of j 
consecutive 1 's and more than k consecutive O's from 
a list of 2" possible n-bit binary words; 

removing one of binary words that begin and end with two 
CUO!>CCULivt: 1 '~; 

removing one of binary words that begin with k,+1 
conseclltive O's and end with k2+1 conscculivc O's 
where k1 +k2 •k; anti 

choosing 2m codewords remaining in the list, which 
contains al least 2m valid codewords. 

12. Apparalll!) a~ in claim 2 wher.;in thi;; n;.c.:i:ivc;r rni:;all!-. 

incorporates means for removing certain code-violating pat­
/ems from the detec!ion process wherein !he detection 
process comprises at least one of tbc steps of: 

removing states and state transitions corresponding to 
more than j consecutive transitions from a V,tcrbi 
trellis; 

removing branches from a fixed delay tree search corre­
sponding to more than j consecutive transitions; 

removing branches from a fixed delay tree search corre­
sponding to more than j consecutive transitions when 
the previous decision is considered part of the 
sequence; 

forming boundaries for a signal space formulation sucl1 
that points in the signal space constellation correspond­
ing to sequences containing more than j consecutive 
transitions are not considered; and 

selecting boundaries in a signal space formulation based 
on a constellation that does not include points corre­
sponding to sequences containing more than j consecu­
tive transitions when the previous decision is consid­
ered parl of the sequence. 

removing all words !hat begin with "01" or" 10'' and those 
thdl cud with "101" or "010" hdving au e4uivak11t 
effecl of removmg all words that begin with "101" or 4S 

"010" and all words lhat end wilh "01" or "10"; 
removing one and combinations thereof Df words 1ha1 

begin wilh k1 +l consecutive like symbols and words 
that end with k,+1 consecutive like symbols where 
k 1+k,=k; 

13. A melhod for encoding rn-bit hioary datawo1ds into 
n-bit binary codewords in a recorded waveform, where m 
and n are preselecled po,ilive integers .<ucli thal n is greater 

50 thun m, comprising the steps of: 

receiving binary dalawords; and 
formmg a set (A) of codewords with the number of 1 'snot 

less than the than number of O's; 

forming a set (Fl) of codewords w1lh the number of O's not 
less than the than number of 1 's; 

selecting codewords from set A if the number of O's in all 
the previous encoder output,:. exceeds the number ol 
1's; and 

ss 

producing sequences of n-bit codewords; 

imposing a pair of constraints Q;k) on the encoded wave­
form; 

selecting codewords from set B 1f the number of O's in all 
the previous encoder outpuls docs not exceed the 60 

number of l's. 

generating no more than j consecutive transitions of said 
sequence in the recorded waveform such that j~2; and 

generating no more than k consecutive sample periods of 
said sequences without a transition in the recorded 
waveform. 

14. The method as in claim 13 wherein the consecutive 
transition limit is defined by the equation 2~j<10. 

8. Apparatus as in claim 2 wherein the consecutive 
tnnsition limit is defined by the relationship j 0 2. 

9. Apparatus as in claim 2 wherein the binary sequences 
produced by combining codewords have no more than j 
consecutive l's and no more than k consecutive O's when 
used with a NRZI recording format. 

15. The method as in claim 14 wherein the consecutive 
transition limit is j=2. 

16. The method as in claim 14 wherein the binary 
65 sequences produced by combining codewords have no more 

than j consecutive l's and 110 more thank cousccutivc O's 
when used with the NRZI recording format. 
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17. The method as in claim 14 wherein the binary 
sequences produced by combining codewords have no more 
than one of J consecutive transitions from O to 1 and from 1 
to O and no more than one of k+l consecutive O's and k+l 
consecutive 1 's when used in conjunction with the NRZ 5 

recording format. 
18. The method as in claim 14wherein the encoder means 

produces a codeword m response to each dataword 
sequentially, based on a predetermined word-by-word map­
ping of2"' m-bit datawords to '2!" n-bit codewords, where the 10 

cotfowords are preselcclcd using a selecliua method com­
prising the steps of: 

removing binary words that contain more than j consecu­
tive l's and words that contain more than kconsccutive 
O's from a list of 2" possible n-bit binary words; JS 

removing one of binary words that begin and cod with two 
consecutive l's; 

removing one of words that begin with k,+1 consecutive 
O's and end with k2+1 consecutive O's where k1 +k2=k; 20 

choos10g 2"' codewords from the remaining list, which 
contains at least 2"' valid codewords. 

19. The method as in claim 14 wherein the encoder means 
produces a codeword in response to each dataword 
sequentially, based on a predetermined word-by-word map- 25 
ping of 2"' m-bit datawords to one of N n-bit codeword sets, 
wherein N may be wriuen as N~21 where i is a positive 
integer and the selection of one of N codeword sets is 
determined by the state of the encoder and said state is a 
predetermined function of the previous state and encoder 

12 
input and that each set contains 2"' codewords and further 
that a particular codeword may appear more than once in a 
given sets and may also appear 10 more than one set. 

20. The method as in claim 14 wherein the sequences of 
codewords also satisfy a DC-free constraint. 

21. The method as in claim 13 wherein the method of 
receiving data incorporates the removal of certain code­
violating patterns from the detection process wherein the 
detection process comprises at least one of the steps of: 

remov ing ~lat~ an<l stale transition~ t:orrcspomling to 
more than j consecullve trans1tmns from a Viterbi 
trellis; 

removing branches from a fixed delay tree search corre­
sponding to more than i consecutive transitions; 

removing branches from a fixed delay tree search corre­
spondrng to more than j coosccutivc transilions when 
the previous decision is considered part of the 
sequence; 

fonnitig lmund•ries for a signal space formulation ~uch 
that points in the signal space constellation correspond­
ing to sequences containing more tban j consecutive 
transitions aro not considered; and 

selecting boundaries in a signal space formulat1on based 
on a constellation that does not include points corre­
sponding to sequences containing more than j consecu­
tive transitions when the previous decision is consid­
ered part of the sequence. 

.. + * * * 
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Plaintiff Regents of the University of Minnesota ("University") and Defendants LSI 

Corporation and Avago Technologies U.S. Inc. (jointly. "LSI" or ''Defendants") jointly submit this 

4 Joint Claim Construction and Prehearing Statement in accordance with Patent L.R. 4-3 and this 

5 Court's Standing Order for Patent Cases. The sole asserted patent in this case is U.S. Patent 

6 5,859,601.("'601 Patent,,), a copy of which is provided as Exhibit A hereto. The Asserted Claims 

7 are claims 13. 14, and 17. A copy of the complete prosecution history for the '601 Patent is 

8 available to the Court upon request. and was previously filed on March IS, 2018 as Document 190-
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3. 

I. CONSTRUCTION OF THOSE TERMS ON WHICH THE PARTIES AGREE 

The parties agree to the constructions set forth below for certain claim tenns in the Asserted 

Claims of the '601 Patent. 

m-bit binary datawords bit sequences oflength m 

'601 Patent. claim 13 

binary datawords bit sequences of length m 

'601 Patent. claim 13 

o-bit binary codewords bit sequences of length n 

'601 Patent. claim 13 

o..:bit codewords bit sequences of length n 

'601 Patent. claim 13 

26 II. DISPUTE TERMS AND IDENTIFICATION OF MOST SIGNIFICANT TERMS 

The parties dispute the construction of ten (10) tenns in the Asserted Claims. Each party's 27 

28 proposed constructions and identified support therefor are presented in Exhibit B hereto. 
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1 
The most significant terms are the tenns appearing below in claims 13 and 17. The parties 

2 propose that the disputed terms be argued in the following order at the hearing: 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

m. 

(.1) "transitionsn in claim 13; 

(2) "producing sequences of n-bit codewords" in claim 13; 

(3) "recorded waveform,. in claim 13; 

(4) "imposing a pair of constraints (j;k)" in claim 13; 

(S) .. encoded waveform" in claim 13; 

(6) .. generating no more than j consecutive transitions of said sequence in the recorded 

waveform such thatj~2" in claim 13; 

(7) "generating no more than k consecutive sample periods of said sequences without a 

transition in the recorded waveform" in claim 13; 

(8) "wherein the binary sequences produced by combining codewords have no more than one 

of j consecutive transitions from O to l and from l to O" in claim 17; and 

(9) ••wherein the binary sequences produced by combining codewords have no more than 

one of j consecutive transitions from Oto 1 and from 1 to O" and "no more than one ofk+ 1 

consecutive o•s and k+l consecutive l's" in claim 17. 

(10) NRZ/NRZI recording format in claim 17 and claim 16. 

ANTICIPATED LENGTH AND TIME NECESSARY FOR THE CLAIM 

CONSTRUCTION HEARING 

The Claim Construction Hearing is currently scheduled for July 12. 2018. with the Case 

24 Tutorial starting at 1:30 p.m. 0kt. 197. The parties anticipate needing no more than three (3) hours 

25 {l .S hours per side) for the hearing, including the tutorial. 

26 IV. 

27 

IDENTIFICATION OF WITNESSES FOR CLAIM CONSTRUCTION HEARING 

28 
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1 
The University expects to rely on testimony (in the form of a declaration and/or deposition) 

2 from Prof. Steven W. McLaughlin. Dean of the College of Engineering at the Georgia Institute of 

3 Technology in support ofits claim construction arguments. A copy of Prof. McLaughlin's 

4 declaration that the University served Defendants with on March 14, 2018 as part of the University's 

5 Patent L.R. 4-2 disclosures is attached hereto as Exhibit C. The University also currently intends to 
6 

have Prof. McLaughlin available for the Case Tutorial. 
7 

8 
LSI intends to rely on testimony (in the form of a declaration and/or deposition testimony) 

9 from Professor Emina Soijanin, Professor of Electrical & Computer Engineering at Rutgers 

10 University, on the issue of indefiniteness under 35 U.S.C. § 112 for five disputed claim terms. See 

1 t Declaration of Professor Emina Soljanin, Ph.D., attached as Exhibit D. Professor Soljanin's 

12 testimony will be offered only on the issue of indefmiteness and not for purposes of general claim 

13 
construction. If the Court determines that the five disputed-as-indefinite claim tenns are not 

14 
indefmite, then for three of the tenns, LSI has offered alternative constructions that are based on 

15 

16 intrinsic evidence and do not rely on Professor Soljanin's testimony. See Exhibit B. LSI contends 

17 that two of the disputed claim terms, both in dependent claim 17, cannot be construed, and will not 

18 offer proposed construetions for those two terms. Other than with respect to the issue of 

19 indefmiteness as to the five challenged tenns, LSI will not rely on expert testimony. LSI believes 

20 that expert testimony is unnecessary for the Case Tutorial, but may have Prof. Soljanin in attendance 
21 

22 

23 

24 

25 

if the Plaintiff brings its expert. 

v. IDENTIFICATION OF FACTUAL FINDINGS REQUESTED FROM THE COURT 

RELATED TO CLAIM CONSTRUCTION 

The parties have a dispute as to whether the Court should make factual findings with respect 

26 to claim construction. The parties' positi.ons are set forth below: 

27 

28 
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The University7s Identification 

Pursuant to Patent Local Rule 4-3{f) which requires the parties to identify "any factual 

3 findings requested from the Court related to claim construction." the University requests that the 

4 Court make factual findings with respect to Defendants' indefiniteness arguments for claims 13 and 

5 

6 

1 

17 of the '601 Patent. See, e.g., Berfcheimer v. HP lnc., 881 F.3d 1360, 1363 {Fed. Cir. 2018) 

(district court's indefinite determination included "subsidiary factual findings" based on expert 

8 declaration); Teva Pharm. USA v. Sandoz, Inc., 135 S. Ct 831,841 {2015) {recognizing .. factual 

9 finding" by court with regard to dispute between experts as to whether "a certain term of art had a 

lo particular meaning to a person of ordinary skill in the art at the time of the invention"); Eli Lilly and 

11 Co. v. Teva Parenteral Medicines, Inc., 848 F.3d 1357, 1371 (Fed. Cir. 2017) ("[TJhe district court's 

12 underlying determination, based on extrinsic evidence, of what a person of ordinary skill would 

13 
understand 'vitamin B12' to mean in different contexts is a question of fact."). The University's 

14 
requested factual findings will relate to the knowledge and understanding that a person of ordinary 

15 

16 skill in the art would have concerning the scope and meaning of the following phrases when read in 

17 the context of the intrinsic record: 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 
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• .. the encoded waveform" in claim 13; 

• "generating no more than j consecutive transitions of said sequence in the recorded 

waveform such thatj?: 2" in claim 13; 

• "generating no more than k consecutive sample periods of sJid sequences without a transition 

in the recorded waveform" in claim 13; 

• "wherein the binary sequences produced by combining codewords have no more than one of 

j consecutive transitions from Oto 1 and from 1 to 0" in claim 17; and 

• .. no more than one ofk+ 1 consecutive O's and k+l consecutive J's" in claim 17. 
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1 
In particular. the University requests that the Court find that each of identified claim tenn:s has an 

2 objective meaning to those skilled in the art. which objective meaning infonns, with reasonable 

3 certainty •. those skilled in the art about the scope of the claimed invention. 

4 

5 

6 

7 

The University :further requests that the Court find that the evidence cited by the University 

and Defendants, including: the testimony of Prof. McLaughlin. siipports the University's claim 

construction proposals and do not support Defendants' proposals. See Teva Pham,., 135 S. Ct at 

8 837-38("Claim construction is a question oflaw with underlying questions of fact."). For example, 

9 the University requests that the Court find that: 

10 

ll 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

• A person skill in the art would understand that a "transition" referred to in the •601 Patent, 

including the claims, is a magnetic transition, i.e., a reversal in the magnetic orientation of 

adjacent bit regions; 

• Imposing a constraint in a magnetic recording system that limits the number of consecutive 

"transitions" in the record wavefonn to j, where j,?: 2, reduces the probability of bit errors of 

the magnetic recording system by removing error-prone write patterns; and 

• A person skill in the art would understand that the j and k constraints are separate constraints, 

where the j constraint reduces the bit error probability of the magnetic recording system by 

removing error-prone write patterns and the k constraint ensures timing recovery. 

LSl's Position: Factual Findings Are Not Required 

The Court need not make any factual findings. Instead, the Court should construe all of the 

23 disputed claim terms as a matter oflaw, in light of the intrinsic evidence (i.e., the patent's claims, 

24 specification, and its prosecution history). See Markman y. Westview Instr., Inc., 511 U.S. 370, 372 

25 ( 1996) ("We hold that the construction of a patent. including tenn:s of art within its claim, is 

26 exclusively within the province of the court"); see also Phillipsv. AWHCorp., 415 F.3d 1305. 1314-

27 24 (Fed. Cir. 2005) (en bane); id. at 1320 (overruling Circuit precedent that had .. placed too much 

28 
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1 reliance on extrinsic sources such as dictionaries, treatises. and encyclopedias and too little on 

2 intrinsic sources, in particular the specification and the prosecution history"). The Supreme Court 

3 has made clear that indefiniteness may be resolved as a matter of law. See Nautilus v. Biosig Instr., 

4 134 S. Ct. 2120, 2124 (2014) ("(W]e hold that a patent is invalid for indefiniteness.ifits claims, read 

5 in light of the specification delineating the patent, and the prosecution history, fail to inform, with 
6 

reasonable certainty, those skilled in the art about the scope of the invention.").1 In this case. with 
7 

8 respect to five disputed claim terms, intrinsic evidence alone is sufficient to conclude that the terms 

9 are indefinite. 

1 O Regardless of whether the proper analysis is characterized as purely legal (LSl's position) or 

11 requires the Court to make .. factual findings" (Plaintiff's position), LSI requests that the Court find 

12 that claims 13 and 17 are indefinite under 35 U.S;C. § 112(b). See Nautilus. 134 S. Ct. at 2124. 

13 
Specifically, LSI contends that the following phrases (each of which is case and/or claim 

14 
dispositive ), when read in the context of the intrinsic record, are indefinite because they cannot be 

15 

16 construed with reasonable certainty: 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

• (1) "the encoded wavefonn" in claim 13; 

• (2) "generating no more than j consecutive transitions of said sequence in the recorded 

waveform such tha:t j 2: 2 .. in claim 13; 

• (3) "generating no more than k consecutive samp]e periods of said sequences without a 

transition in the recorded waveform" in claim 13; 

• (4) .. wherein the binary sequences produced by combining codewords have no more than 

one of j consecutive transitions from O to. l and from 1 to O" in claim 17; and 

• (5) "no more than one ofk+l consecutive O's and k+ l consecutive l's" in claim 17. 

1 See also Teva Phann. USA. v. Sandaz, Inc., 135 S. Ct. 831, 841 (2015) ( .. As all parties agree, when 
27 the district court reviews only evidence intrinsic to the patent (the patent claims and specifications, 

along with the patent's prosecution history), the judge's determination will amount solely to a 
28 detennination of law[.]"). 
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If, however. the Court finds that the first three tenns can be construed with reasonable 

2 certainty. then LSI requests that the Court adopt LSI's proposed alternative constructions. See Exh. 

3 B. Regarding the fourth and fifth challenged tenns, LSI offers no alternative constructions. 

4 As to alJ other disputed claim tenns, LSI requests that the Court adopt LSI's proposed 

5 constructions as set forth in Exhibit B, and reject the Plaintiff's proposed constructions and the 
.6 

7 
opinions offered by Plaintiff"s expert, Prof. McLaughlin. as to all nine disputed terms. 

8 Dated: April 13, 2018 

9 Bv: Isl Raniini A.charva 
lO 

Ranjini Acharya (SBN 290877) 
11 ranjini.acharya@klgates.com 

K&L GATES LLP 
12 620 Hansen Way 
13 Palo Alto, California 94304 

Tel: (650) 798-6700 
14 Fax: (650) 798-6701 

1 S Patrick J. McElbinny ,pro hac vice 
patrick.mce1hinny@klgates.com 

16 Mark G. Knedeisen,pro hac vice 
17 mark.knedeisen@ldgates.com 

Christopher M. Verdini, pro hac vice 
J 8 christopher. verdini@klgates.com 

Anna Shabalov ,pro hac vice 
19 anna.shabalov@klgates.com 

K&L Gates LLP 
20 K&L Gates Center 
21 210 Sixth Avenue 

Pittsburgh, Pennsylvania 15222 
22 (412) 355--6500 

23 Theodore J. Angelis,pro hac vice 
theo.angelis@klgates.com 

24 K&L Gates LLP 
25 925 Fourth Avenue, Suite 2900 

Seattle, WA 98104 
26 (206) 623-7580 

27 Counsel for Plaintiff 
28 Regents of the University of Minnesota 
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CERTIFlCATE OF SERVICE 

I hereby certify that a true and correct copy of the above and foregoing document has been 

3 served on all counsel of record via the Court's ECF system on April 13, 2018. 

4 

s 
6 

7 

8 

Isl Raniini Acharya 
Ranjini Acharya 

CERTIFICATION PURSUANT TO CIV. L. R. S-1{0(3) 

Pursuant to Civil Local Rule 5-l (i)(3 ). I hereby certify that concurrence in the filing of this 

9 document has been obtained from the signatories for whom a signature is indicated by a conformed 

lO signature (/sf). I have on file records to support this concurrence for production for the Court if so 

11 ordered. 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 
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David E. Sipiora (State Bar No. 124951) 
ds ipiora@kilpatricktownsend.com 

2 Edward J. Mayle (admitted pro hac vice) 
tmayle@kilpatricktownsend.com 

3 KILPATRICK TOWNSEND & STOCKTON LLP 
1400 Wewatta Street, Ste. 600 

4 Denver, CO 80202 
Telephone: 303 571 4000 

5 Facsimile: 303 571 4321 

6 Scott Kolassa (State Bar No. 294 732) 
skolassa@kilpatricktownsend.com 

7 K.ILPA TRlCK TOWNSEND & STOCKTON LLP 
1080 Marsh Road 

8 Menlo Park, CA 94025 
Telephone: 650 324 6349 

9 Facsimile: 650 618 1544 

IO Attorneys for Defendants LSI Corporation 
and Avago Technologies U.S. Inc. 

11 

12 

13 

14 

15 

UNITED STATES DISTRICT COURT 

FOR THE NORTHERN DISTRICT OF CALIFORNIA 

SAN JOSE DIVISION 

16 REGENTS OF THE UNNERSITY OF 
MJNNESOTA, 

Civil Action No. 18-cv-00821-EJD-NMC 

17 

18 

19 

Plaintiff, 

V. 

LSI CORPORATION AND 

DECLARATION OF PROFESSOR 
EMINA SOLJANIN 

20 A YAGO TECHNOLOGIES U.S. INC., 

21 Defendants. 

22 

23 

24 

25 

26 

27 

28 

I, Professor Emina Soljanin, declare as follows: 

I. INTRODUCTION AND QUALIFICATIONS 

A. Introduction. 

1. I have been engaged as an expert on behalf of LSI Corporation and A vago 

Technologies U.S. Inc. (collectively, Defendants or "LSI") in the above-referenced case and 

in the Inter Partes Review ("IPR") proceeding involving the patent-in-suit (U.S. Patent and 

DECLARATION OF PROF. EMINA SOLJANIN 
CASE NO. 18-CV-00821-EJD-NMC 

DEPOSITION 
EXHIBIT 
3 

- 1 -

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 122 of 358 

Case 5:18-cv-00821-EJD Document 204-4 Filed 04/13/18 Page 2 of 49 

1 Trademark Office Trial and Appeal Board, IPR2017-01068). The patent at issue in both 

2 proceedings is U.S. Patent No. 5,859,601 ("the '601 Patent' '). 

3 2. I understand that ownership of the '601 Patent is claimed by the Regents of the 

4 University of Minnesota ("the University"). I understand that the University sued LSI in the 

5 U.S. District Court for the District of Minnesota on August 25, 2016, and that the '601 Patent 

6 expired on October 15, 2016. I understand that the District of Minnesota subsequently 

7 transferred this case to the U.S. District Court for the Northern District of California, San Jose 

8 Division. 

9 3. In this Declaration, I offer my opinions regarding, among other things, certain 

IO terms in claims 13, 14, and 17 ("the Asserted Claims") of the '60 I Patent. It is my opinion 

11 that the Asserted Claims are indefinite under 35 U.S.C. § 112(b) because the claims, read in 

12 light of the patent's specification and its prosecution history, fail to inform, with reasonable 

13 certainty, a person having ordinary skill in the art at the time of the invention the scope of the 

14 alleged inventions. The reasons for this opinion are set forth more fully below. 

15 4. I also disclose below my understanding of certain legal principles regarding 

16 claim construction and 35 U.S.C. § l 12(b) provided to me by counsel, as well as my view of 

17 the level of ordinary skill in the art at the time of the alleged inventions of the Asserted 

18 Claims. 

19 5. I am being compensated at a rate of $420 per hour for my consulting services, 

20 including the preparation of this Declaration. I have no stake in the outcome of this civil 

21 action or the related IPR proceedings concerning the '60 I Patent. 

22 

23 

B. 

6. 

Expert Qualifications. 

I am currently a professor of electrical and computer engineering at Rutgers 

24 University. My research interests are broad, but mainly concern theoretical understanding and 

25 practical solutions that enable efficient, reliable, and secure operation of communications 

26 networks. I also have expertise and interest in power systems and quantum computation. 

27 

28 

7. My research has been funded by the National Science Foundation, the Center 

for Discrete Mathematics and Theoretical Computer Science (DIMACS), DARPA, and other 
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funding agencies. 

2 8. All of my degrees are in electrical engineering. I earned a European Diploma 

3 degree from the University of Sarajevo, Bosnia, in 1986, and M.S. and Ph.D. degrees from 

4 Texas A & M University in 1989 and 1994, respectively. 

5 9. Between my studies at the University of Sarajevo and my graduate studies, 

6 from 1986 to 1989, I worked in industry developing optimization algorithms and software for 

7 power system control. 

8 10. Upon earning my Ph.D., I joined Bell Laboratories in Murray Hill, NJ, where I 

9 was a Member of the Technical Staff in the Mathematics of Networks and Communications 

1 O research department. Over a dozen alumni of Bell Labs have won the Nobel prize in physics, 

11 with several more having been awarded the Turing Award, the highest distinction in computer 

12 science. In 2004 I was elevated to Distinguished Member of the Technical Staff. 

13 11. During my time at Bell Labs, I was also an adjunct professor, guest lecturer, or 

14 visiting professor at various academic institutions around the world including, Columbia 

15 University, ENSE in Cergy-Pontoise, France, the University College Dublin, and others. I 

16 also mentored many students, interns, and postdoctoral researchers during that time. 

17 12. In the course of my twenty year employment with Bell Labs, I participated in a 

18 wide range of research and business projects. These projects include designing the first 

19 distance enhancing codes to be implemented in commercial magnetic storage devices. Other 

20 projects that I worked on at Bell Labs included the first forward error correction for Lucent's 

21 optical transmission devices, color space quantization and color image processing, quantum 

22 computation, link error prediction methods for the third generation wireless network 

23 standards, and anomaly and intrusion detection. Some ofmy most recent activities are in the 

24 area of network and application layer coding. 

25 13. According to the University's allegations in the First Amended Complaint in 

26 this case, the alleged invention of the '601 Patent is a "maximum transition run" ("MTR") 

27 code featuring a "j constraint" which "imposes a limit on the maximum number of 

28 consecutive transitions" in a binary system. I was conducting research in this area before the 
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application that matured into the '601 Patent was filed. 1 

2 14. The named inventors of the '601 Patent, Professor Jaekyun Moon and his then-

3 graduate student Dr. Barrett Brickner, published a paper in 1996 entitled "Maximum 

4 Transition Run Codes for Data Storage Systems," which paper is attached to the First 

5 Amended Complaint as Exhibit 3, and referred to therein by the University as "the Moon 

6 1996 IEEE Paper." (See First Amended Complaint, Dkt. No. 40, at ,r,r 49-52; attached hereto 

7 as Appendix A.) 

8 15. The University alleges that this Moon 1996 IEEE Paper is "substantially 

9 similar to the '601 Patent." (See id.) This is noteworthy because Dr. Moon and Dr. Brickner 

10 confirmed in their 1996 IEEE Paper that I, in my "independent study," had disclosed that 

11 "removing long runs of consecutive transitions" can improve the performance of data storage 

12 systems. (See Moon 1996 IEEE Paper, Appendix A, right column of first page, citing 

13 reference [6].) Reference [6], cited by Dr. Moon and Dr. Brickner in their 1996 IEEE paper, 

14 relates to my conference presentation in October 1995. (See Appendix A, Reference [6] listed 

15 as "E. Soljanin, 'On-track and off-track distance properties of class4 partial response 

16 channels,' SPIE Conference, Philadelphia, PA, Oct. 1995."). 

17 16. Additionally, my work was published in a 1995 paper entitled "On-track and 

18 off-track distance properties of class4 partial response channels," which paper is attached as 

19 Appendix B. This paper discloses that digital storage systems can be improved "by limiting 

20 the length of subsequences of alternating symbols to four," and that in the NRZI recording 

21 format, "this can be achieved by a code that limits the runs of consecutive ones to three" and 

22 discloses a "simple and inexpensive implementation" for such a code. (See Appendix A, at 

23 Section 4.2.) The first-named inventor on the '601 Patent, Prof. Moon, attended my 

24 presentation given at the above-referenced conference, as described in LSI' s counterclaim for 

25 inequitable conduct. (Dkt. No. 62 at p. 23 et seq., ,r~ 18-49.) 

26 17. Further, one of my own patents, U.S. Patent No. 5,608,397, is cited on the face 

27 of the '601 Patent. During prosecution, the examiner found that my U.S. Patent No. 

28 5,608,397 (among others) "is considered pertinent to applicant's disclosure." (See File 
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History, Office Action dated Sept. 16, 1997.) 

2 18. In addition to U.S. Patent No. 5,608,397, cited by the patent examiner and 

3 listed on the face of the ' 601 Patent, I am the inventor of additional patents and pending patent 

4 applications. I have authored numerous peer-reviewed journal and conference publications, as 

5 well as books and book chapters. Among other professional recognitions, I was elected an 

6 IEEE Fellow for my "contributions to coding theory and coding schemes for transmission and 

7 storage systems." My curriculum vitae includes additional details about my experience and 

8 professional background. It is attached as Appendix C. 

9 

10 

II. MATERIALS REVIEWED 

19. My opinions are based on years of education, research and experience, as well 

11 as investigation and study of relevant materials. In forming my opinions, I have considered 

12 the materials identified in this declaration, including the '601 Patent's claims (both the 

13 Asserted Claims and the non-asserted claims), its specification (including the figures and all 

14 of the written disclosure), and the prosecution history of the application that matured into the 

15 '601 Patent. I have also reviewed the documents discussed in Section LB above. l 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

III. THE HYPOTHETICAL PERSON OF ORDINARY SKILL IN THE ART 

20. I have been informed that patent claims are to be interpreted the way a 

hypothetical person having ordinary skill in the art would have interpreted the claims at the 

time of the invention. For shorthand, I may refer to such a person herein as a "POSIT A." 

21. The application resulting in the '601 Patent was filed on October 15, 1996. 

The face of the patent claims priority to "Provisional application No. 60/014,954" filed April 

5, 1996. Merely for argument's sake, therefore, I will assume that the Asserted Claims are 

entitled to a priority date of April 5, 1996. As mentioned above, I was conducting research 

1 I may rely upon these materials and/or additional materials to respond to arguments raised 
by the University or its expert(s). I may also consider additional documents and information 
in forming any necessary opinions~including documents that may not yet have been 
provided to me. My analysis of the materials produced in this investigation is ongoing and I 
will continue to review any new material as it is provided. This report represents only those 
opinions I have formed to date. I reserve the right to revise, supplement, and/or amend my 
opinions stated herein based on new information and on my continuing analysis of the 
materials already provided. 
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and publishing my work in the relevant technological field prior to April 5, 1996. 

22. In determining the characteristics of a person of ordinary skill in the art at the 

3 time of the claimed invention, I considered several things, including the factors discussed 

4 below, as well as (1) the levels of education and experience of the inventor and other persons 

5 actively working in the relevant field; (2) the types of problems encountered in the field; (3) 

6 prior art solutions to these problems; ( 4) the rapidity in which innovations are made; and (5) 

7 the sophistication of the relevant technology. I also placed myself back in the relevant time 

8 period and considered the individuals that I had worked with in the field. 

9 23. It is my opinion that a person having ordinary skill in the relevant art at the 

10 time of the invention would have been someone with at least an undergraduate degree in 

11 electrical engineering or similar field, and thre~ years of industry experience in the field of 

12 read channel technology. 

13 24. I am prepared to testify as an expert in this field and also as someone who had 

14 at least the knowledge of a POSIT A, and someone who worked with other POSIT As at the 

15 time of the alleged invention. 

16 

17 

18 

19 

25. Unless otherwise stated, my statements below refer to the knowledge, beliefs, 

and abilities of a POSIT A at the time of the claimed invention of the '601 patent. 

IV. CLAIM CONSTRUCTION STANDARD 

26. I understand that the Asserted Claims are construed as understood by a 

20 POSIT A Counsel informs me that sometimes the meaning of claim terms are readily 

21 apparent even to lay judges, and that, in such scenarios, claim construction involves little 

22 more than the application of widely accepted meaning of commonly understood words. 

23 27. Otherwise, especially in highly-technical patents, courts look to the "intrinsic 

24 evidence" (i.e., the words of the claims themselves, the specification and figures, and the 

25 prosecution history), and in some circumstances resort to consideration of extrinsic evidence 

26 concerning relevant scientific principles, the meaning of technical terms, and the state of the 

27 art to interpret a patent. 

28 28. Regarding the intrinsic evidence, I understand that the claims themselves 
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provide substantial guidance as to the meaning of particular claim terms. For example, the 

2 context in which a term is used in the asserted claim can be highly instructive. Other claims 

3 of the patent in question, both asserted and un-asserted, can also be valuable sources of 

4 enlightenment as to the meaning of a claim term. 

5 29. The claims do not stand alone, as they must be read in view of the 

6 specification, of which they are a part. I understand that the specification is always highly 

7 relevant to the claim construction analysis and is usually the single best guide to the meaning 

8 of a disputed term. I understand that the importance of the specification in claim construction 

9 derives from its statutory role, as the close kinship between the written description and the 

10 claims is enforced by the statutory requirement that the specification describe the claimed 

11 invention in "full, clear, concise, and exact terms." 35 U.S.C. § l 12(a). 

12 30. I understand further that the specification may reveal a "special definition" 

13 given to a claim term by the patentee that differs from the meaning it would otherwise 

14 possess. In such cases, the inventor's "lexicography" governs. In other cases, the 

15 specification may reveal an "intentional disclaimer, or disavowal, of claim scope by the 

16 inventor." In that instance as well, the inventor's intention governs. 

17 3]. In addition to consulting the claims and the specification, I understand that a 

18 court should also consider the patent's prosecution history. The prosecution history is a part 

19 of the intrinsic evidence and consists of the complete record of the proceedings before the 

20 Patent Office and includes the prior art cited during the examination of the patent. Like the 

21 specification, the prosecution provides evidence of how the Patent Office and the inventor 

22 understood the patent. Furthermore, like the specification, the prosecution history was created 

23 by the patentee in attempting to explain and obtain the patent. Yet because the prosecution 

24 history represents an ongoing negotiation between the Patent Office and the applicant, rather 

25 than the final product of that negotiation, it often lacks the clarity of the specification and thus 

26 is less useful for claim construction purposes. 

27 

28 

32. I further understand that while extrinsic evidence (e.g., expert testimony, 

dictionaries, learned treatises) can shed useful light on the relevant art, it is less significant 
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1 than the intrinsic record in determining the legally operative meaning of claim language. I 

2 understand further that the United States Court of Appeals for the Federal Circuit has viewed 

3 extrinsic evidence in general as Jess reliable than the patent and its prosecution history in 

4 determining how to read claims. 

5 

6 

V. INDEFINITENESS STANDARD 

33. A provision in the Patent Act states that "[t]he specification shall conclude 

7 with one or more claims particularly pointing out and distinctly claiming the subject matter 

8 which the inventor or joint inventor regards as the invention." 35 U.S.C. 1 l 12(b). I 

9 understand that a claim that does not comply with this provision is said to be "indefinite," and 

10 is invalid for that reason. 

11 34. I understand that until recently, the legal standard for definiteness was 

12 determining whether a claim is "amenable to construction," and the claim, as construed, is not 

13 "insolubly ambiguous." Ifa claim could be construed and was not "insolubly ambiguous," 

14 then it was definite under 35 U.S.C. ,r 112(b). 

15 35. I understand that the United States Supreme Court relaxed this test in 2014. 

16 Counsel informs me that the Court, in a case called Nautilus, Inc. v. Biosig Instruments, Inc., 

17 ("Nautilus") stated as follows: 

18 "We conclude that the Federal Circuit's formulation, which tolerates some 

19 ambiguous claims but not others, does not satisfy the statute's definiteness 

20 requirement. In place of the 'insolubly ambiguous' standard, we hold that 

21 a patent is invalid for indefiniteness if its claims, read in light of the 

22 specification delineating the patent, and the prosecution history, fail to 

23 inform, with reasonable certainty, those skilled in the art about the scope 

24 of the invention." 

25 

26 

27 

28 

VI. THE ASSERTED CLAIMS 

36. The text of the Asserted Claims is listed below: 

Claim 13 

DECLARATION OF PROF. EMINA SOLJANIN 
CASE NO. 18-CV-00821-EJD-NMC 

- 8 -

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 129 of 358 

1 

2 

3 

4 

5 

6 

7 

Case 5:18-cv-00821-EJD Document 204-4 Filed 04/13/18 Page 9 of 49 

[Preamble:] A method for encoding m-bit binary datawords into n-bit binary 
codewords in a recorded waveform, where m and n are preselected positive integers 
such that n is greater than m, comprising the steps of: 

(Step 1 :] receiving binary datawords; and 

(Step 2:] producing sequences ofn-bit codewords; 

[Step 3:] imposing a pair of constraints (i;k) on the encoded waveform; 

[Step 4:] generating no more than j consecutive transitions of said sequence in the 
recorded waveform such that j ~ 2; and 

(Step 5:] generating no more than k consecutive sample periods of said sequences 
8 without a transition in the recorded waveform. 

9 Claim 14 

10 The method as in claim 13 wherein the consecutive transition limited is defined by 
the equation 2 ~ j < 10. 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

Claim 17 

The method as in claim 14 wherein the binary sequences produced by combining 
codewords have no more than one of j consecutive transitions from O to 1 and from I 
to O and no more thank+ I consecutive O's and k+ 1 consecutive 1 's when used in 
conjunction with the NRZ recording format. 

VII. THE ASSERTED CLAIMS ARE INDEFINITE 

3 7. It is my opinion that the claim terms below are indefinite: (1) "the encoded 

waveform" ( claim 13); (2) "generating no more than j consecutive transitions of said 

sequence in the recorded waveform such thatj~2" (claim 13); (3) "generating no more thank 

consecutive sample periods of said sequences without a transition in the recorded waveform" 

(claim 13); (4) "wherein the binary sequences produced by combining codewords have no 

more than one ofj consecutive transitions from Oto 1 and from 1 to O" (claim 17); and (5) 

"wherein the binary sequences produced by combining codewords have ... no more than one 

ofk+ l consecutive O's and k+ 1 consecutive 1 's" (claim 17). 

38. My opinions are explained further below. 

1. "The Encoded Waveform" (Claim 13) 

39. Step 3 of claim 13 recites "imposing a pair of constraints (i ;k) on the encoded 

waveform." The phrase "encoded waveform" renders claim 13 indefinite (as well as all 
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1 claims depending from it) because the claim, read in light of the specification of the '601 

2 Patent and the prosecution history, fails to inform, with reasonable certainty, those skilled in 

3 the art about the scope of the purported invention. 

4 40. First, there is no antecedent basis for the phrase "the encoded waveform" in the 

5 claim. The phrase begins with the word "the," which, according to counsel, is understood to 

6 be used in patent claims (and as I understand in normal English usage) to refer back to an 

7 element that was recited earlier in the same claim or in an independent claim from which the 

8 claim at issue depends. However, there is no earlier reference to "encoded waveform" in 

9 claim 13. The term is indefinite for at least this reason. 

10 41. I am informed that the University's expert, Prof. McLaughlin, agrees that the 

11 word "the" signals that the following phrase "encoded waveform" must have an antecedent 

12 basis in the claim. (See McLaughlin Declaration at 146.) Professor McLaughlin confirms 

13 that no such antecedent basis exists in the claim, stating that "[t]he only waveform previously 

14 referred to in the claim is the 'recorded waveform' referred to in the claim preamble, which 

15 recorded waveform has encoded data as described above." (Id. at ,r 46) (emphasis added). 

16 Unable to find antecedent basis for "the encoded waveform," Professor McLaughlin simply 

17 concludes that "the encoded waveform" is exactly the same as the "recorded" waveform. I do 

18 not agree; the claim uses different words to mean different things. If "the encoded 

19 waveform" was the same as the "recorded waveform," then the claim would use the phrase 

20 "the recorded waveform" in step 3. Instead, it uses a different phrase-"the encoded 

21 waveform." 

22 42. Second, the structure of claim 13 supports the conclusion that "the encoded 

23 waveform" (recited in step 3) is not the same thing as the "recorded waveform" (recited in the 

24 preamble and in "generating" steps 4 and 5.) In particular, each of the five method steps 

25 recited in claim 13 begin with a verb ending in "ing": receiving, producing, imposing, 

26 generating, and generating, and logically they proceed in sequential order. A "recorded 

27 waveform" does not exist until steps 4 and 5 are completed. In a digital storage device, the 

28 "generating" steps would happen on the recording medium, not in the "encoder." In contrast, 
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1 the "imposing" step, i.e., step 3 of claim 13, would happen in an encoder, which is typically a 

2 discrete electrical component separate from the recording medium, such as a system on a chip. 

3 The j and k constraints are "imposed" by the encoder on the sequence of n-bit codewords, 

4 which are not "the recorded waveform." 

5 43. Third, consideration of claims other than claim 13 bolster my opinion. For 

6 example, see claim 18, which depends from claim 14, which in turn depends from claim 13. 

7 Claim 18 states that "the encoder" ( as opposed to a recording medium or a component that 

8 can record on a medium) is the thing that "produces a codeword in response to each dataword 

9 sequentially," and the encoder imposes the j and k constraints by selecting then-bit 

10 codewords according to certain specified steps. This is consistent with my conclusion about 

11 the distinction between the "recorded waveform" and "the encoded waveform" in claim 13. 

12 44. Fourth, because the term "encoded waveform" does not appear earlier in claim 

13 1, or in any other claim of the '601 Patent, one naturally would look to the specification for 

14 guidance. But the phrase does not appear in the specification. In addition, the phrase 

15 "encoded waveform" has no standard or industry-specific definition. In fact, the phrase 

16 "encoded waveform" was inserted during prosecution via a claim amendment and was 

17 introduced into amended claim I (which is not asserted here) and amended claim 13. 

18 However, neither the inventors nor the patent examiner provided a definition of this new 

19 phrase, even though the inventors stated that Claims 1 and 13 had been amended "to better 

20 define the invention." (See Response to Office Action at 3.) The patent examiner did not 

21 explain the meaning of"the encoded waveform" in the Notice of Allowability or elsewhere. 

22 (See File History (Dkt. No. 165-2).) This prosecution history underscores the fact that this 

23 term - "the encoded waveform" -- not only lacks an antecedent basis in claim 13, but lacks a 

24 foundation in the patent itself. 

25 45. Fifth, it is not clear what is meant by a "waveform" in Step 3 of claim 13. In 

26 particular, Step 3 is listed prior to Steps 4 and 5. A waveform (in particular, a "recorded 

27 wavefonn") is said to be "generated" in Steps 4 and 5. The phrase "the encoded waveform" is 

28 used in Step 3, which is where the pair of constraints are "impos[ed]." According to the 
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specification, the step of "imposing" occurs in the production of binary codewords. See, e.g., 

2 '601 Patent at Fig. 6 and 5: 12-47 (providing "equations for the encoder"). Binary codewords 

3 are not a "waveform." (See, e.g., Response to Office Action, Appendix A ("[C]ode bits are 

4 indicated above the appropriate waveform")); see also Claims 16, 17, 18 (showing that the j 

5 and k constraints are "imposed" at the binary level, i.e., on sequences of l's and O's, and not 

6 on the recorded waveform). This lack of clarity further would leave a POSIT A uncertain as to 

7 the meaning of the phrase "encoded waveform" in claim 13 of the '601 Patent. 

46. For each of these reasons, taken alone or viewed together, claim 13 is 

indefinite under Section 112. 

2. "Generating No More Than j Consecutive Transitions of Said Sequence 

in the Recorded Waveform Such That j2::2." (Claim 13) 

8 

9 

10 

11 

12 47. Step 4 of claim 13 recites "generating no more than j consecutive transitions of 

13 said sequence in the recorded waveform such that j:=:2." This phrase renders claim 13 

14 indefinite (as well as all claims depending from it) because the claim, read in light of the 

15 specification of the '601 Patent and the prosecution history, fails to inform, with reasonable 

16 certainty, those skilled in the art about the scope of the purported invention. 

17 48. First, take the case ofj = 2. lfonly 1 (one) consecutive transition is generated, 

18 does this satisfy the limitation of Step 4? The claim disallows "more than" 2 consecutive 

19 transitions. Because 1 is less than 2, 1 consecutive transition meets the claim language "no 

20 more thanj consecutive transitions." Yet the claim states thatj2::2, which suggests that 1 

21 consecutive transition would not satisfy the claim. In prosecution, its response to the patent 

22 examiner's rejection of the claims in view of prior art, the applicant attempted to explain what 

23 was being claimed and how it was different than the prior art (see File History), but note that 

24 claim 13 is written in terms of what is disallowed (i.e., "no more than") instead of what is 

25 allowed. Compare independent method claim 13 ("generating no more than j consecutive 

26 transitions") with independent apparatus claim 1 ("wherein the j constraint is defined as the 

27 maximum number of consecutive transitions allowed on consecutive clock periods") 

28 (emphasis added). The "definition" in claim 1 is not recited in claim 13, even though claims 1 
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1 and 13 were amended at the same time, in response to the same Office Action. Moreover, the 

2 specification teaches that "the minimum distance pairs shown in FIG. l must be eliminated" 

3 and that "[i]n accordance with the present invention, this can be accomplished using the 

4 existing RLL (l ,k) code, which does not allow consecutive transitions." '601 Patent at 4:8-12 

5 ( emphasis added). This adds up to lack of reasonable certainty as to the meaning of this claim 

6 limitation. 

7 49. Second, Step 4 recites the phrase "transitions of said sequence." The "said 

8 sequence" appears to refer to n-bit codewords, but it does not make sense to speak of a 

9 transitions "of codewords." It does however make sense to think of transitions in terms of 

10 transitions between binary bits - 1 to 0 or Oto 1. (See e.g., claims 16 and 17.) This language 

11 is unclear. Moreover, a waveform does not have binary bits, making the claim ambiguous on 

12 multiple levels. 

13 50. Third, Step 2 recites "sequences" (plural) while Step 4 recites "said sequence" 

14 (singular) and Step 5 recites "said sequences" (plural). There is no antecedent basis for the 

15 phrase "said sequence." 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

51. For each of these additional reasons, taken alone or viewed together, claim 13 

is indefinite under Section 112. 

3. "Generating No More Thank Consecutive Sample Periods of Said 
Sequences Without a Transition in the Recorded Waveform." (Claim 13) 

52. Step 5 of claim 13 recites "generating no more than k consecutive sample 

periods of said sequences without a transition in the recorded waveform." This phrase renders 

claim 13 indefinite (as well as all claims depending from it) because the claim, read in light of 

the specification of the '601 Patent and the prosecution history, fail to inform, with reasonable 

certainty, those skilled in the art about the scope of the purported invention. 

53. What is meant by the phrase "k consecutive sample periods" of"said 

27 sequences"? The phrase "said sequences" may refer to n-bit codewords because it does not 

28 make sense to speak of a transitions of sequences. Transitions refers to transitions between 
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binary bits - l to O or O to l. Moreover, a waveform does not have binary bits, making the 

claim ambiguous on multiple levels. 

54. Also, what "sample periods" are being referred to? Sampling is done, for 

example, when recorded data is read, not when data is being written. The ''601 patent at 

2:10-37 discloses sampling the context of"sequence detectors" for "data recovery devices," 

i.e., reading previously-recorded data from a storage medium. But claim 13 addresses only a 

"writing" function, and is not directing to "reading" or recovery of stored data. 

55. Further, as noted above, Step 2 recites "sequences" (plural) while Step 4 recites 

"said sequence" (singular) and Step 5 recites "said sequences" (plural). This adds to the 

ambiguity of the claim. 

56. For each of these additional reasons, taken alone or viewed together, claim 13 

is indefinite under Section 112. 

4. "Wherein the Binary Sequences Produced by Combining 
Codewords Have No More Than One of j Consecutive Transitions from Oto 1 
and from 1 to 0." (Claim 17) 

57. Claim 17 depends from claim 14, which depends from claim 13. Claim 17 

recites "wherein the binary sequences produced by combining codewords have no more than 

one ofj consecutive transitions from Oto 1 and from 1 to O." This phrase renders claim 17 

indefinite because the claim read in light of the specification of the '601 Patent and the 

prosecution history, fails to inform, with reasonable certainty, those skilled in the art about the 

scope of the purported invention. 

58. The meaning of') consecutive transitions" in this claim is unclear. Consider 

the simple bit string O 1. There is one (1) transition "from O to l" but zero (0) transitions 

"from 1 to O." So what is the value of j in this simple example? The claim does not specify 

that one would take the maximum oftbe two choices, or the sum of both choices, but it instead 

says that j is evaluated as "no more than one of' two options that are not necessarily the same. 
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Which one? Claim 17 is indefinite under Section 112 for at least these additional reasons. 

5. "Wherein the Binary Sequences Produced by Combining 
Codewords Have ... No More Than One of k+ 1 Consecutive O's and k+ 1 
Consecutive l's." (Claim 17) 

59. Claim 1 7 is indefinite because the phrase "no more than one of k+ I 

consecutive O's and k+ 1 consecutive l's" is indefinite. Consider the simple bit string 00111. 

There are two (2) consecutive O's and three (3) consecutive l's. How does one evaluate the 

claimed "k+ l" parameter? The claim does not specify that one would take the maximum of 

the two choices, but it instead says that k+ 1 is evaluated as "no more than one of' two 

options. Claim 17 is indefinite under Section 112 for at least these additional reasons. 

l l VIII. CONCLUSION 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

60. I declare under 28 U.S.C. § 1746 and under penalty of perjury that the 

foregoing is true and correct. 

Dated: April /1l_, 2018 

By k~ 
Emina Soljanin, Ph.D. 

70717808V .2 

DECLARATION OF PROF. EMINA SOLJANIN 
CASE NO. l 8-CV-00821-EJD-NMC 

- 15 -

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 136 of 358 

Case 5:18-cv-00821-EJD Document 204-4 Filed 04/13/18 Page 16 of 49 

APPENDIX A 

LSI Corp. Exhibit 1010 
Page 84 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 137 of 358 

3992 IEEE TRANSACTIONS ON MAGNETICS, VOL. 32 , NO. 5, SEPTEMBER 1996 

Maximum Transition Run Codes for Data Storage Systems 
Jaekyun Moon and Barrett Brickner 

Center for Micromagnetics and Infonnat1on Technologies 
Department of Electrical Engmeering, University of Minnesota 

Minneapolis, Minnesota 55455 

Abstract - A new code is presented which im-
proves the minimum distance properties of se• 
quence detectors operating at high linear densities. 
This code, which is called the maximum transition 
run code, eliminates data patterns producing three 
or more consecutive transitions while imposing 
the usual k-constraint necessary for timing recov­
ery. The code possesses the similar distance-gain­
ing property of the (1,k) code, but can be imple­
mented with considerably higher rates. Bit error 
rate simulations on fixed delay tree search with de­
cision feedback and high order partial response 
maximum likelihood detectors confirm large coding 
gains over the conventional (O,k) code. 

l. INI'RODUCTION 

IN this paper, we present a new code designed to improve the 
distance properties of sequence detectors operating at relatively 
high linear densities. The basic idea is to eliminate certain input 
bit patterns that would cause most errors m sequence detectors. 
More specifically, the code eliminates input patterns that contain 
three or more consecutive transitions in the corresponding 
current waveform, and, as a result, the performance of any near­
optimal sequence detector improves substantially at high linear 
densities [1][2]. This code constraint, designated the maximum 
transition-run (MTR) constraint, can be realized with simple 
fixed-length block codes with rates only slightly lower than the 
conventional (0,k) code. Bit error rate (BER) simulation results 
with fixed delay tree search with decision feedback (FDTSIDF) 
detection and high order partial response maximum likelihood 
(PRML) detection confinn a large coding gain of the MTR codes 
over the conventional (0,k) code. 

II. CODING METHODS 
Investigation of high density error patterns in FDTS/DF 

detection reveals that errors anse mostly due to the detector's 
inability to distinguish the minimum distance transition 
patterns, four pairs of which are shown in Fig. I. These pairs of 
magnetization waveforms give rise to an NRZ input error pattern 
of e*a=±{2 -2 2), assuming input data take on +l's and -l's. The 

proposed approach is to remove data patterns allowing this type 
of error pattern through coding. The potential improvement in 
the FDTS detection performance using this approach can be 
estimated by computing the increase in the minimum distance 
between two di verging lookahead tree paths after removing the 
paths that allow the ±(2 -2 2) error events [3]. A simple 
minimum distance analysis for PRML systems reveals that this is 
also a critical error pattern in high order PRML systems such as 

Manuscript received March 4, 1996. This work was supponed in part 
by Seagate Technology and the National Storage Industry Consonium 
(NSIC). 

E 2PR4ML. Note that a traditional (1 ,k) runlength limited (RLL) 
code eliminates all eight transition patterns shown in Fig. l 
[4)(5], but the rate penalty is typica!Jy too large to see any 
coding gain unless the linear density is very high. The idea of 
MTR coding is to eliminate three or more consecutive 
transitions, but allow the dibit pattern in the written 
magnetization waveform. Thus, with MTR coding, the error 
events of the form ±(2 -2 2) will still be prevented as with (l,k) 

coding, but the rate penalty is significantly smaller than that of 
the typical (1,k) RLL code. Notice that with the MTR constraint. 
the write precompensation efforts can be directed mamly on dibit 
transitions, unlike in conventional (O,k) coded systems. An 
independent study also suggests that removing long runs of 
consecutive transitions improves the offtrack performance in 
some PRML systems [6]. There exist other types of code 
constraints that can offer similar distance-enhancing properties 
for high order PRML systems [7] . 

3{~ 

4{~ 
Fig. l: Pairs of write patterns causing most errors in sequence 

detection at high linear densities. 

Fig. 2 shows the state diagram of the MTR code based on the 
NRZT convention, where 1 and 0 represent the presence and 
absence, respectively, of a magnetic transition. Also included is 
the usual k-constraint for timing recovery. The capacity of the 
code can be obtained by finding the largest eigenvalue of the 
adjacency matrix for the given state diagram [8]. The capacities 
for different k values are given in Table I. 

Fig. 2: State transition diagram for the MTR code with k=6. 

k capacity k capacity 
4 .8376 8 .8760 
5 .8579 9 .8774 
6 .8680 10 . 8782 
7 .8732 = .8791 

Table l: Capacities for MTR codes. 

While state-dependent encoders and sliding-block decoders can 
be designe<l for the MTR constrainl (which can be easily 
generalized to limit any runs of consecutive transitions), we 
observe that simple fixed-length block codes can be realized with 
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good rates and reasonable k values. A computer search is utilized 
10 first find all n-bit codewords that are fr~ of an NRZI 111 string 
or k+ I consecutive NRZI O's, Then. in order to meet the MTR 
constraint at the codeword boundaries, words that start or end 
with an NRZI 11 string are removed. Also, the k constraint is 
satisfied at the boundary by removing the words with k, + I 
leading O's or k, + I trailing O's, where ki +k, = k . Finally, if the 

number of the remaining codewords is greater than or equal to zm, 
then those codewords can be used to implement a rate min bloc.:k 
code. Tahle 2 shows imponant code parameters for representative 
block codes obtained through computer search. The efficiency 
was found by dividing the code rate min by the capacity computed 
for the given value of k and the MTR constraint. As an example 
of an MTR block code, 16 codewords required to implement the 
rate 4/5 code with k=S are given in Table 3. 

m n k eff, No. avail. No. needed 
codewords codewords 

4 5 8 .91 16 16 
8 10 6 .92 282 256 
9 II 6 .94 514 512 
IO 12 8 .95 1,066 1,024 
14 17 6 ,95 18,996 16,384 
16 19 7 .96 69,534 65,536 
24 28 8 .98 17,650,478 16,777,216 

Table 2: Parame1ers for MTR block codes. 

00001 
00010 
00100 
00101 

00110 
01000 
01001 
01010 

01100 
01101 
10000 
10001 

10010 
!0100 
10101 
10110 

Table 3: A rate 4/5 MTR block code with k=8. 

ffi. MODIFIED DETECTION AND DISTANCE INCREASE 

To realize the coding gain at the detector output, the detector 
has to be modified. In the case of PRML systems, this amounts to 
removing those states and state transihons that correspond to the 
illegal data pallems from the trellis diagram. For the FDTS/DF 
detector, the code-violating lookahead paths must be prevented 
from bemg chosen as the most-likely path, a technique similar to 
the one used in the (1,7) coded FDTS/DF channel [9). To illustrate 
the idea, consider Fig. 3 that shows a 1:=2 lookahead tree utilized 
in FDTSffiF detection. By utilizing the past decision, an illegal 
path, · which contains three consecutive transitions, can be 
identified as indicated by either the solid (when the past decision 
is -1) path or the shaded (when the past decision is I) path. The 
complexity of the FDTS/DF detector can also be reduced 
considerably with the MTR code, as elaborated in a companion 
paper [!OJ. 

Fig. 3: Modified FDTS detection with MTR codrng 
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With this modification in FDTS/DF detection, the sguarcd 
mmimum Euclidean distance between any two diverging paths, 

denoted by P~,. is given by 4-(1 + f/ + J/ + ... + J,2) for~ 

greater than or equal to 2, where /, represents the equalized dibit 

response (at the output of the forward equalizer). For example, the 
effective SNR gain of the 't=2 FDTS/DF over the decision 
feedback equalization (DFE) channel, assuming the same MTR 
code, is given by 10-log10 (1 + J/ + f/) dB. 

The distance gam with MTR coding is also significant for high 
order PRML systems such as ):,2PR4. When the critical NRZ error 
pattern is ±{2 -2 2], the minimum distance for the E2PR4 

response [ l 2 0 -2 -1) is 6-./2. With MTR coding, the worst case 
error pattern becomes a single bit error pattern of ±{ 2}, and the 
corresponding channel output distance is simply the square root 

of the energy in the equalized di bit response, or l 0-./2. This 
increase in the minimum distance ts equivalent to an SNR gain of 
2.2 I 8 dB. When the code rate penalty is small, the overall codmg 
gain is significant. 

IV. BERSlMUlATIONRESULTS 

To verify the coding gain, FDTS/DF detection was simulatod 
with the rate 415 and rate !6/19 MTR codes as well as with a rate 
8/9 (0,k) code. The BERs were first obtained as a function of 
readback SNR for different tree depths. The BER of the PR4ML 
detector was also simulated for comparison. The Lorentzian 
transition response was assumed, and the user density, defined as 
PW50 over the user bit interval, is fixed at 2.5 for all codes. The 
SNR value required to achieve an error rate of 10·5 was then 
recorded for each depth/code combination. 

The results are summanzed in Fig. 4, where the effective SNR 
improvement of each system over PR4ML is shown. Toe 
performance advantage of MTR codes is clear. With the rate 
16/J 9 MTR code, for example, the depth 'I FDTS/DF performs as 
well as the depth 5 FDTS/DF used with the conventional (0,k) 
code, yielding a 2.5 dB gain over the PR4ML. When the 4/5 MTR 
code is used, FDTS/DF with a tree depth of 2 outperforms the 
depth 5 FDTS/DF with the 8/9 (0,k) code: For a given tree depth, 
the rate 16/19 MTR code yields a 1.5 - 2 dB coding gain over the 
conventional 8/9 {0,k) code. 

Also shown are the SNR performances of PRML systems with 
and without MTR coding. The coding gain is obvious with 
E 2PRML and E3PRML. in which the minimum distance is 
improved with the MTR code. However, with EPR4ML the 
performance advantage of the MTR code is small since the MTR 
code does not improve the minimum distance in the EPR4 
system. This is because the minimum distance error pattem in an 
EPR4 system is of the form ±{2), which is not affected by the 
MTR constraint. The MTR code does, however, eliminate non• 
minimum distance error patterns of the form ±( ... ~ -2 2 ... }, 
resulting in a small performance improvement over the {0,k) 
coded EPR4 system when the code rate is sufficiently high as with 
the 16/19 code. 

Comparisons also can be made between the PRML systems and 
FDTS/DF systems. For example, the depth 2 PDTS/DP with the 
rate 4/S MTR code improves more than I dB over EPR4ML With 
the rate 8/9 (0,k) code. At this density and with a Lorentzian 
transition response, EPR4ML has a 1.5 dB advantage over 
PR4ML. OF the PR targets, the EPR4 appears to provide a best fit 
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to the natural channel as indicated by the superior performance of 
EPR4ML over even higher order PRML systems. Large enough 
F1R filters are used for equalization for both PRML and FDTS/DF 
systems so that the performances are not degreded by imperfect 
equalization. · 

In Fig. S, similar plots ar~ presented for a modeled MR head 
response. The trends are similar to the Lorentzian case, except 
that within the PRML family the performance improves as the 
order of the PR polynomial increases. Also, the MTR coding gain 
is larger than in the case of the Lorentzian response for all 
detectors. The depth 2 FDTS/DF channel with the rate 4/5 MTR 
code provides a 2.5 dB SNR gain over the EPR4ML channel with 
the rate 8/9 (0,k) code. With the particular MR head response used 
here, EPR4ML already has a 4 dB advantage over PR4ML at this 
linear density. 

Since the MTR code eliminates data patterns with crowded 
transitions, the overall transition noise, as measured per unit 
length of track, is expected to be reduced. Fig. 6 shows the 
simulation results similar to those presented in Fig . 5, except 
random transition position jitter and transition width variations 
are included in lhe read waveform construction process [11] . The 
rms values of both transition noise parameters are set at 4.4 % of 
the user bit interval. The SNR reflects only the additive noise 
component. As is evident from the figure, the cocling gain of the 
MTR code over the (O,k) code is much larger in the presence of 
transition noise. For example, with f;2 FDTS/DF detection, the 
SNR difference is 6 dB between the rate 415 MTR code and the rate 
819 (0,k) code which allows long runs of consecutive transitions. 

Although the results are not shown here, we have also observed 
that the MTR code tends to reduce the relative frequencies of Jong 
error events in DFE and FDTS/DF systems. 

~1!-+-./..1-+-+-+-..Z.-'-:i::.......i-i--i.... 
~ 

" % 

~o~,---+-....... -+---+-+-.~ .. ,-+-.-+~----<-.....,...., 

Fig. 4: Summary of PRML and FDTS/DF performances with and 
without MTR codes (Lorentzian response and adclitive noise). 

~·~~.,......,...-,-,......,.., 

idH--.,~'--Jl.-1--l---h'"F-+-+~~ 

13+-+--<+----+----+---+---+---+--+---+---+---I-< 
6, 
':!i. 

~•~.---=,-+--+--+--~+.~,+-~~-~,-+--~.~~ 
DR!. t1.•l l.:l•-4 

Fig. 5: Summary of PRML and FDTS/DF penormances with and 
without MTR codes (MR head response and additive noise). 

10 ..--.---,---r-----::=---, .., 
~ 8 t-+---+--,1'-r:. ....... -+--t 

~ 6+-+---:i,"-.,....+---+--l 

" I 4 +--,_.._,,____--t-----t----1 

j 2 t---T"'-+---t7""'--'H 

j O t-+-:::..-1'----t,----t--t 

"' ~ .z ~D-+Fl:--.,+.-l --_, .. _,--w,--+-.,~ 
FOTS/DF Tree Doplh 

... 
RLL(D,l).n~ 8/9 ... 
Ml'Jf.;L..J,1UI/) ... 
~t.?.i-.16'19 

Fig. 6: Summary of FDTS/DF performances with and without 
MTR codes (MR head response and mixed noise) . 

V. CONCLUSION 

A simple coding scheme is presented which improves the 
performance of FDTS/DF and high order PRML systems operating 
nt relatively high linear densities. The code eliminates three or 
more consecutive transitions while allowing the k-constraint for 
timing purposes. The code can be implemented as simple block 
codes with reasonable rates such as 4/5, 8/10 and 16/19. BER 
simulations on FDTSIDF and PRML systems confirm large 
coding gains over the conventional (0,k) code. 
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On-track and off-track distance properties 

of Class 4 partial response channels 

Emina Soljanin 

AT&T Bell Laboratories, Room 2C-169 

600 Mountain Avenue, Murray Hill, NJ 07974 

ABSTRACT 

We consider Class 4 partial response (PR) channels, and examine off-track performance of maximum likeli­

hood sequence estimators for these channels that ignore inter-track interference (ITI). We assume that the pulse 

response to the head from an adjacent track is the same Class 4 channel, and only its amplitude varies with the 

track-to-head distance, in a way not known to the receiver. For each of these channels, we find analytical expres­

sions for off-track performance, as well as sets of sequences most susceptible to errors in the ITI environment. We 

also discuss how the problem of off-track error rate can be alleviated through coding. 

Keywords: magnetic recording, class 4, partial response, off-track performance, coding. 

1 INTRODUCTION 

The transfer function of a digital magnetic recording channel for a given linear density can be closely approx­

imated by a partial response (PR) polynomial of the form ( 1 - D)( l + D)N, for some integer N ~ l. In general, 

higher linear densities require higher order polynomials. Equalization of a recording channel to the PR channel 

with the transfer function that best approximates the channel transfer function at a. given density will incur the 

least equalization loss. 

A significant noise source in magnetic recording channels is inter-track interference (ITI). When the read head 

is not centered over the data track, it is partially positioned over an adjacent track and picks up the magnetization 

from it. When tracks become narrow, the side fringing causes the head to pick up signals from an adjacent track, 

even if it is not physically over that track. An important issue that should affect the choice of N is, therefore, 

the performance of the corresponding channel in the presence of ITI, often referred to as off-track performance. 

92 I SPIE Vol. 2605 0-8 l 94-l 969-9/95/$6.00 
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Magnetic recording channels at current linear densities resemble channels with transfer functions of the above 

form for N = 1, 2, 3, referred to as Class 4 partial response. These channels are also known as l - D2 or PR4, 

(1 - D)(l + D)2 or EPR4, and (1- D)(I + D)3 or EEPR.4. Most of the commercially available detectors employ 

PR equalization to the PR4 channel. Using the same detection system at higher linear densities would result in a 

performance loss. Thus the system should be either augmented by a coding scheme, which would recover the loss 

through the coding gain, or replaced by a detection system employing PR equalization to the EPR4 or EEPR4 

channel. In any case the new system should have good off-track properties. 

Several studies analyzed off-track performance of Class 4 channels by simulation (see for example Sayiner9 

and references therein). We find analytical expressions for off-track performance of these channels, as well as sets 

of sequences most susceptible to errors in the ITI environment. We discuss how the problem of off-track error 

rate can be alleviated through coding. 

In Section II we derive a bound on the error-probability performance for a general discrete-time recording 

channel with additive white Gaussian noise and a general model of ITI. In Section III we consider Class 4 channels 

under the assumption that the pulse response to the head from an adjacent track is the same Class 4 channel 

and only its amplitude varies with the track to head distance. In Section IV we discuss possibilities of coding for 

these systems. In Section V we provide an extensive summary of the obtained results, for the benefit of a reader 

not very interested in mathematical details. 

2 DISCRETE TIME MAGNETIC RECORDING CHANNEL 

2.1 Channel model 

We consider a discrete-time model for the magnetic recording channel with input a = {an} E C \; {-1, 1 } 00 , 

impulse response {hn}, and output y = {yn} given by 

Yn = •/.if~= am hn-m + T/n, 
m 

(1) 

where hn are integer, T/n are independent Gaussian random variables with zero mean and variance u 2 , and E 

is a constant related to the output voltage amplitude. We refer to E/u2 as the signal-to-noise ratio (SNR) per 

track. In the case of ITI, when the read head picks up magnetization from an adjacent track, the channel model 

becomes 
(2) 

m m 

where {Yn} is the discrete-time impulse response of the head to the adjacent track and ::i: = {zn} E C is the 

sequence recorded on that track. 
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We analyze the performance of the receiver that ignores the ITI assuming the received signal to be as given 

by (1). It performs maximum likelihood sequence estimation (MLSE) for that model, i.e., it determines an a 
satisfying 

minO(a) = O(a), 
aec 

where O(a) is the well known log-likelihood function for channels with inter-symbol interference,4 

n m 

2.2 Error-probability performance 

(3) 

Let a= {an} and b = {bn} be two allowable recorded sequences which differ in a finite number of places, 

and t: = {en = (a,. - b,.)/2} be the normalized error sequence corresponding to a and b. In the case of no ITI, 

probability of detecting b given that a was recorded equals to Q(d(E)✓SNR), where d(,c:) is the distance between 

a and b given by 
( 4) 

n m 

Thus a lower bound to the minimum probability of an error event in the system is proportional to Q(dm:m ✓sNR), 

where dmin = mi11e;,!0d(E) , 

In the case of ITI we examine the probability of detecting sequence b given that sequence a was recorded on 

the track being read and sequence :i: was recorded on an adjacent track. This probability is given by 

P[Q(b) < O(a)ia, z] = P[O(b)- O(a) < Ola, z]. 

Expressing n(a) and O(b) as in (3), we obtain 

P[O(b)- !l(a) < Olu,z) = 
P[I)Yn - ✓EJI:amhn-m) 2 - L(Yn - ✓EJI:bmhn-m/ < Ola,:i:] 

n m n m 

Substituting (2) for y,. in the above equation gives 

P[O(b)- n(a) < Ola,:i:] = P[L'1n Lfmhn-m +v'EL(L fmhn-m) 2 + 
n m n m 

0J}:)I:zm9n-m) (L Cmhn-m) < o], 
n m m 

where and fn = (an - b,.)/2. Since 

is a zero-mean, unit-variance Gaussian random variable, we have 

P[O(b)-O(a) < Ola,:i:] = Q(6(E,z)✓s"NR), 
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where 5( ", z) is the distance between a and b in the presence of z given by 

5( ) _ En (Em Emhn-m/ + En (Em XmYn-m) (Em Emhn-m) 
E, z - l/2 

[En (Em Emhn-m/] 

Thus a lower bound to the minimum probability of an error event in the system is proportional to Q(c5m;n-/5NR), 

where Omin = minie;to,:i:ec 6( E, z ). 

We derive a simple lower bound on c5(ie, z) as follows: 

where M = ma.xn.zec Em XmYn-m, i.e., M is the maximum absolute value of the interference. Note that 

M = E,, [g,.j. We'll assume that M < 1. Since the h,, are integers and fn E {-1,0, l}, we can further bound 

6( ie, :i:) as follows: 

o(ie,z) 2: 

and thus 

5min = IJ!}rc5(ie, :i:) 2: (l - M)dmin· 

The bound is achieved if and only if there exists an EE argminie;to d(e) for which Em Emhn-m E {-1, 0, l} for 

all n, and there exists an z EC such that Em XmYn-m = =FM whenever Em Emhn-m == ±1. We show below 

that this bound can be achieved for the PR4 and the EPR4 channels but not for the EEPR4 channel. 

3 DISTANCE PROPERTIES OF BINARY CLASS 4 CHANNELS 

We now consider Class 4 channels, i.e., channels with transfer functions given by H(D) = En h,.D" = 
(1 - D)(l + D)N for N = 1, 2, 3. We assume that the pulse response to the head from an adjacent track is the 

same Class 4 channel, and only its amplitude varies with the track to head distance with a parameter a, i.e. 

Yn = ah,,. This assumption is only approximate since the transition response from a track to a head gets wider 

as the distance between them increases, as discussed by Vea and Moura2 and Lindholm.3 With Yn = ahn, the 

above lower bound becomes 

Dmin = ~c5(e, z);:: (1- aA)dmin, (5) 

where A is the maximum value of the noiseless Class 4 channel output; A =o 2, 4, 6 and d~in == 2, 4, 6 for N = 1, 2, 3, 

respectively. 
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For the three Class 4 channels, we examine if the bound can be achieved by working in the transform domain 

where each sequence {Sn} has a corresponding function S(D) = Ln snDn . For that purpose, we note that 

the minimum distance of the uncoded channel with transfer function H(D) with no !TI, defined by (4), can be 

expressed as 

d~in = min IIH(D)f(D)ll2, 
<(D);to 

where i:(D) = El;;;~ c,D', i:, E {-1, 0, l}, eo ;p 0, <1-1 -::fi 0, is the polynomial corresponding to a normalized error 

sequence E = {e;}l;;;~ of length/, and the squared norm of a polynomial refers to the sum of its squared coefficients. 

The bound (5) is achieved if and only if there exists an e(D) for which ]IH(D)e(D)ll2 = d~in and all coefficients Yn 

ofy(D) = H(D)e(D) are in the set {-1,0, l},and there exists an :t E Csuch that in H(D)·Ln XnDn = L.nZnDn, 

Zn = =FA whenever Yn = ±1. 

3.1 The PR4 channel 

For N = 1 the channel transfer function is equal to 1 - D2 . This channel is usually treated as two interleaved 

1 - D channels. For the 1 - D channel d~in = 2 is attained for i:(D) = Et:}0 Dk . In this case 6(e, :t) achieves 

lower bound (5) for :z: = {·",x-2,l,-l,x1, •·•,x1-2,-l,l,x1+1, .. J, since the only non-zero coefficients of 

y(D) = 1- D1 are yo= 1, y, = -1, and in (1- D) · Lnz,,Dn = LkZkDk , we have zo = -2 and z1 = 2. 

Therefore, for the PR4 channel, Omin = >/2(1- 2a). 

ExAMPLE 1. Consider a noiseless 1- D channel. Let sequences a, b, E = (a - b)/2, and :t be as follows: 

a = · · ·, a-1, -1, +l, +l, +l, a4, · · · 

b = · · ·, a-1, -1, -1, -1, +l, a4, · · · 

E == ... 
' 

0, 0,+l,+l, 0, 0, .. . 

:t == · .. ,.:z:-1,+l,-l , -l,+l, X4, • • • 

Let a be recorded on the track being read and :z: recorded on an adjacent track. Then 6(e, :z:) = v'2 for er = 0, 

6(e,:z:) = 1/>/2 for a= 0.25, and 6(e,:z:) = 0 for er= 0.5. 

3.2 The EPR4 channel 

For N = 2 the channel transfer function is equal to (1- D)(l + D)2 . It is well known that ~in = 4 is attained 

for e(D) = 1, which gives y(D) = l+D-D2 -D3. However, for the corresponding error sequence, 6(e,:z:) cannot 

achieve lower bound (5) because that would require a sequence :t for which two successive outputs of the EPR4 

cha.nnel equal to 4. In order to see if the lower bound can be achieved, we find a.II error polynomials c(D) for 

which 11(1 - D)(l + D)2 i:(D)ll2 = 4. 

Polynomial y(D) = (1 - D)(l + D)2E(D) with lly(D)ll2 = 4 is of the form 1 + c1DP1 + c2DP• + c3DP• where, 

for i E {l, 2, 3}, c; E {-1, 1} and Pi are three different positive integers. From the definition of y(D), we know 
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that y(l) = 0, y(-1) = 0, y' t(l) = 0 must be satisfied. It can be shown that these conditions require that y(D) 
be either of the form (1 - D2l: + n2n+l - D 2(k+n)+l)' k ~ 1, n ~ D, or of the form (1 - D2k - n2 n + D2(l:+n)), 

k, n ~ l, k i= n. To further specify y(D) and find the corresponding f(D), we consider these two cases separately. 

1. Polynomial (1 - D)(l + D)2f(D) = 1 - n 21: + n 2n+l - D2(l:+n)+l factors as 

i-1 2n 
(1- D)(l + D)2 • (LD 2i) (L(-l)iDi). 

j:O i:0 

Therefore f(D) = (L~;0(-l)i Di) (L;:~ D2i) . Since the coefficient of f(D) are in {-1, 0, l}, we condude 

that an arbitrary k > 1 requires n = 0 and an arbitrary n > 0 requires k = 1. In the first case f(D) = 
L}:i D2i and y(D) = 1 + D - D2l: - D 2k+1 . In the second case t(D) = L7;0(-l)i D' and y(D) = 
(1 _ n• + n2n+1 _ v2n+3). 

2. Polynomial (1 - D)(l + D)2f(D) = 1 - D2n - D21: - D2(k+n) factors as 

k-1 2n-l 

(1- D)(l + D)2 • (Ln2i) (L (-l);D;). 
j=O i=O 

Therefore c(D) = (L:;01(-l)' Di) (L;:i D2i). Since the coeflkient of f(D) are in {-1, 0, l}, we conclude 

that an arbitrary k > 1 requires n = 1 and an arbitrary n > l requires k = 1. In the first case t(D) = 
,;--21: l · · 2 21: 21:+2 2n 1 · 
L,j=~ (-1)'.D' and y(D) = l - D - D + D . In the second case t(D) = Li=~ (-l)'D' and 

y(D) = 1 - D2 - n 2n + D2"'+2 • These two cases are equivalent as was expected from the symmetry of the 

original y(D) with respect ton and k. 

From 1. and 2. we conclude that the error polynomials l(D) for which 11(1 - D)(l + D)2t(D)/12 = 4 are 

either of the form f(D) = E}:~ D2i, k ~ 1, in which case y(D) = (1 + D- D2k - D2i+1), or of the form 

c(D) = E:;;;~(-lJiDi, l ~ 3, in which case y(D) = (1-D2 -(-1)1D1 + (-1)1D1+2 ). In the former case 6(1;,z) 
cannot achieve lower bound (5) because, as above, it would require a sequence z for which two successive outputs 

of the EPR4 channel equal to 4. It can be shown that in this case minzec 6(1;, z) = v'4(1 - 30-) . In the latter 

case 6(1; , z) achieves the lower bound for 

z == {· · ·, X--t , -1, -1, 1, 1, -1, -l,x3, · · ·, :z:1--t, -1, -1, 1, 1, -1, -1, x1+3, • • •} 

for odd l 2! 5, or 

:i: = {· · -,:i:4,-1,-1, 1, l,-l,-l,z31 • • •,X1-4,l, 1,-1,-1, 1, l,x1+s, -- ·} 

for even I 2! 6. It can be shown that min:i:ec o(E, :i:) = v'4(1 - 3o-) for I= 3, 4. Therefore, for the EPR4 channel, 

limin = v'4(1 - 40-) . 

EXAMPLE 2. Consider a noiseless EPR4 channel. Let sequences a, b, E = (a - b)/2, and z be as follows: 

a = • · ·, a-s, a-2, a-1, -1, +1, -1, +1, -1, +l, a6, a7, as,··· 

b •·•,a-s,a-2,a-1,+l,-l,+l,-l,+l,-l,a5 1 a7 1 as,··· 

1; = ... , 0, 0, 0,-1,+l,-1,+l,-1,+1, 0 , 0, 0,--· 

:i: = . · ·, -1, -1, +l , +l, -1, -1, +1, +1, -1, -1, +1, +l, · · · 
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Let a be recorded on the track being read and z recorded on an adjacent track. Then o( E, z) = --/4 for a = O, 

and c5(E,z) = 0 for a= 0.25. 

3.3 The EEPR4 channel 

For N::::: 3 the channel transfer function is equal to (1- D)(l + D)3 • Again, it is well known that d;,; 0 = 6 is 

attained for e(D) = 1-D+D2 , which gives y(D) = l+D-D2 +D4 -D5 -D6 • However, similarly as above, for 

the corresponding error sequence, c5( E, z) cannot achieve lower bound (5) because that would require a sequence :z: 

for which a string of three successive outputs of the EEPR4 channel equals to 6, 6, -6. In order to see if the bound 

can be achieved, we find all error polynomials E(D) for which ll(l-D)(l+D)3E(D)ll 2 = 6. We consider polynomial 

y(D) = (l-D)(l+D)3 E(D) = (1+2D-2D3-D4)-(l+e1D+e2D2+ · ·+e,_3D1- 3 +e1-2D1- 2+e1-1D1- 1 ) . It is easy 

to check that for all error sequences of length l :5 2, Jly(D)ll2 2: 10. For error sequences oflength l 2: 3, polynomial 

y(D) is of the form l+(E1 +2)D+(E2+2E1)D2+D3z(D)+(-2E1-2-l1-3)D1+1 +(-2E1-1-E1-2)D1+2+(-,1-1)Dl+3 , 

where z(D) is a polynomial with degree of at most I - 3. Since •1-1 =I 0, we have lly(D)ll2 2: 3 + llz(D)112 + 3, 

and therefore lly(D)ll2 = 6 only if z(D) = 0. Therefore y(D) = 1 + D- D2 + (-2E1-2 - E1-3)D1+1 + (-2,1-1 -
E1_ 2)D1+2 + (-e,_i)D I+3 ). For y(l) = 0, we need y(D) = 1 + D- D2 + v1+1 - D I+2 - D I+3 • For y(-1) = 0, we 

need y(D) = 1 + D- D2 + D 2 k -D2k+1 - D2 k+2 • For y'(-1) = 0, we need y(D) = 1+ D- D2 +.D4- D5 - D 6 . 

Note that y(D) = 1 + D-D2 + D4 -D5 -D6 = (1-D)(l +D)3 · (1- D+ D2 ), and therefore E(D) = 1-D + D2 

is the only error polynomial for which IJ(l - D)(l + D)3 e(D)IJ2 = 6. It can be shown that for the corresponding 

error sequence E, min:z:ec c5(E, :z:) = -/6(1- 4a). Note that this does not determine c5min for the EEPR4 channel. 

4 CODING FOR IMPROVING OFF-TRACK PERFORMANCE 

It was shown above that a lower bound to the minimum probability of an error-event in the system with !TI 

is proportional to Q(c5minv'SNR), where 

c5min = 'i1if c5(E, z) ~ (1- M)dmin• 

This bound was derived for an arbitrary set of recorded sequences, C ~ {-1, 1}00 , and therefore holds in coded as 

well as uncoded systems. Whether it can be achieved depends on the code. The value of ~in is a.lso determined 

by the code. To improve the error-probability performance of the system, we need codes that increase d;';.,;n or 

ensure that the above bound is never achieved or, preferably, perform both tasks. 

Codes that increase ~in are existing codes designed to improve the on-track performance, i.e., performance 

of channels with no ITI, as for example matched spectral null codes. 7 In general, these codes may improve the 

off-track performance as well, since they are likely to reduce the fraction of sequences :z: for which the bound 

on c5(E, :z:) can be achieved for a given E. To argue that, we recall that the bound is achieved if and only if 

there exists an E E arg min1;;,!0 d( E) for which Em {m hn-m E {-1, 0, 1} for all n and there exists an :z: E C such 

that Em Xm9n-m == "'FM whenever Em !mhn-m = ±1. Codes for improving noise immunity reduce the set of 

sequences E E argminE;,!O d(E) for which Lm €mhn-m E {-1, 0, 1} for all n. For the sequences that remain, the 
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number of n such that Lm emhn-m = ±1 is higher, and therefore sequence z has to satisfy more conditions. A 

good example of this case is a de-free coded PR4 channel. 

Design of high rate codes which improve both on- and off-track error probability performance of Class 4 

channels may be a complex problem, and we do not attempt to solve it at this point. Instead, we discuss off-track 

performance of a de-free coded PR4 channel and present some coding ideas for the EPR4 and EEPR4 channels 

which transpired from the above distance properties analysis. 

4.1 The PR4 channel 

It has been observed in laboratory experiments that a de-free coded PR4 channel has better off-track perfor­

mance than its uncoded counterpart. 5 For a de-free coded I - D channel d;.m = 4 is obtained for e(D) = 1-D 1- 1 , 

and the corresponding y(D) is equal to 1-D- n1- 1 + D1• It is easy to see that in this case 6(£, z) achieves lower 

bound (5) for :i: = {· • •, x2, 1, -1, 1, z2, • · ·, :i:1-3, -1, 1, -1, x1+1, · · ·}where I 2: 4. Therefore, for the de-free coded 

PR4 channel, Om\n = v'4(1 - 2a) degrades with a at the same rate as it does for the uncoded system. However, 

the sequence z for which the bound is achieved has 6 symbols specified as opposed to at most 4 in the uncoded 

case. In addition, the bound cannot be achieved for all error sequences for which lle(D)H(D)ll 2 = d~in• as in 

uncoded case, but only for those of length l 2: 4. 

4.2 The EPR4 channel 

Based on the distance properties described above, we know that miDzEC 6(£, z) = v'-4(1 - 4a) if and only if 

f(D) = I:\:~(-l)i_Di, I 2: 5. It can be shown that for all other error sequences for which IIH(D)e(D)ll2 = 4, 

we have minzec 5( £, z) = v'4(1 - 3a). Therefore, an improvement in the off-track performance of this channel 

can be accomplished by limiting the length of subsequences of alternating symbols to four. For the NRZI type of 

recording, this can be achieved by a code that limits the runs of successive ones to three, as the binary complement 

of the industry standard 8/9 (0, 3) block code, introduced for IBM 3480 tape drive. This code has a simJ>le and 

inexpensive implementation proposed by A. M. Patel.6 In general, using a code that removes long sequences 

of alternating symbols at the input of the EPR4 channel is advantageous since these sequences result in long 

sequences of zeros at the channel output, which is undesirable for timing and gain control. 

4_3 The EEPR4 channel 

It was shown above that the only error polynomial for which ll(l-D)(l+D)3e(D)ll2 = 6 is e(D) = 1-D+D2 • 

This error event can be removed by a code that does not allow successive transitions. For the NR.ZI type of 

recording, this can be achieved by a code that does not allow successive ones, as 2/3 (1, 7) code. Using this code 

for high linear density recording systems has already been proposed as a means of reducing the problems associated 

with closely recorded neighboring transitions. It can be shown that the code also removes all error sequences for 
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which this polynomial has all its coefficients in the set {-1, 0, 1}. Therefore 2/3 (1, 7) code gives a performance 

improvement of for EEPR4 channel with no ITI, and ensures that the lower bound on the performance of the 

channel with ITI is never achieved. An additional benefit of the code is that it reduces the number of states in 

the EEPR4 Viterbi detector from 16 to 10 since successive transitions are illegal. The main drawback of the code 

is its low rate. 

5 SUMMARY AND CONCLUSIONS 

Magnetic storage detectors employing PR4 equalization exhibit loss in performance at high recording densities 

and need to be replaced. Two systems are being considered for next generation products: the de-free coded PR4 

channel and the EPR4 channel. Various error probability performance and implementation issues of these two 

systems should be examined in order to decide which one is a better choice. The analytical results of this paper 

together with the simulation results obtained by Sayiner8 •9 allow as to compare the systems on the basis of their 

off-track performance. In addition, the analytical results give an understanding of the systems necessary if coding 

is to be used for performance improvement. 

We analyzed on- and off-track distance properties of PR4, EPR4, and EEPR4 channels, known as Class 4. We 

also looked at off-track performance of the de-free coded PR4 channel, and showed some possibilities of improving 

performance of the EPR4 and EEPR4 channels through coding. Design of high rate codes which improve both 

on- and off-track error probability performance of Class 4 channels is, however, an interesting open problem. Most 

of the obtained results are summarized below. 

Magnetic recording channels operate at high SNR where the probability of an error event in the system with 

no ITI is well approximated by Q(dmin✓SNR) . We found that under the same conditions probability of an error 

event in the system with ITI is well approximated by Q(6min ✓SNR), where 6n,;n ~ dmin(l - M) and Mis the 

maximum value that the output of the noiseless channel between the reading head and an adjacent track can 

take. With the assumption that the pulse response to the reading head from an adjacent track is the same 

Class 4 channel, and only its amplitude varies with the track to head distance with a parameter o-, we have 

6min ~ dmin(l - o-A) where A is the maximum value the noiseless Class 4 channel output can take (A::: 2, 4, and 

6 for PR4, EPR4, and EPR4 respectively). 

We found that the uncoded as well as coded PR4 channel have much better off-track performance than the 

EPR4 channel, i.e., imin/dmin = 1- 2a for the PR4 channel and 6min/dmin = 1- 4a for the EPR4 channel, as 

shown in Fig. l. The results are in agreement with the ones reported earlier by Sayiner.8 •9 It was found8 that at 

a given user density of 2.2, the EPR4 is a.bout 1.2 dB better than the PR4 at O % off-track, but only about 0.2 dB 

at 5 % off-track. In Fig. 1 we see that at 5 % off-track the loss in performance of the PR4 is a.bout 1 dB smaller 

than the loss of the EPR4. 
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Figure 1: Off-track performance of PR4 and EPR4 channels. 

From the EPR4 channel distance properties analysis, we concluded that the channel off-track performance can 

be improved by a code that limits the runs of successive ones to three. For this purpose we can use the binary 

complement of the industry standard 8/9 (0, 3) block code. 

As mentioned above, we also analyzed the distance properties of the EEPR4 channel and showed that its 

off-track performance for small a is the same as the off-track performance of the EPR4 channel. We also found 

that the 2/3 (1, 7) code gives a performance improvement for the EEPR4 channel with no IT!, and ensures that 

the lower bound on the performance of the channel with ITI is not achieved. 
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Graduate Research Program for Women (GRPW) and Cooperative Research Fellowship Pro-
gram (CRFP) for Minorities and Women committee member, 2002 - 2009. 

Global Science Scholars committee member and host to student visitors, 2003-2005. 

Afirmative Action Committee Member, 1996 - 1999. 

Library Liaison, provided periodic recommendations for book ordering, collected and provided feed­
back on journal usage, 1996 - . 

Seminars Sponsor, recruited and hosted speakers for several internal seminars and reading groups, 
1996 - . 

Committee Service, served on numerous hiring and various ad-hoc committees, 1995 - . 

RECOGNITIONS 

• Distinguished Lecturer for IEEE Information Theory Society, 2015 - 2016. 

• IEEE Fellow, for contributions to coding theory and coding schemes for transmission and storage 
systems, class of 2014. 

• IEEE IT Society 2013 Padovani Lecturer, a person whose research is considered to be of particular 
interest to students and postdocs is selected to give a special lecture at the yearly North American 
School of Information Theory. Lecture Ttile: "Secret Lives of Codes: From Theory to Practice and 
Back" 

• Best Paper Award for the paper "Trade-off between cost and goodput in wireless: replacing trans­
mitters with coding," (with M. Kim, M. Medard, MIT, J . Barros, Univ. of Porto, and T. Klien, Bell 
Labs) at MONAM/'13. 

• Honorable mention of the paper "Asymptotic spectra of trapping sets in irregular LDPC code en­
sembles," (with 0. Milenkovic, and P. Whiting, Bell Labs) at the ICC 2006; citation: "It provided 
an important contribution towards the statistical characterization and understanding of trapping 
sets, which are crucial to the assessment of error-floor effect.sin LDPC codes." 

• Distingui5hed Member of Technical Staff, Bell Labs, March 2004. 

• IEEE Senior Member, July 2003. 

• Recognized as an exceptional Bell Labs intern mentor for the Summer 2003. 

• IEEE Referee Recognition Award, 1998. 

• Recognized in the 25th anniversary issue of EE Times as one of the 20 young engineers who are 
likely to make "significant contributions in the new millennium", Oct. 1997. 

• Recognized for teamwork at Bell Labs, Dec. 1994. 

• Fouraker Fellowship by EE Department, Texas A&M University, Sep. 1992 - Aug. 1993. 

• Electrical Powe Institute Fellowship for the masters at EE Department, Texas A&M University, 
Jun. 1988 - Dec. 1989. 
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FUNDING 

DIMACS Funds - awarded by the NSF and other funding agencies for DIMACS Special Focus on 
Cybersecunty, for workshops, seminar series, visitors, and postdocs from 2011 through 2015. 
(Focus Co-Chair} 

NSF NeTS Medium Grant for Collaborative Research: Secure Networking Using Network Coding a.t 
the level of $882,357 (with Caltech, Purdue, and UT Austin), Sept. 2009 - Aug. 2013. (Co-PI} 

DARPA IAMANET Contract for PIANO: Principles for Intrinsically Assurable Network Opera­
tion, with a multidisciplinary team from several universities (Caltech, MIT, Stanford, UMass, UT 
Austin), led by BAE, 2008. (personal share $241,000 over 18 months} 

NSF NeTS-NBD Small Grant for Coding and Transmission Schemes for Content Download at the 
level of $569,000 (with UIUC and Rutgers), Sept. 2007 - Aug. 2010. (Co-PI) 

NSF ITR Medium Grant for Network Coding From Theory to Practice at the level of $1.85 million 
(with Caltech, MIT, and UIUC), Sept. 2003 - Aug. 2008. {Co-PI} 

DIMACS Funds - $205,000 budget awarded by the NSF and other funding agencies for DIMA CS 
Special Focus on Computational Information Theory and Coding for workshops, seminar series, 
visitors, and postdocs from 2001 through 2004. {Focus Co-Chair} 

NAE Research Grant - American recipient of the 1999 $10,000 Research Grant by the German­
American Networking Program of the National Academy of Engineering and its German coun­
terpart. (Elke Offer, TU Munich, was the German recipient.) 

JOURNAL PUBLICATIONS 

1. L. Tan, Y. Li, A. Khisti , E. Soljanin, "Successive segmentation-based coding for broadcasting over 
erasure channels," IEEE Trans. Inform. Theory, pp. 3026-3038, Jun. 2016. 

2. C. Fragouli and E. Soljanin , "(Secure) Linear network coding multicast - A theoretical minimum 
and some open problems," Journal on Des. Codes and Cryptography, The 25th Anniversary Issue, 
pp. 269-310, Jan. 2016. 

3. G. Joshi, E . Soljanin, and G. Wornell, "On the delay-storage trade-off in content download from 
coded distributed storage systems," ACM Transactions on Modeling and Performance Evaluation 
of Computing Systems, submitted Oct. 2015, revised Nov. 2016. 

4. K. Guan, A. Tulino, P. Winzer, and E. Soljanin, "Secrecy capacities in space-division multiplexed 
fiber-optic communication systems," IEEE Trans. Inform. Forensics & Security, pp. 1325-1335, 
July 2015. 

5. M. Kim, T. Klein, E. Soljanin, J . Barros, M. Medard, "Modeling network coded TCP: analysis of 
throughput and energy cost," ACM Springer Mobile Networks and Applications (MONET} Journal, 
pp. 790-803, Dec. 2014. 

6. G. Joshi, Y. Liu, and E. Soljanin, "On the delay-storage trade-off in content download from coded 
distributed storage systems," IEEE J-SAC Special Issue on Communication Methodologies for the 
Next-Generation Storage Systems, pp. 989-997, May 2014. 

7. E. Song, E. Soljanin, P. Cuff, and V. H. Poor, "Rate-distortion-based physical layer secrecy with 
applications to multimode fiber," IEEE Trans. Commun., pp. 1080-1090, March 2014. 
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8. S. Kokalj, E. Soljanin, and P. Spasojevic, "Low complexity differentiating adaptive erasure codes in 
multimedia wireless broadcast," IEEE Trans. Commun., pp. 3462-3471, Aug. 2013. 

9. Y. Li, E . Soljanin, and P. Spasojevic, "Three schemes for wireless coded broadcast to heteroge­
neous users," Elsevier-PhyCom, Special Issue on Network Coding and its Applications to Wireless 
Communications, pp. 114-123, March 2013. 

10. Z. Kong, E . Yeh, and E. Soljanin, "Coding improves the throughput-delay trade-off in mobile 
wireless networks," IEEE Trans. Inform. Theory, pp. 6894-6906, Nov. 2012. 

11. I. Andriyanova and E. Soljanin, "Optimized IR-HARQ schemes based on punctured LDPC codes 
over the BEC," IEEE Trans. Inform. Theory, pp. 6433-6445, Oct. 2012. 

12. S. Kokalj and E. Soljanin, "Suppressing the cliff effect in video reproduction quality," Bell Labs 
Technical Journal, Video Issue, March 2012. 

13. S. El Rouayheb, E. Soljanin, and A. Sprintson, "Secure network coding for wiretap networks of type 
II," IEEE Trans. Inform. Theory, pp. 1361- 1371, March 2012. 

14. Y . Li, E. Soljanin, and P. Spasojevic, "Effects of generation size and overlap on throughput and 
complexity in randomized linear network coding," IEEE Trans. Inform. Theory, pp. 1111-1123, 
Feb. 2011. 

15. Z. Kong, S. Aly, and E. Soljanin, "Decentralized coding algorithms for distributed storage in wireless 
sensor networks," invited for IEEE J-SAC Special Issue on Data Communication Techniques for 
Storage Channels and Networks, pp. 261-267, Feb. 2010. 

16. S. Kokalj, P. Spasojevic, and E. Soljanin, "Doped Fountain coding for minimum delay data collection 
in circular networks," IEEE J-SAC Special Issue on Network Coding for Wireless Communication 
Networks, pp. 673-684, June 2009. 

17. E. Soljanin, P. Gupta, G. Kramer, "Network coding for efficient network multicast ," Bell Labs 
Technical Journal, Enabling Science and Technology Issue, pp. 157-166, March 2009. 

18. Z. Kong, S. Aly, E . Soljanin, E. Yeh, and A. Klappenecker, "Network coding capacity of random 
wireless networks under a signal-to-noise-and-interference ratio model," IEEE Trans. Inform. The­
ory, submitted 2008. 

19. E. Soljanin, "Network Multicast with Network Coding," IEEE Signal Processing Magazine, pp. 109-
112, Sept . 2008. 

20. R. Liu, P. Spasojevic, and E. Soljanin, "Incremental redundancy cooperative coding for wireless net­
works: cooperative diversity, coding, and transmission energy gain," IEEE Trans. Inform. Theory, 
pp. 1207- 1224, March 2008. 

21. 0. Milenkovic, E. Soljanin, and P. Whiting, "Asymptotic spectra of trapping sets in regular and 
irregular LDPC code ensembles," IEEE Trans. Inform. Theory, pp. 39-55, Jan. 2007. 

22. C. Chekuri, C. Fragouli , and E. Soljanin, "On average throughput benefits and alphabet size in 
network coding," IEEE Trans. Inform. Theory, pp. 2410-2424, June 2006. 

23. R. Liu, P. Spasojevic, and E. Soljanin, "Reliable channel regions for good binary codes transmitted 
over parallel channels," IEEE Trans. Inform. Theory, pp. 1405-1424, April 2006. 

24. C. Fragouli and E. Soljanin, "Information flow decomposition for network coding," IEEE Trans. 
Inform. Theory, pp. 829-848, March 2006. 

25. R. Liu, P. Spasojevic, and E. Soljanin, "On the weight spectrum of good linear binary codes," IEEE 
Trans. Inform. Theory, pp. 4369-4373, Dec. 2005. 
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26. E. Soljanin, N. Varnica, and P. Whiting, "Incremental redundancy hybrid ARQ with LDPC and 
Raptor codes," submitted to IEEE Trans. Inform. Theory, Sept. 2005. 

27. E. Soljanin and E. Offer, "Bit-optimal decoding of codes whose Tanner graphs are trees," J. Discrete 
Applied Mathematics, Elsevier Science, vol. 128/1 , pp. 293-303, 2003. 

28. E. Soljanin, "Compressing quantum mixed-state sources by sending classical information," IEEE 
Trans. Inform. Theory, pp. 2263- 2275, Aug. 2002. 

29. E. Soljanin, "Writing sequences on the plane," IEEE Trans. Inform. Theory, pp. 2263-2275, June 2002. 

30. A. Mojsilovic, J. Hu, and E. Soljanin, "Extraction of perceptually important colors and similarity 
measurement for image matching, Retrieval, and Analysis," IEEE Trans. Image. Proc., pp. 1238-
1248, Nov. 2002. 

31. A. Mojsilovic and E. Soljanin, "Color quantization and processing by Fibonacci lattices," IEEE 
Trans. Image Proc., pp. 1712-1725, Nov. 2001. 

32. E. Soljanin and A. J. Van Wijngaarden, "Application of distance enhancing codes," IEEE Trans. 
Magn., pp. 762-767, Mar. 2001. 

33. R. Karabed, P. H. Siegel and E. Soljanin, "Constrained coding for binary channels with high inter­
symbol interference," IEEE Trans. Inform. Theory, pp. 1777-1797, Sept. 1999. 

34. B. E. Moision, P. H. Siegel, and E. Soljanin, "Distance-enhancing codes for digital recording," IEEE 
Trans. Magn., pp. 69-74, Jan. 1998. 

35. E. Soljanin and C. N. Georghiades, "Multihead detection for multitrack recording channels," IEEE 
Trans. Inform. Theory, pp. 2988- 2997, Nov 1998. 

36. E. Soljanin "A coding scheme for generating bipolar de-free sequences," IEEE Trans. Magn., pp. 2755-
2757, Sept. 1997. 

37. E. Soljanin and C. N. Georghiades, "Coding for two-head recording systems," IEEE Trans. Inform. 
Theory, pp. 747- 755, May 1995. 

38. M. Kezunovic, E. Soljanin, B. Perunicic, and S. Levi, "New approach to the design of digital 
algorithms for electric power measurements," IEEE Trans. Power Delivery, Vol. 6, pp. 516- 523, 
Apr. 1991. 

39. B. Perunicic, M. Kezunovic, and E. Soljanin, and S. Levi, "Digital signal processing algorithms for 
power and line parameter measurements with low sensitivity to frequency change," IEEE Trans. 
Power Delivery, Vol. 5, pp. 1209-1215, Apr. 1990. 

REFEREED CONFERENCE PUBLICATIONS 

1. M. Noori , E. Soljanin, M. Ardakani, "On storage allocation for maximum service rate in distributed 
storage systems,'' 2016 IEEE Int. Symp. Inform. Theory (ISIT'16}, Barcelona, July 2016. 

2. K. Guan, P. Winzer, A. Tulino, and E. Soljanin, "Physical layer security of space-division multi­
plexed fiber-optic communication system in the presence of multiple eavesdroppers," 2015 IEEE 
Global Telecommunications Conj. (GLOBECOM'15), San Diego, Dec. 2015. 

3. G. Joshi, E. Soljanin, and G. Wornell, "Using efficient redundancy to reduce latency in cloud 
systems," 52nd Annual Allerton Conference, Monticello, IL, Oct. 2015. 

4. S. Kadhe, E. Soljanin, and A. Sprintson, "When do the availability codes make the stored data 
more available?" invited for 53nd Annual Allerton Conference, Monticello, IL, Oct. 2015. 
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5. Y. Li, K. Guo, X. Wang, E. Soljanin, and T. Woo, "SEARS: Space efficient and reliable storage 
system in the cloud," 40th IEEE Conference on Local Computer Networks (LCN}, Clearwater Beach, 
FL, USA, Oct. 2015. 

6. U. J. Ferner, M. Medard, E. Soljanin, "Why reading patterns matter in storage coding and schedul­
ing design," 8'th IEEE International Conference on Cloud Computing {IEEE CLOUD 2015}, New 
York, July, 2015. 

7. G. Joshi, E. Soljanin, and G. Wornell, "Queues with Redundancy: Latency-Cost Analysis," Math­
ematical Performance Modeling and Analysis {MAMA} Workshop in conjunction with ACM SIG­
METRICS, Prtland, OR, June 2015. 

8. S. Kadhe, E. Soljanin, and A. Sprintson, "Analyzing the download time of availability codes," 2015 
IEEE Int. Symp. Inform. Theory (ISIT'15}, Hong Kong, June 2015. 

9. L. Tan, M. Kaveh, A. Khisti, and E. Soljanin, "Coding for source-broadcasting over erasure channels 
with feedback ," 2015 IEEE Int. Symp. Inform. Theory (ISIT'15), Hong Kong, June 2015. 

10. M. Heindelmaier and E. Soljanin, "Isn't hybrid ARQ enough?" invited for 52nd Annual Allerton 
Conference, Monticello, IL, Oct. 2014. 

11. A. Singh Rawat and E. Soljanin, "Dynamic control of video quality for AVS," 2014 IEEE Int. Symp. 
Inform. Theory {ISIT'14), Honolulu, July 2014. 

12. Y. Li, L. Tan, A. Khisti, and E. Soljanin, "Successive segmentation-based coding for broadcasting 
over erasure channels," 2014 IEEE Int. Symp. Inform. Theory (ISIT'14), Honolulu, July 2014. 

13. I. Andriyanova, A. Jule, and E. Soljanin, "The code rebalancing problem for a storage-flexible data 
center network," 2013 IEEE International Conference on Big Data (IEEE BigData 2013), Santa 
Clara, CA, Oct. 2013. 

14. K. Guan, P. Winzer, E. Soljanin, and A. Tulino, "On the secrecy capacity of the space-division 
multiplexed fiber optical communication systems," 2013 First IEEE Conference on Communications 
and Network Security (CNS'13}, Washington, DC, Oct. 2013. 

15. M. Kim, T . Klien, E. Soljann, M. Medard, and J. Ba.rros,"T:rade-off between cost and goodput in 
wireless: replacing transmitters with coding," 5th Int. Conj. on Mobile Networks and Management 
(MONAMI'13}, Cork, Ireland, Sept. 2013. {best paper award) 

16. E. Solja.nin, "Some coding and information theoretic problems in contemporary (video) content 
delivery," 2013 IEEE Inform. Theory Workshop (ITW'13}, Seville, Spain, Sept. 2013. (invited} 

17. L. Tan, Y. Li, A. Khisti , and E. Soljanin, "Source broadcasting over erasure channels: distor­
tion bounds and code design," 2013 IEEE Inform. Theory Workshop (ITW'13), Seville, Spain, 
Sept. 2013. 

18. G. Joshi and E. Soljanin, "Round-robin overlapping generations coding for fast content download," 
2013 IEEE Int. Symp. Inform. Theory {ISIT'13}, Istanbul, Turkey, July 2013. 

19. L. Tan, A. Khisti, E. Soljanin, "Distortion bounds for broadcasting a binary source over binary 
erasure channels," 13'th Canadian Workshop on Information Theory (CWIT'13), Toronto, Canada, 
June 2013. 

20. K. Guan, E. Song, E. Soljanin, and P. Winzer, "Physical layer security in space-division multiplexed 
fiber optic communications," 46th Asilomar Conference on Signals, Systems, and Computers, Mon­
terey, California, Amsterdam, The Netherlands Nov. 2012. 

21. K. Guan, P. Winzer, and E. Soljanin, "Information-Theoretic Security in Space-Division Multi­
plexed Fiber Optic Networks," 2012 European Conference and Exhibition on Optical Communica­
tion (ECEOC'2012}, Amsterdam, The Netherlands, June 2012. 
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22. G. Joshi, Y. Liu, and E. Soljanin, "Coding for fast content download," invited for 50th Annual 
Allerton Conference, Monticello, IL, Oct. 2012. 

23. U. J. Ferner, M. Medard, E. Soljanin, "Toward sustainable networking: storage area networks with 
network coding," 50th Annual Allerton Conference, Monticello, IL, Oct. 2012. 

24. L. Tan, A. Khisti, E. Soljanin, "Quadratic gaussian source broadcast with individual bandwidth 
mismatches," 2012 IEEE Int. Symp. Inform. Theory {ISIT'12}, Cambridge, MA, June 2012. 

25. Y. Li, P. Vingelmann, M. V. Pedersen, and Emina Soljanin, "Round robin streaming with genera­
tions," 2012 Int. Symp. on Network Coding, (NetCod'12} , Cambridge, MA, June 2012. 

26. S. Kokalj, E. Soljanin, and P. Spasojevic,"Is ratelcss paradigm fitted for lossless compression of 
erasure-impaired sources?" invited for 49th Annual Allerton Conference, Monticello, IL, Sept. 2011. 

27. A. Bhowmick, A. Rawat, E. Soljanin, and S. Vishwanath, "Update efficient codes for distributed 
storage," 2011 IEEE Int. Symp. Inform. Theory {ISIT'l 1}, St. Petersburg, July 2011. 

28. S. Kokalj-Filipovic, E. Soljanin, and Y. Gao, "Cliff effect suppression through multiple-descriptions 
with split personality," 2011 IEEE Int. Symp. Inform. Theory (ISIT'll}, St. Petersburg, July 2011. 

29. N. P. Anthapadmanabhan, E. Soljan.in, and S. Vishwanath, "Update-Efficient Codes for Erasure 
Correction," invited for 48th Annual Allerton Conference, Monticello, IL, Sept. 2010. 

30. E. Soljanin, "Reducing Delay in Mobile Muti-Agent Information Relaying," invited for 48th Annual 
Allerton Conference, Monticello, IL, Sept. 2010. 

31. Y. Li , E. Soljanin, and P. Spasojevic, "Collecting coded coupons over generations," 2010 IEEE Int. 
Symp. Inform. Theory {ISIT'l0), Austin, USA, June 2010. 

32. M. Sardari, R. Restrepo, F. Fekri, and E. Soljanin, "Memory allocation in distributed storage 
networks," 2010 IEEE Int . Symp. Inform. Theory(ISIT'10), Austin, USA, June 2010. 

33. Y. Li, E . Soljanin, and P. Spasojevic, "Collecting coded coupons over overlapping generations," 2010 
Int. Symp. on Network Coding, {NetCod'l0), Toronto, Canada, June 2010. 

34. I. Andriyanova and E. So!janin, "IR-HARQ schemes with finite-length punctured LDPC codes over 
the BEC," Proc. 2009 IEEE Int. Inform. Theory Workshop (ITW'09}, Taormina, Italy, Oct. 2009. 

35. Y. Li and E. Soljanin, "Rateless codes for single-server streaming to diverse users," in Proc. 48th 
Annual Allerton Conference, Monticello, IL, Sept. 2009. 

36. Z. Kong, E. Yeh , and E. Soljanin, "Coding improves the throughput-delay trade-off in mobile 
wireless networks," 2009 IEEE Int. Symp. Inform. Theory {ISIT'09), Seul, Korea, July 2009. 

37. S. Kokalj, P. Spasojevic, E. Soljanin, and R. Yates, "ARQ with doped Fountain decoding," Proc. 
2008 IEEE Int. Symp. on Spread Spectrum Techniques and Applications {ISSSTA '08) , Bologna, 
Italy, Aug. 2008. 

38. S. Aly, Z. Kong, and E. Soljanin, "Raptor codes based distributed storage algorithms for large-scale 
wireless sensor networks," 2008 IEEE Int. Symp. Inform. Theory (ISIT'08), Toronto, Canada, July 
2008. 

39. A. Mills, B. Smith, T. C. Clancy, E. Soljanin, and S. Vishwanath "On secure communications over 
wireless erasure networks," 2008 IEEE Int . Symp. Inform. Theory (ISIT'0B), Toronto, Canada, July 
2008. 

40. S. Aly, Z. Kong, and E. Soljanin, "Fountain codes based distributed storage algorithms for large-scale 
wireless sensor networks," in Proc. Int. Conj. Inform. Processing in Sensor Networks {IPSN'0B), 
St. Louis, MO, USA, April 2008. 

LSI Corp. Exhibit 1010 
Page 109 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 162 of 358 

Case 5:18-cv-00821-EJD Document 204-4 Filed 04/13/18 Page 42 of 49 

41. S. Kokalj, P. Spasojevic, R. Yates, and E. Soljanin, "Decentralized Fountain codes for minimum­
delay data collection," Proc. 42nd Annual Conference on Information Sciences and Systems (CISS'0B), 
Princeton, NJ, March 2008. 

42. Z. Kong, S. Aly, E. Soljanin, A. Klappenecker, and E. Yeh, "Network coding capacity of random 
wireless networks under a signal-to-interference-and-noise model," in Proc. 45th Annual Allerton 
Conference, Monticello, IL, Sept. 2007. 

43. C Lott, 0 Milenkovic, and E. Soljanin, "Hybrid ARQ: theory, state of the art and future directions," 
in Proc. 2007 IEEE Int. Workshop Inform. Theory {ITW'07}, Bergen, Norway, July 2007 (lnvitea) 

44. S. El Rouayheb and E. Soljanin, "On wiretap networks II," 2007 IEEE Int. Symp. Inform. Theory 
(ISIT'07}, Nice, France, June 2007. 

45. S. El Rouayheb, C. N. Georghiades, E. Soljanin, A. Sprintson, "Bounds on codes based on graph 
theory," 2007 IEEE Int. Symp. Inform. Theory (ISIT'07}, Nice, France, June 2007. 

46. E. Soljanin, N. Varnica, and P. Whiting, "Raptor codes for hybrid ARQ," in Proc. 44th Annual 
Allerton Conference, Monticello, IL, Oct. 2006. 

47. 0. Milenkovic and E. Soljanin, "Enumeration of RNA secondary structures: a constrained coding 
approach," 40th Asilomar Conference on Signals, Systems, and Computers, Monterey, California, 
Oct. 2006. 

48. C. Chekuri, C. Fragouli, and E. Soljanin, "Achievable information rates in single-source non-uniform 
demand networks," in Proc. 2006 IEEE Int. Symp. Inform. Theory (ISIT'06}, Seattle, WA, USA., 
July 2006. 

49. 0. Milenkovic, E. Soljanin, and P. Whiting, "Asymptotic spectra of trapping sets in irregular LDPC 
code ensembles," 2006 IEEE Int. Conj. Commun. {ICC '06), Istanbul, Turkey, June 2006. 

50. E. Soljanin, N. Varnica, and P. Whiting, "Punctured vs rateless codes for hybrid ARQ," in Proc. 2006 
IEEE Int. Inform. Theory Workshop {ITW'06}, Punta de! Este, Uruguay, March 2006. (invitea) 

51. Y. Shi and E. Soljanin, "On multicast in quantum networks," in Proc. 40th Annual Conference on 
Inform. Sciences and Systems {CISS'06}, Princeton, NJ, March 2006. (invited) 

52. 0. Milenkovic, E. Soljanin, and P. Whiting, "Stopping and trapping sets in generalized covering ar­
rays," in Proc. 40th Annual Conference on Information Sciences and Systems (CISS'06}, Princeton, 
NJ, March 2006. 

53. 0. Milenkovic, E. Soljanin, and P. Whiting, "Asymptotic spectra of trapping sets in regular LDPC 
code ensembles," in Proc. 43st Annual Allerton Conference, Monticello, IL, Oct. 2005. 

54. C. Chekuri, C. Fragouli, and E. Soljanin, "On throughput benefits and alphabet size in network 
coding," 2005 IEEE Int. Symp. Inform. Theory {!SIT 2005), Adelaide, Australia, Sept.,2005. 

55. E. Soljanin, N. Varnica, and P. Whiting, "LDPC codes for hybrid ARQ," 2005 IEEE Int. Symp. 
Inform. Theory (ISIT 2005), Adelaide, Australia, Sept. 2005. 

56. R. Liu, P. Spasojevic, and E. Soljanin, "Cooperative diversity with incremental redundancy turbo 
coding for quasi-static wireless networks," in Proc. the 6th IEEE Internat. Workshop on Signal 
Processing Advances for Wireless Commun. (SPAWC'05}, New York City, June 2005. 

57. C. Fragouli and E. Soljanin, "Decentralized network coding," Proc. 2005 IEEE Int. Inform. Theory 
Workshop (ITW'04}, San Antonio, TX, Oct. 2004. 

58. C. Fragouli and E. Soljanin, "On average throughput benefits for network coding," Proc. 42st Annual 
Allerton Conference, Monticello, IL, Oct. 2004. 
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59. R. Liu, P. Spasojevic, and E. Soljanin, "Performance analysis of multilevel punctured turbo codes," 
Proc. 42st Annual Allerton Conference, Monticello, IL, Oct. 2004. 

60. A. Ashikhmin, N. Gopalakrishnan, J. Kim, E. Soljanin, and A. Wijngaarden, "On efficient link error 
prediction based on convex metrics," in Proc. IEEE Vehicular Technology Conference {VTC2004-
Fall), Los Angeles, CA, Sept. 2004. 

61. C. Fragouli and E. Soljanin, "Subtree decomposition for network coding," Proc. 2004 IEEE Int. 
Symp. Inform. Theory (!SIT 2004), Chicago, USA, June 27-July 2, 2004. 

62. R. Liu, P. Spasojevic, and E. Soljanin, "Reliable channel regions for good codes transmitted over par­
allel channels," Proc. 2004 IEEE Int. Symp. Inform. Theory ([SIT 2004), Chicago, USA, June 27-
July 2, 2004. 

63. C. Fragouli and E. Soljanin, "A connection between network coding and convolutional codes," Proc. 
2004 IEEE Int. Conj. Commun. (ICC'04), Paris, France, June 2004. 

64. R. Liu, P. Spasojevic, and E. Soljanin, "Incremental multi-hop based on good punctured codes and 
its reliable hop rate," in Proc. IEEE Wireless Communications and Networking Conference 2004 
(WCNC 2004), Atlanta, Georgia, Mar. 21- 25, 2004. 

65. C. Fragouli and E. Soljanin, and A. Shokrollahi, "Network coding as a coloring problem," in Proc. 38 
Annual Conference on Information Sciences and Systems (GISS'04,) Princeton, NJ, March 2004. 
(invited} 

66. R. Liu , P. Spasojevic, and E. So!janin, "A throughput analysis of incremental redundancy hybrid 
ARQ schemes with turbo codes," in Proc. 38 Annual Conference on Information Sciences and 
Systems {CISS'04,) Princeton, NJ, March 2004. 

67. R. Liu, P. Spasojevic, and E. Soljanin, "User cooperation with punctured turbo codes," Proc. 41st 
Annual Allerton Conference, Monticello, IL, Oct. 1-3, 2003. 

68. R. Liu, P. Spasojevic, and E. Soljanin, "On the role of puncturing in hybrid ARQ schemes," 2003 
Int. Symp. Inform. Theory (ISIT'03}, Yokohama, Japan, June, 2003. 

69. R. Liu, P. Spasojevic, and E. Soljanin, "Punctured turbo code ensembles," 2003 Inform. Theory 
Workshop (ITW'03}, Paris, France, Mar. 31-Apr. 4, 2003. 

70. E. Soljanin, R. Liu, and P. Spasojevic, "Hybrid ARQ with random transmission assignments," 
DIMACS Workshop on Network Information Theory, March 2003. 

71. E. Soljanin and E. Offer, "LDPC codes: a group algebra formulation," 2001 Workshop on Coding 
and Cryptography (WCC'0l), Paris, France, Jan. 2001. 

72. A. Mojsilovic and E. Soljanin, "Quantization of color spaces by fibonacci lattices," 2001 IEEE Int. 
Symp. Inform. Theory (ISIT'0l}, Washington, DC, June 2001. 

73. E. Soljanin, "Simple soft-output detection for magnetic recording channels," 2000 IEEE Int . Symp. 
Inform. Theory (ISIT'00}, Sorrento, Italy, June 2000. 

7 4. E. Offer and E. Soljanin, "On the efficiency of some suboptimal algorithms for bit decoding of binary 
codes," 2000 IEEE Int. Symp. Inform. Theory (ISIT'00}, Sorrento, Italy, June 2000. 

75. A. Mojsilovic and E. Soljanin, "Quantization of color spaces and processing of color images by 
Fibonacci lattices," 2000 SPIE Int . Symp. San Jose, CA, Jan. 2000. 

76 . E. Soljanin and A. van Wijngaarden, "On the capacity of distance enhancing constraints for 
high density magnetic recording channels," Proc. 1999 Workshop on Coding and Cryptogmphy 
(WCC'99), Paris, France, Jan. 1999. 
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77. E. Soljanin, "Coding for Magnetic Recording Channels with Colored Noise and Intertrack Interfer­
ence," Proc. 1998 Inform. Theory Workshop (ITW'98) San Diego, CA, Feb. 9-13, 1998., pp. 24. 

78. B. Moision, P. H. Siegel, and E. Soljanin, "Error event characterization and coding for the equalized 
Lorentzian channel," 1998 IEEE Int. Symp. Inform. Theory (ISIT'98}, Cambridge, MA, Aug. 1998. 

79. E. Soljanin, "A Shannon Theoretic Study of Penrose Tilings," 1998 IEEE Int. Symp. Inform. Theory 
(ISIT'98}, Cambridge, MA, Aug. 1998. 

80. E. Soljanin, "Extended role of constrained coding in high density magnetic recording channels," 
Proc. 1997 IEEE Int. Workshop Inform. Theory (ITW'97}, Longyearbyen, Norway, July 1997, 
(Invited} 

81. B. Moision, P. H. Siegel, and E. Soljain, "Distance-enhancing codes for digital recording," Proc. 
1997 IEEE Magnetic Rec. Conj. (TMRC'97} Minneapolis, MN, Sept. 1997. 

82. E. Soljainin, "A coding scheme for generating de-free sequences," International Magnetics Confer­
ence (INTERMAG'97}, New Orleans, Louisiana, Apr. 1-4, 1997. 

83. E. Soljanin, "Decoding techniques for some specially constructed de-free codes," 1997 IEEE Int. 
Conj. Commun. (ICC '97}, Montreal, Canada, June 1997. 

84. E. Soljain and R. Urbanke, "On the performance of recursive decoding schemes," 1997 IEEE Int. 
Symp. Inform. Theory (ISIT'97}, Ulm, Germany, July 1997. 

85. E. Soljanin, "On coding for binary partial-response channels that don't achieve the matched-filter­
bound ," Proc. 1996 Inform. Theory Workshop (ITW'96}, Haifa, Israel, June 9-13, 1996, pp. 24. 
(Invitea) 

86. E. Soljanin and 0. Agazzi, "An interleaved coding scheme for (1- D) (1 + D)2 partial response with 
concatenated Decoding," Proc. 1996 IEEE Global Telecommunications Conj. (GLOBECOM'96}, 
London, UK, Nov. 1996. 

87. E. Soljanin, "On-track and off-track distance properties of class 4 partial response channels," Proc. 
1995 SPIE Int. Symp. on Voice, Video, and Data Communications, Philadelphia, PA, Oct. 1995, 
vol. 2605, pp. 92-102. 

88. E. Soljanin, C. N. Georghiades, "A five-head, three-track, magnetic recording channel," Proc. 1995 
IEEE Int. Symp. Inform. Theory (ISIT'95), Whistler, Canada, Sept. 1995, pp. 244. 

89. E. Soljanin, C. N. Georghiades, "Coding for two-head recording systems," IEEE Trans. Inform. 
Theory, pp. 747- 755, May 1995. 

90. E. Soljanin, C . N. Georghiades, "Two-track codes for magnetic recording channels," Proc. 1994 
IEEE Int. Symp. Inform. Theory (ISIT'94}, Trondheim, Norway, June 1994, pp. 150. 

91. E. Soljanin, C. N. Georghiades, "Sliding-block codes for two-track magnetic recording channels," 
28th Annual Conference on Inform. Sciences and Systems {CISS'94}, Princeton, NJ, March 1994. 

92. E. Soljanin, C. N. Georghiades, "On coding in multi-track, multi-head, digital recording systems," 
Proc. 1993 IEEE Global Telecommunications Conj. (GLOBECOM'93}, Houston, TX, Dec. 1993, 
pp. 18-22. 

93. B. Perunicic, S. Levi, M. Kezunovic, E. Soljanin, "Digital metering of active and reactive power 
in non-sinusoidal conditions using bilinear forms of voltage and current samples," Proc. IEEE Int. 
Symp. on Networks, Systems, and Signal Processing, Zagreb, Yugoslavia, June 1989. 

94. D. Dervisevic and E . Soljanin, "Automatic generation control in hydro-thermal electric power sys­
tems," Lecture Notes in Control and Inform. Sciences Series vol. 113, Springer- Verlag, System 
Modeling and Optimization, IFIP'87, pp. 549-557. 
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95. N. Bajrakta.revic, N. Cerimovic, D. Pikula, E. Soljanin, "Software package for real-time modeling 
of electric power system operation," YU CIGRE, Cavtat, Yugoslavia, 1988. (in Serbo-Croatian) 

96. E. So]janin, D. Pikula, "Long-term hydro scheduling," 1987 Yug. Symp. on Operations Research 
(SIMOPIS '87}, Brioni, Yugoslavia, 1987. (in Serbo-Croatian) 

97. Z. Tica, N. Cerimovic, D. Hadziosmanovic, D. Pikula, E. Soljanin, "Software package for long-term 
planning of electric power systems," YU CIGRE, Cavtat, Yugoslavia, 1986. (in Serbo-Croatian} 

BOOKS, BOOK CHAPTERS, EDITING 

1. C. F'ragouli and E. Soljanin, invited monograph, Network Coding Fundamentals, Foundations and 
Trends in Networking. Hanover, MA: now Publishers Inc., June 2007. 

2. C. F'ragouli and E. Soljanin, invited monograph, Network Coding Applications, Foundations and 
Trends in Networking. Hanover, MA: now Publishers Inc., Jan. 2008. 

3. Advances m Information Recording, DIMACS Series in Discrete Mathematics and Theoretical Com­
puter Science, v. 73, American Mathematical Society, 2008, Paul H. Siegel, Emina Soljanin, B. Vasic, 
and A. J . van Wijngaarden, eds. 

4. E. Soljanin , R. Liu, P. Spasojevic, "Hybrid ARQ with random transmission assignments ," in Ad­
vances in Network Information Theory, DIMACS Series in Discrete Mathematics and Theoretical 
Computer Science, v. 66, American Mathematical Society, 2004. P. Gupta, G. Kramer, and A. 
Wijngarden, eds. 

5. B. Marcus and E. Soljanin, "Modulation codes for storage systems," in The Computer Engineering 
Handbook, Boca Raton: CRC Press, 2002, V. G. Oklobdzija, ed. 

6. E. Offer and E. Soljanin, "An algebraic description of iterative decoding schemes," IMA Volumes in 
Mathematics and its Applications v. 123, Springer-Verlag, 2001, B. Marcus and J. Rosenthal, eds. 

SELECTED INVITED TUTORIAL/EXPOSITORY TALKS 

1. "Network coding: a combinatorial framework and an open problem," BIRS Workshop on Mathe­
matics of Communications: Sequences, Codes and Designs, Banff, January 2015. 

2. "Basics of Network Coding," BIRS Workshop on Applications of Matroid Theory and Combinatorial 
Optimization to Information and Cod mg Theory, Banff, August 2009. 

3. "Network Coding: Theory and Practice," 2007 IEEE Int. Symp. Inform. Theory (ISIT'07}, Nice, 
France, June 2007. 

4. "Hybrid ARQ: State of the Art," 2007 IEEE Int. Inform. Theory Workshop (ITW'07}, Bergen, 
Norway, July 2007. 

SELECTED PLENARY AND INVITED RESEARCH TALKS 

1. Queues for Data Access from Coded Distributed Storage, 18th INFORMS Applied Probability So­
ciety Conference, Istanbul, July. 2015. 

2. Cloud Storage Space vs . Download Time for Large Files, NYIT REU Program, New York, June 2015. 

3. Storage Codes and Data Retrieval, Workshop on Coding: From Practice to Theory, The Simons 
Institute for the Theory of Computing, UC Berkeley, Feb. 2015. 
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4. Codes for Storage with Queues for Access, Workshop on Inform. Theory and Applic. (ITA), UCSD, 
Feb. 2015. 

5. Codes For All Seasons, plenary talk at 2014 IEEE Workshop on Inform. Theory, Nov. 2014. 

6. Urns fj Balls and Communications, Dept. of Statistics, Univ. of Auckland, Nov. 2014. 

7. How Does Applied Math Become Applicable? MIT Graduate Women (GW6) student group coffee 
hour seminar, May 2014. 

8. A coding Tale of a Tail at Scale, Stanford, Apr. 2014. 

9. How Should We Code in Multicast to Diverse Users and What For? Stanford, Apr. 2014, and 
University of Hawaii, Nov. 2014. 

10. Secret Lives of Codes: Prom Theory to Practice and Back 2013 Padovani Lecture at the 2013 North 
American School of Information Theory, Purdue University, June 2013 . 

11 . Is Coding Beyond the Physical Layer Helpful in Content Centric Networking?, Workshop on Inform. 
Theory and Applic. (ITA), UCSD Feb. 2013. 

12. Rateless Codes for Efficient Content Download in Highly Heterogeneous Scenarios, Aalborg Univer­
sity, Sept. 2012. 

13. Pushing Codes into Clouds, NSF Workshop on Communication Theory and Signal Processing in 
the Cloud Era, Berkeley, June 2012. 

14. Urns 8 Balls and Communications, MIT Math Seminar, Apr. 2012. 

15. What are Good Coding Schemes for Multicast in Heterogeneous Wireless Networks? International 
Zurich Seminar on Communications, March 2012. 

16. How Does Applied Math Become Applicable? plenary talk at Workshop on Inform. Theory and 
Applic. (!TA), UCSD Jan. 2012. 

17. Three Types of Redundancy Against Three Sources of Delay, UIUC CSL Seminar, Apr. 2011. 

18. Double Dixie Cup Unicast, UIUC CS Theory Seminar, Apr. 2011, Dagstuhl Seminar on Coding 
Theory, Nov. 2011. 

19. Content Preparation, Delivery, and Storage for Highly Heterogenous Networks, EPFL, Oct. 2011 , 
MIT EECS, Sept. 2011. 

20. Urns & Balls and Communications, 2013 North American School oflnformation Theory, UT Austin, 
May 2011. 

21. On Storing and Retrieving {Coded) Data in Mobile P2P Networks, Isaac Newton Institute for 
Mathematical Sciences, special programme on Stochastic Processes in Communication Sciences, 
Cambridge, UK, April 2010. 

22. Coded Streaming in Heterogenous Networks, BL/HHI Joint Workshop, June 2011, ENST Sept. 2011. 

23. Coding for Delay in Networks, Texas A&M, Mar. 2011, ETIS/CNRS, Sept. 2011. 

24. Quantum Network Multicast and Coding, International Seminar on Quantum Networking (Towards 
Quantum Internet, Madrid, June 2009. 

25 . Two {Non)standardized Applications of Fountain Codes, ETH Zurich, December 2008. 

26. Coding Technologies: Trends, Challenges, Opportunities and Applications, Alcatel-Lucent Technical 
Academy, Antwerp, Belgium, July 2008. 
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27. On Wiretap Networks Implementing Network Coding, EPFL, Feb. 2008, Universitat Zurich, Octo­
ber 2008, Univ. Collage Cork Coding and Cryptography, May 2008. 

28. Coding Based P2P Storage and Distribution, EPFL, Apr. 2008, Univ. Collage Cork Workshop 
Coding and Cryptography, May 2008, Supelec June 2008. 

29. Von Neumann Entropy in Quantum Data Compression, EPFL & UMLV Workshop on Entropy, 
Sept. 2008. 

30. On the Throughput/Delay Tradeoff in Mobile Ad-Hoc Networks Implementing Network Coding, 
Workshop on Inform. Theory and Applic. (ITA), UCSD Jan. 2008. Princeton, Supelec and Bell 
Labs Workshop on Wireless Networks, Princeton, Feb. 2008. 

31. Hybrid ARQ: Theory, State of the Art, and Future Directions, EPFL, April 2008, ENST June 2008, 
and University of Arizona, EE, Nov. 2007. 

32. On Benefits of Network Coding in Content Distribution, University of California Los Angeles 
(UCLA) and University of Arizona, Math, Nov. 2007. 

33. Punctured vs Rateless Codes For Hybrid ARQ, Tsinghua University, Bejing, Oct. 2006, IEEE Int. 
Inform. Theory Workshop (ITW'06), Punta del Este, Uruguay, March 2006. 

34. On Throughput Benefits of Network Coding, University of Southern California, Los Angeles, Aug. 2006, 
International Workshop on Wireless Ad Hoc & Sensor Networks (IWWAN 2006), New York, June 
2006, CUBIN/ACoRN Inform. Theory Workshop, Melbourne, Australia, Sept. 2005. 

35. Some Computer Science Problems in Network Coding, 2004 IEEE Inform. Theory Workshop, San 
Antonio, Texas, Oct. 2004. 

36. Network Coding: from Graph Theory to Algebraic Geometry, EECS Distinguished Lecture Series, 
Univesrity of Michigan at Ann Arbor, Jan. 2003, and Columbia University, Feb. 2003. 

37. Frames in Quantum and Classical Information Theory, EPFL, Lausanne, Switzerland, June 2004, 
Institute for Quantum Information Seminar, Caltech, Sept. 2003, Quantum Computing Seminar, 
Texas A&M University, April 2003, and DIMACS Workshop on Source Coding and Harmonic 
Analysis, May 2002 

38. Network Coding Based on Subtree Decomposition, EE Seminar, Brooklyn Polytechnic University, 
Oct. 2003, and Information Science & Technology Seminar, Caltech, Sept. 2003. 

39. Hybrid ARQ in Wireless Networks, Wireless Communications Lab Seminar, Texas A&M University, 
April 2003. 

40. Algebra of LDPC Codes, AMS 2002 National Meeting, San Diego, CA, Jan. 2002, and Technical 
University, Ulm, Germany, Oct. 2000. 

41. Quantum Data Compression, MSRI Information Theory Workshop, Berkeley, CA, Feb. 2002. 

42. LDPC Codes: A Group Algebra Formulation," DIMACS Workshop on Codes and Complexity, 
Dec. 2001. 

43. Writing sequences on the plane, DIMACS Mixer Seminar Series, Florham Park, NJ, Sept. 2001. 

44. On Quantum Source Coding Problems Beyond the Schumacher Compression, AMS 2001 Spring 
Eastern Section Meeting, Hoboken, NJ, April 2001. 

45 . Application of Distance Enhancing Modulation Codes to High Density Magnetic Recording Systems, 
TMRC 2000, Santa Clara, CA, Aug. 2000. 

46. A Shannon Theoretic Study of Penrose Tilings, Ecole Nationale Superieure des Telecommunications 
(ENST), Paris, France, Jan. 1999. 
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47. Writing Sequences on the Plane, Lehrstuhl fur Nachrichtentechnik, TU Miinchen, Munich, Germany, 
Oct. 1999. 

48. On the Role of Channel Distance Properties in Partial Response Signaling, Lehrstuhl fur Nachricht­
entechnik, TU Miinchen, Munich, Germany, July 1999, and UC Berkeley, Berkeley, CA, Nov. 1997. 

49. Coding for Magnetic Recording Channels with Colored Noise and Intertrack Interference, 1998 Na­
tional Storage Industry Consortium (NSIC'98), Berkeley, CA, Jan. 1998. 

50. The Multi-User Problem in Magnetic Recording, AT&T Labs - Research, Florham Park, NJ, 
March 1998. 

51. Coding in Recording and Transmission Systems, Brown University, Department of Applied Mathe­
matics, Providence, RI, April 1996. 

52. On Coding for Binary Partial-Response Channels that don't Achieve the Matched-Filter-Bound, 
University of California at San Diego, Center for Magnetic Recording Research, San Diego, CA, 
May 1996. 

SELECTED RESEARCH REPORTS 

1. E. Soljanin, "Raptor codes: from a math idea to LTE eMBMS," Bell Labs Internal Report, 2013. 

2. R. Alface, S. Kokalj, J-F. Macq, C. Nuzman, and E. Soljanin, "Video Coding for Customized Direct 
Access," Bell Labs Internal Report, Dec. 2011. 

3. U. Niesen, E. Soljanin, and G. Tucci, "Structured matrices for compressed sensing applications," 
Bell Labs Internal Report, June 2011. 

4. A. Ashikhmin, E. Soljanin, R. Liu, and P. Spasojevic, "Hybrid ARQ for wireless networks: analysis 
of the standard scheme and directions for improvements," Bell Labs Internal Report, Oct. 2002. 

5. E. Soljanin, "Spectrum shaping codes for lOGb/s ethernet," Bell Labs Internal Report, Sept. 1999. 

6. E. Soljanin, "Penrose tiling and recording data on the plane," Bell Labs Internal Report, Oct. 1998. 

7. A. Barg, E. Soljanin, and R. Urbanke, "Efficient forward error correction for Lucent Technologies 
SONET Terminals," Bell Labs Internal Report, Sept. 1998. 

8. E. Soljanin and R. Urbanke, "An efficient architecture for implementation of a multiplier and inverter 
in GF(28), Bell Labs Internal Report, Mar. 1996. 

9. C. N. Georghiades, E. Soljanin, K. Chang, R. Velidi, L. Cavalheiro, "Communications in intelligent 
vehicle highway systems,"Research Report 1245-3, Texas Transportation Institute, September 1990 
- August 1991. 

10. C. N. Georghiades, S. Patarasen, E. Soljanin, H. Jardak, W. Wills, "Communications in intelligent 
vehicle highway systems,"Research Report 1245-2, Texas Transportation Institute, Jan.- Aug. 1990. 
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PATENTS 

1. A. Emad, C. Nuzman, and E. Soljanin, "Methods and systems for determining crosstalk for a line 
in a vectored system," Patent Application, filed June 2015. 

2. C . Nuzman, E. Soljanin, and A. Tulino, "Methods and systems for determining crosstalk for a 
joining line in a vectored system," Patent Application, filed May 2014. 

3. K. Guo, E. Soljanin, and T . Wu, "Secure file transfers within network-based storage," Patent Ap­
plication, filed Aug. 2013. 

4. K. Guan, E. Soljanin, and P. Winzer, "Secure Data Transmission via Spatially Multiplexed Optical 
Signals," Patent Application, filed Dec. 2012. 

5. K. Guan, E. Soljanin, and P. Winzer, "Optical fibers with varied mode-dependent loss," Patent 
Application, filed Dec. 2012. 

6. S. Kokalj-Filipovic, and E. Soljanin, "System and method for mitigating the cliff effect for content 
delivery over a heterogeneous network," Patent Application, filed Feb. 2011. 

7. T. Marzetta and E. Soljanin, "Secure compressive sampling using codebook of sampling matrices," 
Patent Applzcation, filed December 2009. 

8. S. Aly, Z. Kong, and E. Soljanin, "Distributed storage in wireless sensor networks," Patent Appli­
cation, filed June 2008. 

9. E. Soljanin, N. Varnica, and P. Whiting, "Encoded Transmission," U.S. Patent 7,669,103, Feb. 2010. 

10. A. Ashikhmin, N. Gopalakrishnan, J. Kim, E. Soljanin, and A. Wijngaarden "Method and apparatus 
for link error prediction in a communication system," U.S. Patent 7331009, Feb. 2008. 

11. A. Mojsilovic and E. Soljanin, "Method of color quantization in color images," U.S. Patent 6,898,308, 
May 2005. 

12. A. Mojsilovic and E. Soljanin, "Method of color quantization in color images," U.S. Patent 6,678,406, 
Jan. 2004. 

13. E. Soljanin and A. van Wijngaarden, "Method and apparatus for implementing run-length limited 
and maximum-transition-run codes," U.S. Patent 6,2417, 78, June 2001. 

14. E. Soljanin, "A low disparity coding method for digital data," U.S. Patent 6188337, Feb. 2001; 
Europ. Patent 00304355.1-2216, July 2000. 

15. A. Mojsilovic and E. Soljanin, "Method of color quantization in color images," Europ. Patent 
00306489.6-2202, Oct. 2000. 

16. N. Sayiner and E. Soljanin, "Method of detecting de-free sequences," U.S. Patent 5,910,969, June 1999. 

17. E. Soljanin, "Method and apparatus for generating de-free sequences," U.S. Patent 5,608,397, 
Mar. 1997. 

18. E. Soljanin, "Method and apparatus for generating de-free sequences," U.S. Patent 5,608,397, 
Mar. 1997. 
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UNITED STATES PATENT AND TRADEMARK OFFICE 

BEFORE THE PATENT TRIAL AND APPEAL BOARD 

LSI CORPORATION and A VAGO TECHNOLOGIES U.S., INC. 
Petitioner, 

v. 

REGENTS OF THE UNIVERSITY OF MINNESOTA 
Patent Owner. 

Case No. IPR2017-01068 
Patent No. 5,859,601 

DECLARATION OF PROFESSOR EMINA SOLJANIN., PH.D. 
REGARDING U.S. PATENT NO. 5,859,601 

LSI Corp. Exhibit 1010 
Page1 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 171 of 358 

I, Emina Soljanin, Ph.D., do hereby declare and state, that all statements 

made herein of my own knowledge are true and that all statements made on 

infonnation and belief are believed to be true. I am over the age of 21 and am 

competent to make this declaration. These statements were made with the 

knowledge that willful false statements are punishable by fine or imprisonment, or 

both, under Section 1001 of Title 18 of the United States Code. 

Dated: } LI) . 2017 -~-1,,,.....,_z_ ___ __, ~ • 
Emina Soljanin, Ph.D. 

2 
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I. INTRODUCTION AND QUALIFICATIONS 

A. Introduction 

l. I, Dr. Emina Soljanin, submit this declaration in support of LSI 

Corporation and Avago Technologies U.S. Inc. 's ("Petitioners''), Petition for Inter 

Partes Review ("IPR'') of claims 1, 2, 8-10, 12-17, and 21 ("'the Challenged 

Claims'') of U.S. Patent 5,859,601 {"the '601 patent"). I understand that the '601 

patent is currently owned by the Regents of the University of Minnesota ("Patent 

Owner"). 

2. I have been asked to provide my opinion about the state of the art of 

the technology described in the '601 patent and on the patentability of certain 

claims of this patent. 

3. The statements herein include my opinions and the bases for those 

opinions, which relate to the following documents: 

1001 U.S. Patent No. 5,859,601 ("the '601 patent") 

1002 Patent Owner's Complaint (without exhibits) 

1003 First Amended Complaint (without exhibits) 

1004 Affidavit of Service on LSI Corporation 

1005 Affidavit of Service on Avago Tech. U.S. 
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1006 File History of U.S. Patent No. 5,859,601 

1007 U.S. Patent No. 5,392,270 ("Okada") 

1008 U.S. Patent No. 5,341,386 ("Shimoda") 

1009 U.S. Patent No. 5,731,768 ("Tsang") 

1011 Okada Tables showing data in NRZI format 

1012 
Maximum Transition Run Codes for Data Storage 
Systems, Moon and Brickner, Sept. S, 1996 

4. Although I am being compensated for my time at a rate of $420 per 

hour in preparing this declaration, the opinions herein are my own. I have no stake 

in the outcome of this IPR proceeding. My compensation does not depend in any 

way on the outcome of the Petitioner's petition or this IPR proceeding. 

B. Qualifications 

5. I am currently a professor of electrical and computer engineering at 

Rutgers University. My research interests are broad, but mainly concern 

theoretical understanding and practical solutions that enable efficient, reliable, and 

secure operation of communications networks. I also have expertise and interest in 

power systems and quantum computation. 
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6. My research has been funded by the National Science Foundation, the 

Center for Discrete Mathematics and Theoretical Computer Science (DIMACS), 

DARPA, and other funding agencies. 

7. All of my degrees are in electrical engineering. I earned a European 

Diploma degree from the University of Sarajevo, Bosnia, in 1986, and PhD and 

MS degrees from Texas A & M University in 1989 and 1994, respectively. 

8. Between my studies at the University of Sarajevo and my graduate 

studies, from 1986 to 1989, I worked in industry developing optimization 

algorithms and software for power system control. 

9. Upon earning my PhD, I joined Bell Laboratories in Murray Hill, NJ, 

where I was a Member of the Technical Staff in the Mathematics of Networks and 

Communications research department. Over a dozen alumni of Bell Labs have 

won the Nobel prize in physics, with several more having been awarded the Turing 

A ward, the highest distinction in computer science. In 2004 I was elevated to 

Distinguished Member of the Technical Staff. 

10. During my time at Bell Labs I was also an adjunct professor, guest 

lecturer, or visiting professor at various academic institutions around the world 

including, Columbia University, ENSE in Cergy-Pontoise, France, the University 

College Dublin, and others. I also mentored many students, interns, and 

postdoctoral researchers during that time. 
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11. In the course of my twenty year employment with Bell Labs, I 

participated in a very wide range of research and business projects. These projects 

include designing the first distance enhancing codes to be implemented in 

commercial magnetic storage devices. 

12. Other projects that I worked on at Bell Labs included the first forward 

error correction for Lucent's optical transmission devices, color space quantization 

and color image processing, quantum computation, link error prediction methods 

for the third generation wireless network standards, and anomaly and intrusion 

detection. Some of my most recent activities are in the area of network and 

application layer coding. 

13. According to the Patent Owner, the alleged invention of '60 l patent is 

a "maximum transition run" (''MTR") code featuring a "j constraint"' which 

"imposes a limit on the maximum number of consecutive transitions that are 

written to the disk" of a hard drive disk. (Ex. 1003, at ff 65-72.) I was 

conducting research in this area before the '601 patent was filed. 

14. The inventors of the '601 patent authored a paper published in 1996 

entitled "Maximum Transition Run Codes for Data Storage $ystemst which is 

attached as Appendix A (and is also Exhibit 1012). The Patent Owner asserts that 

this so-called "Moon 1996 IEEE Paper" is "substantially similar to the '601 

Patent.'' (Ex. 1003, at ff 51-52.) This is noteworthy because the inventors 

-4-

LSI Corp. Exhibit 1010 
Pages 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 178 of 358 

confirmed in their paper that I, in my "independent study," had found that 

"removing long runs of consecutive transitions'' can improve the performance of 

data storage systems. (Appendix A, first page, right column (citing reference [6].) 

My work was presented at a public conference in October 1995. (Appendix A, 

Reference [6].) It also resulted in a paper published in 1995 .entitled uon-track and 

off-track distance properties of class 4 partial response channels," which is 

attached as Appendix B. 

15. I also note that the face of the '601 patent cites as prior art one ofmy 

own patents, U.S. Patent No. 5,608,397, which is entitled ''Method and apparatus 

for generating DC-free sequences." Besides that patent, I am the inventor often 

other issued U.S. patents. I am also the named inventor on a variety of additional 

patent applications that are pending at this time. 

16. I have authored numerous peer-reviewed journal and conference 

publications, as well as books and book chapters. Among other professional 

recognitions, I was elected an IEEE Fellow for my 44Contributions to coding theory 

and coding schemes for transmission and storage systems.'t 

17. My curriculum vitae includes additional details about my experience 

and professional background. It is attached as Appendix C. 

-S-
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IL MATERIALS REVIEWED 

18. My opinions are based on years of education, research and experience, 

as well as investigation and study of relevant materials. In fonning my opinions, I 

have considered the materials identified in this report, including the Exhibits 

mentioned above. 

19. I may rely upon these materials and/or additional materials to respond 

to arguments raised by the Patent Owner. I may also consider additional 

documents and infonnation in forming any necessary opinions-including 

documents that may not yet have been provided to me. 

20. My analysis of the materials produced in this investigation is ongoing 

and I will continue to review any new material as it is provided. This report 

represents only those opinions I have formed to date. I reserve the right to revise, 

supplement, and/or amend my opinions stated herein based on new information 

and on my continuing analysis of the materials already provided. 

III. PERSON OF ORDINARY SKILL IN THE ART OF THE '601 
PATENT 

21. I have been informed that the '601 patent and its claims, as well as 

the prior art, are interpreted the way ,a hypothetical person having ordinary skill in 

the relevant art would have interpreted these materials at the time of the invention. 

I understand that the "time of the invention" in this IPR proceeding is the earliest 

"priority date'' that the applicant for the '60 l patent claimed in the United States 

-6-
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Patent & Trademark Office ("USPTO"). Here, the face of the patent indicates that 

the application claims priority to a provisional patent application filed April 5, 

1996. As mentioned above, I was conducting research in the relevant 

technological field at that time. 

22. In determining the characteristics of a person of ordinary skill in the 

art at the time of the claimed invention, I considered several things, including the 

factors discussed below, as well as (1) the levels of education and experience of the 

inventor and other persons actively working in the relevant field; (2) the types of 

problems encountered in the field; (3) prior art solutions to these problems; ( 4) the 

rapidity in which innovations are made; and (S) the sophistication of the relevant 

technology. I also placed myself back in the relevant time period and considered 

the individuals that I had worked with in the field. 

23. It is my opinion that a person having ordinary skill in the relevant art 

at the time of the invention would have been someone with at least an 

undergraduate degree in electrical engineering or similar field, and three years of 

industry experience in the field of read channel technology. 

24. I understand that a person of ordinary skill in the relevant art is a 

hypothetical person who is assumed to be aware of all the pertinent information 

that qualifies as prior art. He or she is a person of ordinary creativity, not an 

automaton. He or she makes inferences and takes creative steps. In addition, a 
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person of ordinary skill recognizes that prior art items may have obvious uses 

beyond their primary purposes, and in many cases he or she will be able to fit the 

teachings of multiple pieces of prior art together like pieces of a puzzle. 

25. I am prepared to testify as an expert in this field and also as someone 

who had at least the knowledge of a person having ordinary skiU in the art at the 

time of the claimed invention, and someone who worked with others that had at 

least the knowledge of a person having ordinary skill in the art at the time of the 

alleged invention. 

26. Unless otherwise stated, my statements below refer to the knowledge, 

beliefs and abilities of a person having ordinary skill with respect to the arts 

relevant to the '601 patent at the time of the claimed invention. 

IV. STANDARDS OF ANTICIPATION AND OBVIOUSNESS 

27. I offer no opinions on the law. However, I have developed an 

understanding of several legal principles regarding invalidity of patent claims. and 

other relevant legal issues. I have applied this understanding in arriving at my 

stated opinions and conclusions in this declaration. 

28. I understand that the '60 I patent contains independent .and dependent 

claims. An independent claim is one that does not refer to other claims in the 

patent, and it must be read separately from the other claims to determine the scope 

of such a claim. On the other hand, a dependent claim refers to at least one other 
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claim in the patent. Such a claim incorporates all of the elements of any claim to 

which the dependent claim refers, as well as the additional elements recited in the 

dependent claim itself. 

29. I understand that, for example in federal district court infringement 

actions, a claim in an issued patent is presumed to be valid. In such federal court 

actions~ a patent claim can be "invalidated" upon a showing of clear and 

convincing evidence. This is not such an action. 

30. I understand that in an IPR proceeding, the Petitioner has the burden 

of proving a proposition oP'unpatentability" by a i.'preponderance of the 

evidence." I understand that preponderance of the evidence means the greater 

weight of evidence. In an IPR proceeding, the USPTO may cancel "as 

unpatentable" one or more claims of a patent on a ground that could be raised 

under section 102 or 103 of the Patent Act, and only on the basis of prior art 

consisting of patents or printed publications. 

31. I understand that section 102 deals with the "novelty" of patent 

claims. I understand that under section 102(a), a person is not entitled to a patent 

if, among other things, the invention was patented or described in a printed 

publication in this or a foreign country, before the invention thereof by the 

applicant for patent. Under section 102(b), a person is not entitled to a patent if, 

among other things, the invention was patented or described in a printed 
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publication in this or a foreign country, more than one year prior to the date of the 

application for patent in the United States. Under section 102(e), a person is not 

entitled to a patent if the invention was described in a published or issued patent 

application that was filed by another in the United States before the invention by 

the applicant for patent. Under section l 02(g), a person is not entitled to a patent 

if, before the applicant's invention, the invention was made in the United States by 

another inventor who had not abandoned, suppressed, or concealed it 

32. I understand that prior art under one or more of these provisions can 

include~ for example but not limited to, one or more of printed publications, patent 

applications, published patent applications, and domestic, foreign patents, or 

international patents. These are sometimes referred to as prior art "references." 

33. I understand that in order for a claim to be unpatentable for lack of 

novelty, i.e., anticipated, a single prior art reference must disclose each and every 

claim limitation of that patent claim. It is not considered in a voi~ rather, one 

must take into account what a person having ordinary skill in the art would have 

understood from the reference. I also understand that one should consider not only 

what is expressly disclosed in the prior art reference, but also what would 

naturally, inherently have been understood from what is disclosed in the prior art 

reference. I understand that to prove inherency, the matter that is not expressly 

- 10-

LSI Corp. Exhibit 1010 
Page 14 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 184 of 358 

described must be necessarily present in the reference, and it would be so 

recognized by an ordinarily skilled artisan. 

34. I understand that in order to cancel as unpatentable a dependent claim, 

all elements of that dependent claim and the claim ( or claims) from which it 

depends must be disclosed or suggested in the prior art. 

35. I understand that determining anticipation of a patent claim requires a 

comparison of the properly construed claim language to the prior art on an 

element-by-element basis. As it pertains to an IPR proceeding, a claim is 

"anticipated" if each and every element of the claim, as properly construed, has 

been disclosed in a single prior art reference, either expressly or inherently, and the 

claimed arrangement or combination of those elements must also be disclosed, 

either expressly or inherently, in that same prior art reference. 

36. I also understand that while anticipation cannot be established by 

combining references, additional references may be used to interpret the 

anticipating reference by, for example, indicating what the anticipating reference 

would have meant to one having ordinary skill in the art. Additionally, the 

description provided in the prior art must be such that a person of ordinary skill 

could, based on the reference, practice the invention without undue 

experimentation. 

-11-
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37. I understand that section 103 of the Patent Act deals with 

"obviousness" of patent claims. In particular I understand that a patent may not be 

obtained though the invention is not identically disclosed or described as set forth 

in section 102, if the differences between the subject matter sought to be patented 

and the prior art are such that the subject matter as a whole would have been 

obvious at the time the invention was made to a person having ordinary skill in the 

art to which said subject matter pertains. 

38. My understanding is that a patent claim is obvious-and therefore can 

be cancelled as unpatentable in an IPR-if the claimed subject matter as a whole 

would have been obvious to a person of ordinary skill as of the date of the 

invention. I understand that this determination is made after weighing the 

following factors: ( 1) the level of ordinary skill in the relevant art; (2) the scope 

and content of the prior art; (3) the differences between the prior art as a whole and 

the claim at issue; and (4) when such evidence is made of record, secondary 

considerations of non-obviousness. 

39. I understand that the knowledge and understanding of a person having 

ordinary skill in the art provides a reference point from which the prior art and 

claimed invention should be viewed. This reference point prevents one from using 

his or her own hindsight in deciding whether a claim is obvious, but I understand 

that if a person of ordinary skill can implement the claimed invention as a 

- 12 -

LSI Corp. Exhibit 1010 
Page 16 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 186 of 358 

predictable variation of a prior art device or method, then the claim may be 

rendered obvious. 

40. As stated earlier, a person having ordinary skill in the art is presumed 

to have :knowledge of the relevant prior art at the time of the claimed invention. I 

understand that in order for references to be used in an obviousness analysis, the 

prior art references should be "analogous" to the claimed invention. I understand 

that a reference is analogous art to the claimed invention if: (1) the reference is 

from the same field of endeavor as the claimed invention ( even if it addresses a 

different problem); or (2) the reference is reasonably pertinent to the problem faced 

by the inventor (even ifit is not in the same field of endeavor as the claimed 

invention). A reference is "reasonably pertinent" to the problem if it would have 

logically commended itself to an inventor's attention in considering his or her 

problem. 

4 L I understand that an obviousness evaluation can be made using a 

single prior art reference or a combination of multiple references. I understand that 

a proper analysis as to the combination of two or more references generally 

requires a reason that would have motivated a skilled artisan to combine the 

elements of multiple references in the way the claimed invention does. I 

understand that the prior art referenc.es themselves may provide a suggestion, 

motivation, or reason to combine. This suggestion may be found in the art 
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explicitly or implicitly. I further understand that market demand, rather than 

scientific literature, often drives innovation, and that a motivation to combine 

references may be supplied by the direction of the marketplace or other external 

factors. I understand that advances that would occur in the ordinary course without 

real innovation are unpatentable~ 

42. I understand further that "common sense" may, in some circumstances 

properly be used in an obviousness analysis. First, common sense can be invoked 

to provide a known motivation to combine references. Second, common sense can 

be invoked to supply a limitation that is missing from the prior art if the limitation 

in question is unusually simple and the technology particularly straightforward. In 

either case, a reference to common sense cannot be used as a wholesale substitute 

for reasoned analysis and evidentiary support, especiaUy when dealing with a 

limitation missing from the prior art references specified. 

43. I understand that a particular combination may be proven obvious 

merely by showing that it was "obvious to try" that combination. For example, 

when there is a design need or market pressure to solve a problem and there are a 

finite number of identified, predictable solutions, a person of ordinary skill has 

good reason to pursue the known options within his or her technical grasp because 

the result is likely the product not of innovation but of ordinary skill and common 

sense. 

-14-

LSI Gorp. Exhibit 1010 
Page 18 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 188 of 358 

44. I further understand that a proper obviousness analysis focuses on 

what was known or obvious to a person having ordinary skill, not just the patentee. 

Accordingly, I understand that any need or problem known in the field of endeavor 

at the time of the alleged invention and addressed by the patent can provide a 

reason for combining the elements in the manner claimed. 

45. In summary, my understanding is that prior art references or teachings 

are properly combined where a person havirtg ordirtary skill, havirtg the 

understanding and knowledge reflected in the prior art and motivated by the 

general problem facing the inventor, would have been led to make the combination 

of elements recited in the claim. Under this analysis, the prior art references 

themselves, or any need or problem known in the field of endeavor at the time of 

the claimed invention, can provide a reason for combining the elements of multiple 

prior art references in the claimed manner. 

46. Further, I understand that at least the following rationales may support 

a finding of obviousness: 

a. Combining prior art elements according to known methods to 

yield predictable results; 

b. Simple substitution of one known element for another to obtain 

predictable results; 
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c. Use of a known technique to improve similar devices (methods, 

products) in the same way; 

d. Applying a known technique to a known device (method or 

product) ready for improvement to yield predictable results; 

e. "Obvious to tryn--choosing from a finite number of identified, 

predictable solutions, with a reasonable expectation of success; 

£ A predictable variation of work in the same or different field of 

endeavor if a person having ordinary skill would be able to 

implement the variation; 

g. If, at the time of the alleged invention, there existed a known 

problem for which there was an obvious solution encompas&ed 

by the patent's claims; 

h. Known work in one field of endeavor may prompt variations of 

it for use in either the same or a different field based on design 

incentives or other market forces if the variations would have 

been predictable to a person having ordinary skill; and 

i. Some teaching, suggestion, or motivation in the prior art that 

would have led a person having ordinary skill in the art to 

modify the prior art reference or to combine prior art reference 

teachings to arrive at the claimed invention. 

-16-
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47. I earlier referred to secondary considerations of non-obviousness. I 

understand that these may include: (1) whether the invention proceeded in a 

direction contrary to accepted wisdom in the field; (2) whether there was a long 

felt but unresolved need in the art that was satisfied by the invention; (3) whether 

others had tried but failed to make the invention; ( 4) whether others copied the 

invention; .(5) whether the invention achieved unexpected results; (6) whether the 

invention was praised by others; (7) whether others have taken licenses to the 

invention; (8) whether experts or those skilled in the art expressed surprise or 

disbelief regarding the invention; (9) whether products incorporating the invention 

have achieved commercial success that is attributable to the invention; and (10) 

whether or not others having ordinary skill in the field independently made the 

claimed invention at about the same time the inventor made the invention. 

48. I understand that alleged secondary considerations evidence is not 

relevant unless the patentee can establish a connection or nexus between the 

secondary consideration and the claimed invention. For example, evidence that 

allegedly shows commercial success is not relevant unless there is a showing that 

the success of the product is related to a feature recited in the patent claims. If, 

however, the commercial success is due to things like advertising, promotion, or 

salesmanship, or ifit is due to features of the product other than the claimed 
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invention, then any .commercial success should not be considered an indication of 

non-obviousness. 

49. Okada is a U.S. patent that issued on February 21, 1995, and thus, as 

informed by counsel, is prior art under 35 U.S.C. §102(b). (Ex. 1007.) Okada was 

not cited by the applicant or the USPTO during the prosecution of the application 

leading to the '601 patent. 

50. Shimoda is a U.S. patent that issued on August 23, 1994. It is thus, as 

informed by counsel, prior art under 35 U .S.C. § 102(b ). (Ex. l 008.) Shimoda was 

not cited during the prosecution of the application leading to the '601 patent. 

51. Tsang is a U.S. patent that was filed on January 31, 1996, and thus, as 

informed by counsel, is prior art under 35 U.S.C. §§ 102(e) and/or 102(g). (Ex. 

1009.) Tsang was not cited during the prosecution of the application leading to the 

'601 patent. 

V. THE ''01 PATENT 

52. I have reviewed the '601 patent and its prosecution file history. (Ex. 

1001, 1006.) The Challenged Claims of the '601 patent are reproduced below: 

Claim 1 

[A] Apparatus for encoding m-bit binary datawords into n-bit binary 
codewords, in a recorded waveform, where m and n are preselected positive 
integers such that n is greater than m, comprising: 

[BJ receiver means for receiving the dataword; 
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[C] encoder means coupled to the receiver means. for producing sequences of 
fixed length codewords; 

[DJ means for imposing a pair of constraints G;k) on the encoded waveform 
wherein the j constraint is defined as the maximum number of consecutive 
transitions allowed on consecutive clock periods in the encoded waveform to 
facilitate the reduction of a probability of a detection error in said receiver 
means; 

[E] said sequences generating no more than j consecutive transitions in the 
recorded waveform such that j is an integer equal to or greater than 2; and 

[F] said sequences generating no more thank consecutive sample periods 
without a transition in the recorded waveform. 

Claim2 

Apparatus as in claim 1 wherein the j consecutive transition limit is defined by 
the relationship 2 < j < 10. 

Claim8 

Apparatus as in claim 2 wherein the consecutive transition limit is defined by 
the relationship j=2. 

Claim9 

Apparatus as in claim 2 wherein the binary sequences produced by combinin:g 
codewords have no more thanJ consecutive l's and no more than k consecutive 
O's when used with a NRZI recording format. 

Claim 10 

Apparatus as in claim 2 wherein binary sequences produced by combining 
codewords have no more than one of j consecutive transitions from O to 1 and 
from 1 to O and no more than k+ 1 consecutive O's and k+ 1 consecutive l's 
when used in conjunction with a NRZ recording format 

aaim12 

Apparatus as in claim 2 wherein the receiver means incorporates means for 
removinJ? certain code-violating patterns from the detection process wherein the 
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detection process comprises at least one of the steps of: 

removing states and state transitions corresponding to more than j consecutive 
transitions from a Viterbi trellis ..• [Emphasis added.] 

Claim 13 

[A] A method for encoding m-bit binary datawords into n-bit binary codewords 
in a recorded waveform, where m and n are preselected positive integers such 
that n is greater than m, comprising the steps of: 

[B] receiving binary datawords; and 

[C] producing sequences of n-bit codewords; 

[D] imposing a pair of constraints O;k) on the encoded waveform; 

[El generating no more than j consecutive transitions of said sequence in the 
recorded waveform such that j > 2; and 

[Fl generating no more than k consecutive sample periods of said sequences 
without a transition in the recorded waveform. 

Claim 14 

The method as in claim 13 wherein the consecutive transition limit is defined by 
the relationship 2 ~ j < 10. 

Claim 15 

The method as in claim 14 wherein the consecutive transition limit is j=2. 

Claim 16 

The method as in claim 14 wherein the binary sequences produced by 
combining codewords have no more thanj consecutive l's and no more thank 
consecutive O's when used with the NRZI recording format. 

Claim 17 

The method as in claim 14 wherein the binary sequences produced by 
combining codewords have no more than one of j consecutive transitions from 
0 to 1 and from l to 0 and no more than one ofk+ 1 consecutive O's and k+ 1 
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consecutive 1 's when used in conjunction with the NRZ recording format. 

Claim21 

The method as in claim 13 wherein the method of receiving data incorporates the 
removal of certain code-vfolating patterns from the detection process wherein the 
detection process comprises at least one of the steps .of: 

removing states and state transitions corresponding to more than j consecutive 
transitions from a Viterbi trellis . • . [Emphasis added.] 

53. The references [A], [BJ, etc., in the chart above with respect to claims 

1 and 13 do not appear in the '60 I patent, but have been added for reference. 

54. The '601 patent generally relates to digital storage systems. More 

specifically, the patent pertains "to an improved coding technique involving data 

recovery channels utilizing sequence detection methods." (Ex. l 001, at 1 :9-12.) 

55. According to the "Background of the lnventionn section of the '601 

patent, certain "channel codes," also known as "modulation codes," were known in 

the prior art. These codes "are mappings of data bits into the symbols that are 

either transmitted in a communication system or recorded onto a medium in a 

storage device." (Ex. 1001, at, 1:15-21.) "The purpose of these codes is to prevent 

certain characteristics in the stream of symbols that make their recovery difficult." 

(Id.) 

56. The '601 patent confmns that before the time of the purported 

invention, "[r]unlength limited (RLL) codes" were "commonly used in magnetic 
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recording." (Ex. 1001, at 1:21-41.) It was known that RLL codes ''impose a (d,k) 

constraint on the recorded data sequence." (Id.) In the NRZ recording format, 

where "l" represents a positive level in the magnetization waveform and "0" 

represents a negative level, "d+ I is the minimum number of consecutive like 

signals and k+ 1 is the maximum number of consecutive like symbols in the binary 

sequence." (Id.) In the NRZI recording format, where a u1" represents a magnetic 

transition and a "0" represents no transition, "'d and k are the minimum and 

maximum number of consecutive O's between any two 1 's, respectively .... " (Id. 

(citing prior art)) "The k constraint guarantees that a change in readback 

waveform will occur at regular intervals for the purpose of synchronizing a phase 

locked loop to the data." (Id.) 

57. The alleged invention of the '601 patent is a "coding scheme" referred 

to as "the maximum transition-run (MTR) coding ... " (Ex. 1001, at 2:40-3:17). 

More specifically, the "MTR code imposes a limit on the maximum number of 

consecutive transitions that can occur in the written magnetization pattern in 

magnetic recording.'' (Jd.) The benefit of the alleged invention "is most 

significant ..• when the maximum number of consecutive transitions is limited to 

two." (Id.) The '601 patent refers to this as an "MTR code with a constraint 

length of j = 2 .. !' (Id) "With the NRZI format, the MTR code constraint is 

equivalent to limiting the maximum number of l's." (Id.) 
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58. Independent claims 1 and 13 of the '601 patent respectively claim a 

generic "apparatus" and a generic "method" for converting "m-bit binary 

datawords,, of unspecified length into 0 n-bit binary codewords" of unspecified 

length. These claims require that a pair of constraints "j;k" are imposed. But the 

"k" constraint is entirely unspecified while "j" can be any integer "greater than 2." 

(Ex. 1001, claims 1 and 13.) As such, these claims effectively attempt to cover the 

concept of MTR coding, per se. I understand that the Patent Owner alleged in the 

corresponding litigation that u[a]ny commercially-viable implementation of MTR 

coding requires performance of the methods of claim 13 of the '601 Patent." (Ex. 

1003, at ,i 131.) 

59. MTR c.oding, however, was already known before the '601 patent. 

For example, Okada (assigned to Pioneer) discloses apparatuses for converting 8-

bit data to 13-bit data such that, after NRZI modulation, "1" does not appear ''three 

or more times in a row" in the recorded waveform. (Ex. I 007 at 3 :34-60; id. at 

l 0:8-22). Thus, Okada disclosed MTR coding-including an MTR code with a 

constraint length of j = 2-more than one year before the filing date of the '601 

patent. 

60. The named inventors of the '601 patent, Ors. Moon and Brickner, 

were, respectively, a professor and a graduate student at the University of 

Minnesota. (Ex. 1003, at,i 2.) Their MTR-related work was admittedly 
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"supported" by Seagate Technology ("Seagate"). (Bx. 1012, bottom left comer of 

first page.) On January 31, 1996, a Seagate scientist from Minnesota, Dr. Kinhing 

P. Tsang,, (see face of Tsang patent, Ex. 1009), filed a patentapplication entitled 

"Method and Apparatus for Implementing Codes with Maximum Transition Run 

Length." Dr. Tsang's application disclosed and claimed "MTRH codes with a 

constraint length of j = 2. (Ex. 1009 at e.g., 2:25-44; 19:33-64.) In particular, Dr. 

Tsang set forth a key fmding from Seagate's research-a fmding previously 

presented in the Seagate Annual Report: 

,.,,.,:, l ....+c.. 'f " .. A. "'-'• ~-$}11\-JVI engu.- .mown a:; t.ic! cv1.,l\,1 rate;,, 1 • .1,u.t;; upper 
bound oftheMTR=2 coderatoiD wmch.k;::oo has been found 
to be 0.1791 as indicated in die Seagate Annual Report This 

- .. .. • • -• ."' .,.. p4 • ~. 

(Ex. 1009 at 2:36-38) 

61. Months later, the named inventors of the '601 patent filed their 

application, bearing the strikingly similar title "Method and Apparatus for 

Implementing Maximum Transition Run Codes.'' The inventors also set forth as 

part of the udescription of the preferred embodiment" of their supposed invention 

certain disclosures for the scenario where MTR=2 and k=oo: 
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Fig. 4 

RLL k Constraint Capacity with MTR j = 2 

co 0.8791 

(Ex. 1001 at Fig. 4:51-53.) 

62. I understand that none of these prior art references were considered by 

the patent examiner during the prosecution of the '601 patent. In my opinion, the 

alleged inventions claimed in the '60 I patent are not patentable. 

VI. CLAIM CONSTRUCTION 

63. I understand that in this IPR proceeding. the claim terms are construed 

as understood by persons of skill in the art. 

64. Counsel informs me that sometimes such a meaning is readily 

apparent even to lay judges and claim construction involves little more than the 

application of widely accepted meaning of commonly understood words. 

Otherwise, courts look to th.e words of the claims themselves, the remainder of the 

specification, the prosecution history, and extrinsic evidence concerning relevant 

scientific principles, the meaning of technical terms, and the state of the art. I have 

considered the claim terms at issue here, the specification, and the prosecution 

history of the '601 patent. I am familiar with the relevant scientific principles and 
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the state of the art at the time the patent was tiled. As mentioned above, I was 

conducting research in the relevant art at the time of the purported invention. 

CLAIM 1: "encoder means ... for producing sequences of fixed lengU, 
codewords": 

65. I am informed by counsel that there is rebuttable presumption that a 

limitation containing the word "means" and reciting a function was drafted in the 

so-called means-plus-function format. When that presumption is not rebutted, the 

limitation "shall be construed to cover the corresponding structure, material, or acts 

described in the specification and equivalents thereof," under 35 U.S.C. § l 12(f). 

66. I understand that this presumption is rebutted when the claim conveys 

sufficient structure to perform the recited function. 

67. Here, the structure of"encoder means ... for producing sequences of 

fixed length codewords" is an "encoder," which is recited in the claim. Encoders 

for read channels were known at the time of the invention, and represent sufficient 

structure to perform the claimed '"producing sequences of fixed length codewords" 

function. Indeed, during prosecution, the examiner treated this limitation as not 

invoking§ l 12(f) in rejecting claims over Iketani (U.S. Patent No. 4,760,378), 

stating "refer to either Figure 19 or 23 oflketani, which shows encoders including 

receiver means for receiving datawords, and encoder means for producing ... 

sequences of :fixed length codewords for generating no more than l consecutive 
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transition in the recorded waveform ... " (Ex. 1006 at 54.) Thus, this limitation 

does not invoke§ 112(t), and no construction is necessary. 

68. Alternatively, given that the recited function is "producing sequences 

of fixed length codewords," the specification discloses corresponding structures, 

namely, "[while] state-dependent encoders and sliding block decoders can be 

designed for the MTR constraint, simple fixed lengtll block codes can be realized 

with good rates and reasonable k values.n (Ex. 1001 at4:61-64.) Thus, if§ 

112(t) applies, the corresponding structures are state-dependent encoders or block 

encoders, or their equivalents. 

CLAIM 1: "receiver means for receiving the datawortl': 

69. The structure that performs the function of "receiving the dataword" is 

a "receiver," which is expressly recited in claim 1. Receivers were known in the 

art at the time of the invention. As discussed above, the examiner also treated 

"receiver'; as having sufficient structure not to invoke§ l 12(t), stating "Figure 19 

or 23 of Iketani, which shows encoders. including receiver means for receiving 

datawords, and encoder means for producing . . . sequences of fixed length 

codewords.,. (Ex. 1006 at 54.) Thus, this term does not invoke§ l 12(f) and needs 

no construction. 

70. Alternatively, in light of the recited function "receiving the 

dataword," the specification discloses the corresponding structure in that it teaches 
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types of read channel encoders, as discussed previously. A person of ordinary skill 

in the art would understand that read channel encoders are necessarily coupled to 

an input receiver, otherwise there would be no datawords for the encoder to 

encode. 

71. Further, the '601 patent teaches that "good rates" can be realized by 

state-dependent and block encoders, (Ex. 1001 at 4:61-64), where 'ute" is "the 

ratio of the number of input bits to output bits" (id. at 4:19-20). See also id. at 

2:43-47, 4:18-21, 4:34-35 ("input"). Thus, if§ 112(f) applies, the structure 

corresponding to the function "receiving the dataword" is an input receiver 

associated with a read channel encoder. 

CLAIM l: "means for imposing a pair of constraints (};k) •.. " 

72. The recited function is "imposing a pair of constraints G;k)." This 

limitation was added during prosecution after the examiner rejected the claims over 

the Iketani patent "to better define the invention... (Ex. l 006 at at 61; see id. at 62-

71.) As the prosecution shows, the "means for imposing a pair of constraints" does 

not recite a structure that is different than the "encoder means"-the limitation was 

added merely to make clear that the recited encoder •• imposes'' MTR constraints 

(i.e., j greater than or equal to 2; k), in order to distinguish the claimed encoder 

from the RLL (d>0; k) encoder in the prior art Iketani patent. (Jd.) Thus, this 
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limitation needs no construction because the "encoder,, represents sufficient 

structure and is recited in the claim. 

73. Alternatively, as discussed above, the corresponding structures 

described in the specification are state-dependent encoders or block encoders, or 

their equivalents. 

CLAIM 12: "mtltmS for removing certain code-violating patterns from 
the detection process" 

74. The claimed function is "removing certain code-violating patterns 

from the detection process," and the specification discloses a corresponding 

structure: a "Viterbi trellis" corresponding to a detection system, or its 

equivalents. (Ex. 1006 at 6:56-7:3, 2:10•37, 3:1-14, Fig. 7.) 

75. Unless otherwise addressed herein, no express construction of any 

additional term is believed to be needed to resolve the challenges herein. 

VII. CLAIMS 1, 2, 8-10, AND 13-17 ARE ANTICIPATED BY OKADA 

76. As mentioned above, Okada was not cited by the applicant or the 

patent examiner during prosecution of the application that led to the '601 patent. 

As discussed in detail below, it is my opinion that claims l. 2. 8-10, and 13-17 of 

the '601 patent are anticipated by Okada. 
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A. Claim 1 is anticipated by Okada 

1. Claim l[A): "Apparatus for encoding m-bit binary 
datawords into n-bit binary codewords, in a recorded 
waveform, where m and n are preselected positive integers 
such that n is greater than m, comprising:" 

77. I am informed that the preamble of independent claim l may not be 

limiting because, for instance, it merely provides a description for the limitations 

recited in the body of the claim. In any even~ Okada discloses claim 1 [A]. 

78. In particular, Okada discloses methods and apparatuses for 

reproducing "information from a recording medium designed to have a high linear 

recording density ... " (Ex. 1007, at 2:48-56). Okada discloses "'a data converting 

means for performing data conversion on record information consisting of a digital 

signal in accordance with a predetermined data conversion table ... " (Id., at 2:57-

3:3). In a preferred embodiment, Okada discloses apparatuses and methods where 

8-bit binary datawords are encoded into 13-bit binary codewords (i.e., m = 8 and n 

= 13): 
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FIG. 6 
5 

3 

10 6 

RECORD 8-13 INFORMATION ..,__..,.CQiNERTER 

(Id. at Fig. 6). Okada discloses that "in re.cording information data on an optical 

disk 5, the information recording apparatus in FIG. 6 embodying the present 

invention causes an 8-to-13 converter 10 to perform data conversion before NRZi 

modulation in such a way that 'l' will not appear three or more times in a row in a 

train of information data after the NRZi modulation.n (Ex. 1007 at 3 :54-60; see 

also id. at Fig. 7; 3:35-4:16; Tables 1-9 at 4: 17-8:64 (8-to-13 bit data conversion 

tables); 9:24-10:22.). The ''NRZi data is ... supplied to an optical head 3 to be 

recorded on an optical disk 5." (Id. at 4:13-16.) 

79. Okada discloses "data conversion" Tables l -9, which contain rows 

corresponding to all 8-bit binary datawords, each of which is converted to a 

corresponding 13-bit binary codeword, and a sequence of which form a waveform 
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of 13-bit codewords urecorded on an optical disk 5'' following NRZI modulation. 

(Ex. 1007 at4:13-16; 9:33-38.) 

80. Thus, to the extent it is a limitation, Okada discloses claim limitation 

1 [A]. 

2. Claim l[B]: "receiver means for receiving the dataword;" 

81. As discussed in the "Claim Construction" section above, this 

limitation does not invoke § l 12(f) and thus needs no construction. Altematively1' 

the limitation reads on an input receiver associated with a read channel encoder, or 

its equivalent. 

82. Okada discloses receiver means for receiving the dataword in that 

"record information,, is received and inputted into a "8:-13 converter": 

FIG. 6 
5 

3 

10 6 
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(Ex. 1007, Fig. 6 (annotated)). In particular, Figures 6 and 7 depict an 

''information recording/reproducing apparatus" that receives record information 

associated with a read channel encoder. Okada discloses that the received '4record 

information" consists of"adigital signal.'' (Id. at2;S7:61). In the exemplary 

recording embodiment shown in Figure 6, the record information consists of ''8-bit 

input record information," which is an example of a "dataword.'' (Id. at 3:61-63). 

Okada therefore discloses claim limitation 1 [B]. 

3. Claim l[C]: "encoder means coupled to the receiver means, 
for producing sequences of fixed length codewords;" 

83. As discussed in the "Claim Construction" section above, this 

limitation does not invoke§ 112(f) and thus needs no construction. Alternatively, 

the limitation reads on state-dependent encoders or block encoders, or their 

equivalents. 

84. Okada discloses an 8-to-13 bit converter (10) coupled to the receiver 

means, for producing sequences of 13-bit codewords: 
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FIG. 6 
5 

3 

10 6 

1-11 

(Ex. 1007, Fig. 6 ( annotated)). As discussed above with respect to claim l [ A], the 

8-to-13 converter (10) is a blo.ck encoder that converts 8-bit datawords into 

corresponding fixed-length, 13-bit codewords, as shown in "data conversion" 

Tables 1-9. Okada therefore discloses claim limitation l [C]. 

4. Claim l(D): "means for imposing a pair of constraints O;k) 
on the encoded waveform wherein the j constraint is d.efined 
as the maximum number of consecutive transitions allowed 
on consecutive clock periods in the encoded waveform to 
facilitate the reduction of a probability of a detection error 
in said receiver means;" 

85. As discussed in the "Claim Construction" section above, this 

limitation does not invoke§ l 12(f) and thus needs no construction. Alternatively, 

the limitation reads on state-dependent or block encoders, or their equivalents. 
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86. As discussed above with respect to claims 1 [A], l [B], and l [C], 

Okada discloses an 8-to-13 bit converter {I 0) coupled to the receiver means, for 

producing sequences of 13-bit codewords: 

FIG. 6 
5 

3 

10 6 

{Ex. 1007, Fig. 6 {annotated)). The 8-to-13 bit converter (10) "expands" 8-bit 

input record information to 13-bit data according to either one of two ''rules." (Id., 

a 3:61-68). In particular, "Rule (l )'7 is that each I 3-bit dataword "consists of at 

least one '0' and an even number of consecutive 'I'." (Id.). The entries in Tables 

1-7 were constructed with Rule (1)~ (Id. at 4:1-12.) "Rule (2)" includes a pattern 

''consisting of'0IOI0"' and a section consisting of O's or an even number of 
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consecutive 1 's. (Id. at 3:61-68). Tables 8 and 9 were constructed using Rule (2). 

(Id.at4:l-12.) 

87. "Rule (1 Y, and "Rule (2)" of Okada each imposes a "maximum 

number of consecutive transitions allowed on consecutive clock periods in the 

encoded waveform," as recited in claim limitation 1 [D]. As can be seen by 

inspection, each of the 13-bit data sequences shown in Tables 1-7 (corresponding 

to Rule (1)) has a fmite number of consecutive transitions (e.g., sequences where 

the data switches consecutively between "l" and "0"). (See Ex. 1007 at Tables 1-

7.) More specifically, none of the encoded datawords from Tables 1-7 that form 

the claimed "encoded waveform" have more than two (2}-a "finite number"­

such consecutive transitions. Further, any concatenation of such 13-bit codewords 

likewise would result in no more than two consecutive transitions. (See id.) 

Similarly, as can be seen by inspection, each of the 13-bit data sequences shown in 

Tables 8-9 (corresponding to Rule (2)) has a finite number of consecutive 

transitions. In particular, these sequences each include a section consisting of 

H01010"-encoded waveforms in Tables 8 and 9 thus each have exactly two 

consecutive transitions from O to l or from 1 to 0. Thus, after NRZI modulation, 

these waveforms contain exactly two consecutive l's. 

88. The consecutive transition restraint imposed by Rule (1) and Rule (2) 

of Okada facilitates the reduction of the probability of a detection error in said 
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receiver means. For example, such constraint causes the "8-to-13 converter 10 to 

perform data conversion before NRZI modulation in such a way that 'l' will not 

appear three or more times in a row in a train of information data after the NRZi 

modulation'' when the data is recorded to the optical disk. (Ex. I 007 at 3 :54-60 

(emphasis added); see also Ex. 1011). When the process is then reversed in the 

"reproducing apparatus" of Figure 7 of Okada, an "optic.al pickl.lp" (7) which picks 

up information from the optical disk ( 5) and supplies the acquired reproduced 

signal to an "equalizer amplifiern (8): 

5 

FIG. 7 

4 

EOOAUZER\.EV£L 
AMPUFlER DETECTOR 

n 12 

11-8 
C0NViRT&R 

(Ex. 1007, Fig. 7; see also id. at 8:65-9:24.) The reproduced signal amplified by 

the equalizer amplifier (8) is sent to a "level detector" (11). (Ex. 1007 at 8:65-

9:24.) The level detector (11) "compares the level of the signal" from the equalizer 

amplifier {8) "with a threshold level as a reference for level discrimination to 
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acquire digital data from the reproduced signal." (/d.) The level detector (l l) 

sends digital data of"0" to an "error correcting circuit" (12) 'when the level of the 

signal fonn the equalizer amplifier" (8) is "lower than the threshold level," 

otherwise, it sends digital data of ''l" to the error correcting circuit ( 12) (i.e., it 

sends a "l" when the signal level is equal to or higher than the threshold level). 

(Id.). 

89. Okada discloses that "[w]hen a sequence of'0l 110' [three 

consecutive "l's"] is present in the received 13-bit data, the error correcting circuit 

(12) corrects itto '01010' and sends the corrected data to a 13-to-8 converter (13)." 

(Ex. 1007 at 9:10-15). A,gain, the embodiment depicted in Figure 6 causes the 8-

to-13 converter to perfonn data conversion before NRZI modulation "in such a 

way that 'l' will not appear three or more times in a row'' after NRZI modulation. 

(Ex. 1007 at.3:54-60) (emphasis added). This feature thus allows the error 

correcting circuit (12) to detect and correct errors, as discussed above. Similarly, 

"when the received 13-bit data does not contain a sequence of '01110,' the error 

correcting circuit'' (12) "perfonns no error correction and sends the received data 

directly to the 13-to-8 converter'' (13). (Ex. 1007 at 9:15-24.) By doing so, the 

transition restraints imposed by Rule (1) and Rule (2) facilitate the reduction of a 

probability of a detection error in the receiver means of the "infonnation 

recording/reproducing apparatus" of Figures 6 and 7. Finally, the 13-to-8 
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converter (13) "refers to the data conversion tab)e in the reverse manner to the one 

done by the 8-t<rl3 converter" (10 in Figure 6) to "convert 13-bit data to 8-bit 

data" and "the resultant data" is outputted "as reproduced information.•• {Jd.) 

90. Okada discloses an example wherein 8-bit data record information is 

recorded and reproduced according to the preferred embodiment disclosed in 

Figures 6 and 7 and Tables 1-9. (Ex. 1007 at 9:25-68.) This example involves the 

8-bit dataword "01111010," ("7A'" in hexadecimal notation) which converts to a 

13-bit encoded codeword given in Table 4 (i.e., "0011011000000n after encoding 

but before NRZI modulation). In the example, the correct record information was 

recovered in the presence of 44code interference." (Ex.1007 at 9:25-68.) Earlier in 

the specification, Okada explains that if "information .is recorded with a high linear 

recording density increased to near the upper limit of the frequency response of the 

recording and reproducing systems, a read error occurs due to a s<rcalled code 

interference by which reproduced waveforms are likely to interfere with each other 

at the time adjacent marks are read. 0 (Ex. l 007 at 1 :21-27; see also id. at 1 :28-43 

and Fig. 1). 

91. A second example involving Rule 2 shows that the 8-bit dataword 

"11101000" ("E8" in hexadecimal notation) is converted to the 13-bit codeword 

"0010100110000," as shown in Table 8. AfterNRZI modulation, this becomes 

"0011000100000." (Ex. 1007 at 9:50-68; see also Ex. 1011 at Table 4.) In this 
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second example, the correct record infonnation was again recovered despite the 

presence of "code interference." (Ex. 1007 at 9:50-68.) 

92. Okada thus discloses the imposition of a constraint on the encoded 

wavefonn data-through either Rule (1) or Rule (2)-"to facilitate the reduction of 

a probability of a detection error in said receiver means/' which limitation is 

recited in claim limitation 1 [D]. 

93. Thus, Okada discloses claim limitation 1 [D]. 

5. Claim l[E): "said sequences generating no more than j 
consecutive transitions in the recorded waveform such that 
j is an integer equal to or greater than 2; and" 

94. As discussed above, Okada teaches that the 8-to-13 bit converter ( 10) 

"expands" 8-bit input record information to 13-bit data according to either one of 

two "Rules." Imposition of the first rule, Rule (1 ), results in a maximum of one 

consecutive transition allowed on consecutive clock periods, not just in the 

encoded waveform output from the block converter, but also later in the recorded 

waveform that is "recorded to an optical disk" following NRZI modulation. This 

is seen in Exhibit 1011, which shows each of the values from Tables 1-7 following 

NRZI modulation (i.e., as they would exist in the recorded wavefonn recorded to 

the optical disk). An example from the specification-showing how the value 7a 

becomes 0011011000000 in Table 4 following 8-13 encoding and 001001000000 

after NRZI modulation--corroborates the post-NRZI codewords in Exhibit 10 I 1, 
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and illustrates that there are no more than two (2) consecutive transitions in the 

recorded waveform following NRZI modulation. 

95. Similarly, imposition of Rule (2) results in a maximum oftwo 

consecutive transitions allowed on consecutive clock periods, both in the encoded 

waveform before NRZI modulation (as seen in Tables 8 and 9), and in the recorded 

waveform after NRZI modulation (as shown in Exhibit 1011). As discussed 

above, a second example in the specification-showing how the hexidecimal value 

"e8'' becomes 0010100110000 in Table 8 following 8-13 encoding and 

0011000100000 after NRZI modulation-corroborates the post-NRZI codewords 

in Exhibit 1011, and illustrates that there are no more than exactly two (2) 

consecutive transitions in the recorded waveform following NRZI modulation 

96. Therefore, Okada discloses claim limitation 1 [E]. 

6. Claim 1 [F]: "said sequences generating no more than k 
consecutive sample periods without a transition in the 
recorded waveform." 

97. The 8-to--13 data conversion tables, Tables 1-7, were constructed 

using the first of two "Rules." (See the discussion of claim 1 [D], supra.) Rule 

( 1) also ensures that a 13-bit codeword cannot be comprised of all ls or all Os 

following NRZI modulation. (Ex. 1011 .) Indeed, even in the scenario where any 

two 13-bit codewords are evaluated in succession, there would be no more than 22 

consecutive samples periods without a transition with respect to the 13-bit 
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codewords disclosed in Okada, since Rule (1) requires there to be "at least one '0' 

and an even number of consecutive ;;l['s]' ," (Ex. 1007 at 3:64-68), which 

hypothetically allows for a run of 22 consecutive 1 's when two codewords having 

eleven (11) consecutive 1 's are concatenated. There can be even fewer consecutive 

sample periods without a transition when Okada's Rule (2) is used, because a 

string of"0l0lO" must be included in each of the 13-bit codewords. (See Tables 8 

and 9 (codewords before NRZI modulation); Bx. 1011 at Tables 8 and 9 (after 

NRZI modulation).) The sequences generated thus have .. no more thank 

consecutive sample periods without a transition in the recorded waveform," as 

recited in claim l [F]. In any case, there can never be a codeword consisting of all 

O's or all l's-thus, k is a finite number. 

98. Thus, Okada discloses claim limitation 1 [F], and claim 1 in its 

entirety is anticipated by Okada. 

B. Claim 2 is anticipated by Okada 

99. Claim 2 recites "Apparatus as in claim 1 wherein thej consecutive 

transition limit is defined by the relationship 2 < j < 10." As shown above, 

Okada anticipates claim 1 from which claim 2 depends. As to the additional 

limitation of claim 2, Okada discloses apparatuses and methods wherein the 

consecutive transition limit is defined as j = 2. (See the discussion of claims 1 [D] 

and 1 [E], supra.) Okada thus anticipates claim 2. 
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C. Claim 8 is anticipated by Okada 

100. Claim 8 recites uApparatus as in claim 2 wherein the consecutive 

transition limit is defined by the relationship j=2/' As shown above, Okada 

discloses all the elements of claims 1 and 2 from which claim 8 depends. As to the 

additional limitation of claim 8, Okada discloses apparatuses and methods wherein 

j = 2. (See the discussion of claims 1 [D] and 1 [E], supra.) Okada thus anticipates 

claim 8. 

D. Claim 9 is anticipated by Okada 

101. Claim 9 recites ''Apparatus as in claim 2 wherein the binary sequences 

produced by combining codewords have no more than j consecutive l's and no 

more than k consecutive O's when used with a NRZI recording format." As to the 

additional limitation of claim 9t Okada discloses that the binary sequences 

produced by combining the disclosed 13-bit codewords, after NRZI modulation, 

have no more than 2 consecutive l's and no more than k consecutive O's. (See the 

discussion of claims 1 [DJ, 1 [E], and 1 [F], supra.; Ex. 1011) Okada thus 

anticipates claim 9. 

E. Claim 10 is anticipated by Okada 

102. Claim 10 recites "Apparatus as in claim 2 wherein binary sequences 

produced by combining codewords have no more than one of j consecutive 

transitions from 0 to 1 and from 1 to 0 and no more thank+ l consecutive O's and 

k+ l consecutive 1 's when used in conjunction with a NRZ recording format." As 
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shown above, Okada anticipates claims l and 2 from which claim l 0 depends. 

Okada discloses an MTR constraint of j = 2 (i.e. at most two consecutive" 1 s" 

following NRZI modulation) and k=22 (i.e., at most k consecutive "O's" in NRZI 

format). (See the discussion of claims l [D], 1 [E]. and 1 [F], supra.; Ex. 1011 .) 

103. As to the additional limitations of claim 10, Okada discloses no more 

than one of 2 consecutive transitions from Oto 1 and from l to 0 in NRZ format. 

In particular, Tables 1-7 show at most l such consecutive transition, because each 

codeword consists of an even number of l's surrounded by strings of O's. (Ex. 

1007.) Tables 8 and 9 show at most 2 such consecutive transitions (i.e.,j = 2), as 

the interior of each codeword includes the string "0010100." (See Ex. 1007 at 

Tables 8 and 9.) Sequences such as "010" and "101" do not occur at the beginning 

or end of codewords, thus ensuring that the j = 2 constraint is met when codewords 

are combined. (Id.) Further, as confirmed in the '601 Patent, k consecutive O's in 

NRZl format is equivalent to no more than k + 1 consecutive O's and k + l 

consecutive l's, in NRZformat. (Bx. 1001 at 1:15-36;; see Ex. 1007, Tables I-9 

(NRZ format); Ex. 1011 (NRZI format)). 

104. Okada thus anticipates claim 10. 
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F. Claim 13 is anticipated by Okada 

1. Claim 13[A]: "A method for encoding m-bit binary 
datawords into n-bit binary codewords in a recorded 
waveform, where m and n are preselected positive integers 
such that n is greater than m, comprising the steps of:" 

105. Claim 13 is highly similar to claim 1, but claim 13 recites a "method" 

while claim 1 recites an "apparatus." 

106. As informed by counsel, the preamble of the claim may not be 

limiting. Alternatively, if the preamble is found to be limiting, as shown above 

with respect to claim I [A], Okada discloses apparatuses and methods for encoding 

8-bit binary datawords into 13-bit binary codewords, in a recorded waveform. 

Okada thus discloses claim 13 [A]. 

2. Claim 13(B): "receiving binary datawords; and" 

107. As shown above with respect to claim element 1 [B], Okada discloses 

"receiving binary datawords" in that "record information" consisting of 8-bit 

binary datawords is received and inputted into a "8-13 converter." (See Ex. 1007, 

Fig, 6). The "record informationn consists of"a digital signal," i.e., a binary 

signal. (Id. at 2:57:61). In the embodiment of Figure 6, the binary signal 

information consists of .. 8-bit input record information." (Id. at 3:61-63). Okada 

therefore discloses claim element 13 [B]. 
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3. Claim 13(C): "producing sequences of n-bit codewords;" 

108. As shown above with respect to claim l [CJ, Okada discloses 

producing sequences of 13-bit codewords from 8-bit input datawords. Okada 

therefore discloses claim element 13 [C]. 

4. Claim 13(D): "imposing a pair of constraints (j;k) on the 
encoded waveform;" 

109. As explained above with respect to claim element 1 [DJ. Okada 

discloses an 8-to-13 bit converter (10) that imposes a pair of constraints (j;k) on the 

encoded waveform output from the converter. Thus, Okada discloses claim 

element 13 [DJ. 

5. Claim 13[E): "generating no more than J consecutive 
transitions of said sequence in the recorded waveform such 
that J > 2; and" 

110. As explained above with respect to claim element l [E], Okada 

discloses the generation of no more than two (2) consecutive transitions in the 

recorded waveform. Therefore, Okada discloses j = 2, and thus discloses claim 13 

[E]. 

6. Claim 13(F]: "generating no more than k consecutive 
sample periods of said sequences without a transition in the 
recorded waveform." 

111. For the reasons discussed above with respect to claim element 1 [F], 

Okada discloses generation of no more than k consecutive sample periods of said 
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sequences without a transition in the recorded waveform. Okada thus discloses 

claim element 13 [F]. 

G. Claim 14 is anticipated by Okada 

112. Claim 14 recites. "The method as in claim 13 wherein the consecutive 

transition limit is defined by the relationship 2 < j < 10." As discussed 

previously, Okada anticipates claim 13 from which claim 14 depends. As to the 

additional limitation of claim 14, as shown above with.respect to apparatus claims 

2 and 8, Okada discloses j = 2, and thus anticipates claim 14. 

H. Claim ts is anticipated by Okada 

113. Claim 15 recites "The method as in claim 14 wherein the consecutive 

transition limit is j=2." As discussed previously, Okada anticipates claims 13 and 

14 from which claim 15 depends. As to the additional limitation of claim 15, as 

shown above with respect to apparatus claims 2, 8, and 14, Okada discloses j = 2, 

and thus anticipates claim 15. 

I. Claim 16 is anticipated by Okada 

114. Claim 16 recites "The method as in claim 14 wherein the binary 

sequences produced by combining codewords have .no more thanj consecutive l's 

and no more thank consecutive O's when used with the NRZI recording format." 

115. As discussed previously, Okada anticipates claim 14 from which 

claim 16 depends. As to the additional limitation of claim 16, Okada discloses that 
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the binary sequences produced by combining the disclosed 13-bit codewords, after 

NRZI modulation, have no more than 2 consecutive 1 's (i.e., j = 2) and no more 

than a finite number ofk consecutive O's, as explained previously with respect to 

claim 9. Okada thus anticipates claim 16. 

J. Claim 17 is anticipated by Okada 

116. Claim 17 recites "The method as in claim 14 wherein the binary 

sequences produced by combining codewords have no more than one of j 

consecutive transitions from 0 to 1 and from l to 0 and no more than one of k+ l 

consecutive O's and k+ 1 consecutive 1 's when used in conjunction with the NRZ 

recording format.•• 

117. As discussed previously, Okada anticipates claim 14 from which 

claim 17 depends. In addition, for the reasons discussed previously with respect to 

claim l 0, Okada discloses that the binary sequences produced by combining 

codewords have no more than one ofj consecutive transitions from 0 to 1 and from 

1 to 0 and no more than one of k+ 1 consecutive O's and k+ 1 consecutive 1 's when 

used in conjunction with the NRZ recording format. 

118. Okada thus anticipates claim 17. 

VIII. CLAIMS lt 2, 8--10, AND 13-17 ARE ANTICIPATED BY TSANG 

119. As mentioned above, Tsang was not cited by the applicant or the 

patent examiner during prosecution of the application that led to the '601 patent. 
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As discussed in detail below. it is my opinion that claims 1, 2, 8-10, and 13-17 of 

the '601 patent are anticipated by Tsang. 

A. Claim 1 is anticipated by Tsang 

1. Claim l[A): "Apparatus for encoding m-bit binary 
datawords into a-bit binary codewords, in a recorded 
waveform, where m and n are preselected positive integers 
such that n is greater than m, comprising:" 

120. I am informed that the preamble of independent claim 1 may not be 

limiting because, for instance, it merely provides a description for the limitatfons 

recited in the body of the claim. In any event, Tsang discloses and claims the 

limitation recited in claim 1 [A]. 

121. Tsang discloses apparatuses and methods for encoding "data words ... 

having 'm' successive bits" into "code words ... having 'n' bits where 'n' is 

greater than 'm.,.. (Ex. 1009 at 2:28-44.) In a first embodiment, Tsang discloses 

m = 5 and n 6. (Ex. 1009 at 4: 1-6 ("To achieve a min rate equal to 5/6 in an 

MTR code with MTR=2 using code words of 6 bits in length (n=6) ... '').) In a 

second embodiment, Tsang discloses m = 6 and n = 7. (Id. at 10:17-19 ("A further 

maximum transition run code example is provided by such a code having a 6/7 

rate.").) 

122. Indeed, Tsang itself claims "[a]n apparatus for encoding selected data 

blocks having a selected data number [m] of ordered symbols therein into 

corresponding code blocks having a selected code number [n] of ordered .symbols 
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therein, with said code number [n] being greater than said data number [m]." (Ex. 

1009 at 19:34-38) ( claim 1 ). Claim S recites the apparatus of claim 1 wherein 

"said selected data number [m] equals five:. and wherein said selected code number 

(n] equals six." (Id. at 19:65-68.) Claim 6 recites the apparatus of claim 1 wherein 

"said selected data number [m] equals six, and wherein said selected code number 

[n] equals seven." (Id. at 20:1-3.) 

123. Thus, Tsang discloses claim element 1 [A]. 

2. Claim l[BJ: "receiver means for receiving the dataword;" 

124. As discussed in the "Claim Construction" Section above, this 

limitation does not invoke§ 112(t) and thus needs no construction. Alternatively, 

if§ l 12(t) applies, then the limitation reads on input receivers associated with read 

channel encoders, or their equivalents. 

125. In a first embodiment, depicted in Figure 4A, Tsang discloses 

datawords (11) being supplied to a receiver means, i.e., a "five bit input register, 

10" that serves "as the data word receiver at a system input'': 
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ZI 
OElAY 

INPUT 

(Bx. 1009 at Fig. 4A;.aee.id. at 6:5-10.) The receiver means (10) is coupled to a 

read channel encoder (15). 

126. In a second embodiment, depicted in Figure 9A, Tsang discloses 

datawords ( 61) being supplied to a receiver means, i.e., a "six bit input register, 
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7/ 7L: 

65 
6{) 

ENCODER 

63 
INPUT 

(Ex. 1009 at Fig. 9A; see id. at 11 :43-49.) The receiver means is coupled to a read 

channel encoder (65). 

127. Tsang further claims an "encoding receiver for receiving said data 

blocks.n (Ex. 1009 at 19:39-40) (claim 1). 

128. Thus, Tsang discloses claim element 1 [B] 

3. Claim l[CJ: "encoder means coupled to the receiver means, 
for producing sequences of fixed length codewords;" 

129. As discussed in the "Claim Construction" Section above, this 

limitation does not invoke§ 112(f) and thus needs no construction. Alternatively, 

then the limitation reads on state-dependent encoders or block encoders, or their 

equivalents. 
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130. In a first embodiment, Tsang discloses an encoder (15) coupled to a 

receiver means (10, a 5-bit register) for producing sequenees of 6-bit codewords: 

ZI 
DB.AV 

ll 
./(} 

/..J 
II INPUT 

(Ex. 1009 at Fig. 4A; 6:5-28.) Thus Tsang discloses "encoder means coupled to 

the receiver means, for producing sequences of fixed length codewords" from 

claim element 1 [CJ. 

131. To the extent § l 12(f) applies, with regards to encoder (15) in Figure 

4A, in order to limit the resulting code to having at most two (2) consecutive 

transitions, i.e., j = 2, after concatenation of codewords, "constraints are imposed 

on the transition branches in the trellis diagram so that the branches may only be 

associated with certain code words having suitable bit patterns to avoid the 
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occurrence of three or more successive '1 's' .n (Id. at 4:33-39.) Thus Tsang 

discloses a state-dependent encoder. 

132. In a second embodiment, Tsang discloses an encoder (65) coupled to a 

receiver means (60, a 6-bit register) for producing sequences of 7-bit codewords: 

7/ 7£. 

65 

60 
ENCODER 

63 
INPUT 

(Ex. 1009 at Fig. 9A; see id. at 11 :43-56.) Thus the second embodiment of Tsang 

also discloses "encoder means coupled to the receiver means, for producing 

sequences of fixed length codewords" from claim element 1 [CJ. 

133. Encoder (65) converts 6-bit input data to 7-bit codewords, and is a 

state-dependent encoder. (Ex:. 1009 at 10:17-11:57.) 
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134. Further, Tsang claims "an encoder coupled to said encoding receiver 

for providing a corresponding said code block for each said data block." (Ex. 1009 

at 19:41-43) (claim 1). 

135. Thus, Tsang discloses claim element 1 [C] 

4. Claim l(DJ: ''means for imposing a pair of constraints (j;k) 
on the encoded waveform wherein the j constraint is defined 
as the maximum number of consecutive transitions allowed 
on consecutive clock periods in the encoded waveform to 
facilitate the reduction of a probability of a detection error 
in said receiver means;" 

136. As discussed in the "Claim Construction'' section above, this 

limitation does not invoke§ l 12(f) and thus needs no construction. 

137. Alternatively, the limitation reads on state-dependent or block 

encoders, or their equivalents. As discussed above with respect to claim 1 [ C], 

Tsang discloses state-dependent encoders (15 in Figure 4A; 65 in Figure 4B). 

138. The "MTR value" disclosed in Tsang is the same as the constraint Hj" 

in claim element 1 [D]. "A class of block codes that limits the number of 

consecutive symbol transitions ... are known as maximum transition run (MTR) 

codes." (Ex. 1009 at 2:22-28 (emphasis added).) For example, Tsang describes 

"[t]he upper bound of the MTR=2 code rate in which le=«> has been found to be 

0.8791 as indicated in the Seagate Annual Report.'' (Ex. 1009 at 2:36-38.) This 

precisely matches the scenario described in the later-filed '601 patent: 
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Fig. 4 

RLL k Constraint Capacity with MTR j = 2 

co 0.8791 

(Ex. 1001 at Fig. 4.) 

139. In a first embodiment, depicted in Figure 4A, Tsang discloses an 

encoder (15) "comprising a finite state machine based on the table in FIG. 3M (Ex. 

1009 at 6:5-28.) A finite state machine based on the table in Figure 3 provides a 

"maximum transition run code having a 5/6 rate" (i.e .• m = S, n = 6), "with MTR=2 

[i.e~, j=2] and k=9." (Id. at 5:25•6:4; Fig. 3.) In a second embodiment, depicted in 

Figure 9A, Tsang discloses an encoder (65) "comprising a fmite state machine 

based on the table in FIG. 8." (Ex. 1009 at 11 :43-56.) A finite state machine 

based on the table in Figure 8 provides a "maximum transition run code having a 

6/7 rate" (i.e., m = 6, n 7), u with MTR=2 [i.e.,j = 2] and k=9.'' (Id. at 11:2742; 

Fig. 8.) 

140. Further, Tsang discloses: 

As the recording densities become greater, the result is that transitions 

representing binary" 1 's" become recorded very close to each other in 

the magnetic media such that severe intersymbol-interference results. 

At densities considerably greater than those in currently commercially 

available products,. the most likely error sequence bas been 
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