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demonstrated to consist of write patterns that contain three or more 

unspaced consecutive transitions. A class of block codes that limits 

the number of consecutive symbol transitions~ typically representing 

binary "1 's'\ are known as maximum transition run (MTR) codes. To 

avoid three or more consecutive transitions, codes with MTR values 

(no more than two successive binary "l's" in the coding result) equal 

to two are desirable. 

(Id. at 2:14-27.) Both embodiments of Tsang involve a MTR value of 2, and 

thereby "limits the number of consecutive symbol trans.itions" pnd eliminates the 

''most likely error sequence" in recorded data. (See id) Tsang therefore discloses 

facilitation of '~e reduction of a probability of a detection error' in the receiver 

means, as recited in claim l [D]. 

141. Tsang also claims "an encoder coupled to said encoding receiver for 

providing a corresponding said code block for each said data block," such that 

"each said code block and any concatenations of said code blocks are without more 

than a preselected first symbol number of successive repetitions ofa first symbol 

throughout, and without more than a preselected second symbol number of 

successive repetitions of a second symbol throughout." (Ex. 1009 at 19:41-57) 

( claim 1 ). Claim 2 recites the apparatus of claim 1 wherein "said first symbol is a 

'0' and said second is a '1."' (Id., 19:58-60.) Claim 3 recites the apparatus of 

claim 1 wherein "said first symbol number equals nine/' i.e., k = 9. (Id .• 19:61-
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62.) Claim 4 recites the apparatus of claim 1 wherein "said second symbol number 

equals two," i.e.,j = 2. (Id., 19:63-64.) 

142. Thus, Tsang discloses claim limitation 1 [DJ 

S. Claim l[E]: "said sequences generating no more than j 
consecutive transitions in the recorded waveform such that 
j is an integer equal to or greater than 2; and" 

143. As discussed above with respect to claim I [DJ, Tsang discloses 

apparatuses having an MTR ("j") value of 2. As also discussed above with respect 

to claim 1 [DJ, Claim 4 of Tsang specifically claimsj = 2. A value ofj=2 ensures 

that the recorded wavefonn "avoid[s] three or more consecutive transitions." (Ex. 

1009 at 2:25-28. Tsang thus discloses claim element I [E]. 

6. Claim l[F]: "said sequences generating no more than k 
consecutive sample periods without a transition in the 
recorded waveform." 

144. As discussed above with respect to claim element 1 [D], Tsang 

discloses apparatuses having a constraint k of 9, which ensures generation ofno 

more than 9 consecutive sample periods without a transition in the recorded 

waveform. (See Ex. 1009 at 2:3-S; 5:25-39) And as also discussed above with 

.respect to claim element I [D], claim 3 of Tsang specifically claims k = 9. Tsang 

thus discloses claim element I [F]. 
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B. Claim 2 is anticipated by Tsang 

145. Claim 2 recites "Apparatus as in claim l wherein thej consecutive 

transition limit is defined by the relationship 2 S j < 10." 

146. As shown above, Tsang anticipates claim 1 from which claim 2 

depends. As to the additional limitation of claim 2. Tsang discloses and claims 

apparatuses and methods whereinj = 2. (Seethe discussion of claims 1 [D] and 1 

[E], supra.) Tsang thus anticipates claim 2. 

C. Claim 8 is anticipated by Tsang 

147. Claim 8 recites "Apparatus as in claim 2 wherein th.e consecutive 

transition limit is defined by the relationship j=2. '' 

148. As shown above, Tsang anticipates claims land 2 from which claim 

8 depends. As to. the additional limitation of claim 8, Tsang discloses and claims 

apparatuses and methods wherein j 2. (See the discussion of claims l [D] and l 

[E], supra.) Tsang thus anticipates claim 8. 

D. Claim 9 is anticipated by Tsang 

149. Claim 9 recites "Apparatus as in claim 2 wherein the binary sequences 

produced by combining codewords have no more than j consecutive I's and no 

more thank consecutive O's when used with a NRZI recording format." 

ISO. As shown above, Tsang anticipates claim I from which claims 2 and 

9 depend. As to the additional limitation of claim 9, Tsang discloses and claims 
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that, afterNRZI modulation, (see Ex. 1009 at 1:5-41; 2:22-25), wherej=2, "invalid 

patterns (three or more consecutive l's) do not occur when these code words are 

concatentated.'t (E.g., Bx. 1009 at 4:3-13.) Further "the "O's' run length 'k' 

constraint"= 9, and therefore no more than 9 consecutive zeros are found. (Bx. 

1009 at 5:25-39.) (See the discussion of claims 1 (D], 1 [E], and 1 [F], supra.) 

1 S 1. Tsang thus anticipates claim 9. 

E. Claim 10 is anticipated by Tsang 

152. Claim 10 recites "Apparatus as in claim 2 wherein binary sequences 

produced by combining codewords have no more than one of j consecutive 

transitions from 0 to l and from l to 0 and no more than k+ 1 consecutive O's and 

k+l consecutive l's when used in coajunction with a NRZ recording format." 

153. As shown above, Tsang anticipates claims land 2 from which claim 

l 0 depends. In particular, Tsang discloses and claims that the binary sequences 

produced by combining codewords, after NRZI modulation, have no more than 2 

consecutive l's and no more than 9 consecutive O's, i.e., j = 2 and k = 9. (See the 

discussion of claims l [DJ, l [E], and l [F], supra.) 

154. As to the additional limitations of claim lO, Okada dis.closes no more 

than one of 2 consecutive transitions from 0 to l and from 1 to 0 in NRZ format 

In particular, Figure 3 shows the code word assignment and next state table for a 

5/6 rate MTR code havingj 2 and k = 9 constraints. (Ex. 1009 at 3:4446). The 
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32 rows of codewords in Figure 3 are shown in NRZI format. (Ex. 1009 at 1 :5-26, 

4:3-18.) As can be observed, each such codeword has at most two consecutive 1 's 

in a row. A sequence "11" in NRZI results from NRZ strings of"0101" or''l010," 

i.e., one of2 consecutive transitions from Oto 1 and from 1 to O in NRZ format, as 

claimed. Figure 3 shows two columns of codewords for each data word, 

corresponding to "State O" and "State l." Tsang uses a "two-state trellis diagram" 

which ensures that the MTR j = 2 constraint is satisfied across codeword 

boundaries. (Ex. 1009 at 4:3-18; Ex.) (Figure 8 is similar to Figure 3, but 

corresponds to a second embodiment having a 6/7 rate MTR code havingj = 2 and 

k = 9 constraints.) As stated in the '601 Patent, k consecutive O's in NRZlformat 

is equivalent to no more thank+ 1 consecutive O's and k + 1 consecutive 1 's, in 

NRZformat. (Ex. 1001 at 1:15-36.) 

lSS. Tsang thus anticipates claim 10. 

F. Claim 13 is anticipated by Tsang 

1. Claim 13(A]: "A method for encoding m-bit binary 
datawords into n-bit binary codewords in a recorded 
waveform, where m and n are preselected positive integers 
such that n is greater than m, comprising tbe steps of:" 

156. Claim 13 is highly similar to claim 1, but claim 13 recites a "method" 

while claim l recites an ''apparatus.'' 

157. As informed by counsel, the preamble of the claim may not be 

limiting. Alternatively, if the preamble is found to be limiting, as shown above, 
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Tsang discloses and claims apparatuses and methods for encoding m-bit binary 

datawords into n-bit binary codewords, in a recorded waveform, wherein m is 

greater than n. (Seethe discussion of claim 1 [A], supra.) 

158. Tsang thus discloses and claim element 13 [A]. 

2. Claim 13[B]: "receiving binary datawords; and" 

159. As explained above with respect to claim element 1 [BJ, Tsang 

discloses a first embodiment, depicted in Figure 4A, wherein datawords ( 11) are 

received by a "data word receiver" consisting of a 5-bit register ( l 0), and a second 

embodiment, depicted in Figure 9A, wherein datawords (61) are received by a 6-

bit register (60). Tsang thus discloses and claims claim 13 [B]. 

3. Claim 13[C): "producing sequences or n-bit codewords;" 

160. As explained above with respect to claim element 1 [CJ, Tsang 

discloses a first embodiment wherein an encoder (15) is coupled to a receiver 

means (10) for producing sequences of6-bit codewords. (Ex. 1009, Figure 4A; 

6:5-28.) In a second embodiment, Tsang discloses an encoder (65) coupled to a 

receiver means (60) for producing sequences of 7-bit codewords. (Id., Figure 9A; 

11:43-56.) Thus, Tsang discloses claim element 13 [C]. 
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4. Claim 13(D): "imposing a pair of constraints (j;k) on the 
encoded waveform;,, 

161. As explained above with respect to claim elements 1 [DJ. [E], and [F], 

Tsang discloses and claims MTR constraints j = 2 and k 9. Thus, Tsang 

discloses claim element 13 [D]. 

5. Claim 13(E]: "generating no more than j consecutive 
transitions of said sequence in the recorded waveform .such 
that j ~ 2; and,, 

162. As explained above with respect to claim elements 1 [E], Tsang 

discloses and claims MtR constraints j = 2, resulting in generation of not more 

than 2 consecutive transitions. Thus, Tsang discloses claim element 13 [E]. 

6. Claim 13(F): "generating no more thank consecutive 
sample periods of said sequences without a transition in the 
recorded waveform." 

163. As discussed above with respect to claim element 1 [F], Tsang 

discloses and claims MTR constraint k = 9, ensuring no more than 9 consecutive 

sample periods without a transition in the recorded waveform. ThU$, Tsang 

discloses and claims claim 13 [F]. 

G. Claim 14 is anticipated by Tsang 

164. Claim 14 recites "The method as in claim 13 wherein the consecutive 

transition limit is defined by the relationship 2 S j < 10." 

165. As explained previously, Tsang anticipates claim 13 from which claim 

14 depends. As to the additional limitations ofclaim 14, as explained above with 
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respect to claim 2, Tsang discloses and claims apparatuses and methods wherein j 

= 2. Tsang thus anticipates claim 14. 

H. Claim 15 is anticipated by Tsang 

166. Claim 15 recites "The method as in claim 14 wherein the consecutive 

transition limit is j=2.'' 

167. As discussed previously, Tsang anticipates claims 13 and 14 from 

which claim 15 depends. As to the additional limitation of claim 15, as shown 

above with respect to apparatus claim 2, Tsang discloses and claims apparatuses 

and methods whereinj = 2. Tsang thus anticipates claim 15. 

I. Claim 16 is anticipated by Tsang 

168. Claim 16 recites the "method as in claim 14 wherein the binary 

sequences produced by combining codewords have no more than j consecutive I's 

and no more thank consecutive O's when used with the NRZI recording format'' 

169. As explained previously, Tsang anticipates claim 14 from which claim 

16 depends. As to the additional limitations of claim 16, Tsang discloses and 

claims that the binary sequences produced by combining the disclosed 6- and %bit 

codewords, after NRZI modulation, have no more than 2 consecutive 1 's and no 

more than 9 consecutive O's, i.e., j 2, k 9 . (See the discussion of claims 1 [D], 

1 [E], and 1 [F], supra.) Tsang thus anticipates claim 16. 
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J. Claim 17 is anticipated by Tsang 

170. Claim 17 recites "The method as in claim 14 wherein the binary 

sequences produced by combining codewords have no more than one of j 

consecutive transitions from Oto 1 and from 1 to O and no more than one of k+ 1 

consecutive O's and k+ 1 c.onsecutive 1 's when used in conjunction with the NRZ 

recording format." 

171. As discussed previously, Tsang anticipates claims 14 from which 

claim 17 depends. In addition, for the reasons discussed previously with respect to 

claim 10, Tsang discloses that the binary sequences produced by combining 

codewords have no more than one of j consecutive transitions from O to 1 and from 

1 to O and no more than one ofk+l consecutive O's and k+ 1 consecutive l's when 

used in conjunction with the NRZ recording format. 

172. Tsang thus anticipates. claim 17. 

IX. CLAIMS 12 AND 21 ARE OBVIOUS OVER OKADA IN VIEW OF 
SHIMODA 

A. Claim 12 is obvious over Okada in view of Shimoda 

173. Claim 12 recites "Apparatus as in claim 2 wherein the receiver means 

incorporates means for removing certain code-violating patterns from the detection 

process wherein the detection process comprises at least one of the steps of: 

removing states and state transitions corresponding to more than j consecutive 

transitions from a Viterbi trellis ... " [Emphasis added.] 
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174. As shown above, Okada teaches all of the limitations recited in claims 

l and~ from which claim 12 depends. (See the discussion of Okada with respect 

to anticipation of claims l and 2, supra.) Okada teaches a 8-to-13 block encoder, 

but does not dis.close "means for removing certain code-violating patterns from the 

detection process'' wherein the detection process comprises "removing states and 

state transitions corresponding to more than j consecutive transitions from a Viterbi 

trellis." 

175. Shimoda discloses an apparatus and method for encoding binary data 

into codewords using an RLL code (as opposed to MTR code). The apparatus and 

method comprises an encoder (101), a recording/reproducing system (102), a 

Viterbi equalizer (103), and a decoder (104), as depicted in Figures 7 and 8: 

11 IOI 102 103 [04 
'< n 
0 H 

ii RIOORD :uro/ 
Vl':'J!BRBI Ji H UOODBR RIPRODUO'l'IRO DIICODIR 

I I BQUALIZIR 0 
S'lCftR i. -~ I! C 

m.L 00011 
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103 

= 113 114 
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t>A'l'A @ii= IQUALIZBR DA'tA 

21= ••m 
OLOllK llftRAOflR 116 

(Ex. 1008t Figs. 7 and 8, respectively.) 

176. ·The encoder ( l 0 1) e.ncodes recording data into run length limited 

("RLL'') code data. (Ex. 1008, 4:13-27.) The recording/reproducing system (102) 

records the RLL code data on a recording medium, such as a magnetic disk, and 

reproduces the RLL code data from the recording medium. The Viterbi equalizer 

(I 03) equalizes the RLL code data read out from the recording medium. The 

decoder (I 04) decodes equalized RLL code data output by the Viterbi equalizer 

103, and generates reproduction data. (See id.) 

177. The Viterbi equalizer eliminates the intersymbol interference which 

takes place in the recording/reproducing system (102). (Ex. 1008, 4:28-40). "A 

viterbi decoding algorithm designed for use with an RLL code does not particular 

have state transitions inherent in the RLL code." (Id.) "In other words, there are 

state transitions which do not take place due to the rule of the RLL code." Thus, "a 

maximum likelihood path determination circuit provided in the viterbi equalizer ... 
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does not have any structural elements related to the state transitions which do not 

take place due to the rule of the RLL code." (/d.) 

178. In one embodiment, Shimoda discloses an RLL (1, 7) code generated 

in accordance with the following rules: 

DATA 

0000 
0001 
1000 
1001 

DATA 
BASIC TRANSFORM 

CODEWORD 

00 
01 
10 
11 

101 
100 
001 
010 

EXCBPI'ION 
CODB WOW BASED ON 

BASIC 'I'RANSPORM 

101101 
101100 
001101 
001100 

OORR.BCTBD 
CODEWORD 

101000 
100000 
001000 
010000 

(Ex. 1008, 4:65-5:31). Shimoda discloses "the trellis state transition diagram of 

the Viterbi equalizer (114)" in Figure 9, (id.), which is reproduced below: 
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RLL{/1 7), 3 TAPS 

(Ex. 1008, Fig. 9.) u1n FIG. 9, it is assumed that the directions of the write current 

(recording data) are defined as +1 and -1. In this case, a time series of the write 

current encoded into the ( 1, 7) code does not have two transitions ( + 1, -1, +I) and (-

1, +I, -1)." (Id., S:23-30). "Thus, state transitions indicated by broken lines 

shown ill FIG. 9 do not take place in the viterbl equalizer 114 which uses the 

RLL (1,7) code." (Id.) (emphasis added). As discussed above in Section Ill(E), 

the term t'means for removing certain code-vioJating patterns'' reads on a Viterbi 

trellis corresponding to a detection system, or its equivalents. Shimoda, in Figure 

9, discloses this structure. 

l 79~ In another embodiment,, Shimoda discloses an RLL (2, 7) code 

generated in accordance with the following rules: 
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DATA 

10 
11 
000 
010 
011 

0010 
0011 

CODBWOBD 

0100 
1000 
000100 
100100 
001000 
00100100 
00001000 

(Ex. I 008 at 6:52-7:8.) In this embodiment, a time series of the write data "does 

not have state transitions of (+I, -1, +l), (-1, +l, -1), (+1, -1, -1, +1) and (-1, +l, 

+1, -1)." (Id., 7:1-8). "Thus, there tlre not state transitions indicated by broken 

Unes shown in FIG. 12, and it is not necessary for the viterbi equali1.er 114 to 

have circuits related to such state transitions which do not take place at all." (Id.) 

(emphasis added). Figure 12 is reproduced below: 
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----... , \ 

{-J+J-1 ... . ... _____ ,, \\ 
\\ ,, 

RLL(2,7J, 4 TAPS 

(Ex. 1008, Fig. 12.) Shimoda, in Figure 12, therefore discloses an additional 

Viterbi trellis corresponding to a detection system, which corresponds to the claim 

term ~'means for removing certain code-violating patterns." 
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180. Shimoda therefore discloses apparatuses and methods "wherein the 

receiver means incorporates means for removing certain code-violating patterns 

from the detection process wherein the detection process comprises» a step of 

"removing states and state transitions corresponding to" transitions that violate 

RLL (d,k) codes "from a Viterbi trellis." 

181. It would have been obvious for a person having ordinary skill in the 

art at the time of the alleged invention to combine the teachings of Okada and 

Shimoda to arrive at the alleged invention recited in claim 12. Both references 

address issues with data storage and associated apparatus and methods to reduce 

errors. (Ex. 1007 at abstract; Ex. 1008 at abstract.) A person ofordinary skill 

naturally would have been motivated to include with the 8-to-13 bit block encoder 

of Okada a Viterbi trellis corresponding to a "maximum likelihood path» detection 

system, as taught by Shimoda, because Okada is sub-optimal and it was well­

known that the purpose of "maximum likelihood path detection" systems is to 

lower the bit error rate in an optimal manner. A maximum likelihood path 

detection system computes the most probable input resulting in an observed output. 

One of ordinary skill would have thus been motivated to further minimize the bit 

error rate by optimizing the apparatus described in Okada using the Viterbi trellis 

of Shimoda. Further, adapting the recording apparatus of Okada in this way in 

view of Shimoda was well within the ability of one of ordinary skill in the art at the 
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time. Indeed, removing states and state transitions corresponding to code violating 

patterns from a Viterbi trellis is a routine function, well-known and easily 

employed by graduate students in the field. Moreover, doing so would have 

produced the predictable (and desirable) result of a lower bit error rate. 

182. Further, a person of ordinary skill would have been motivated to 

include in the detection process a step of removing states and state transitions 

corresponding to more than j consecutive transitions from the Viterbi trellis, as 

taught by Shimoda, because then the device does not need to "have any structural 

elements related to the state transitions which do not take place due to the rule" of 

the MTR code, (Ex. 1008 at 4:28-40), making the device more "compact" and 

"less expensive." (Id. at 2:64-65.) 

183. Claim 12 is therefore obvious over Okada in view ofShimoda. 

B. Claim 21 is obvious over Okada in view of Shimoda. 

184. Claim 21 recites ''The method as in claim 13 wherein the method of 

receiving data incorporates the removal of certain code-violating patterns from the 

detection process wherein the detection process comprises at least one of the steps 

of; removing states and state transitions corresponding to more than j consecutive 

transitions from a Viterbi treilis ... '~ [Emphasis added.] 

185. As shown above in the Section discussing Okada's anticipation of 

certain claims, Okada teaches all of the limitations recited in claim 13 from which 
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claim 21 depends. Further, ''methodH claim 21 is similar to "apparatus" claim 12. 

As shown above, claim 12 is obvious over Okada in view ofShimoda. Claim 21 is 

obvious for the same reasons. 

186. Again, Okada teaches a 8-to-13 block encoder, but does not disclose 

"the removal of certain code-violating patterns from the detection process" 

wherein the detection process comprises "removing states and state transitions 

corresponding to more than j consecutive transitions from a Viterbi trellis." As 

shown above with respect to claim 12, Shimoda teaches a Viterbi trellis 

corresponding to a maximum likelihood path detection system, wherein RLL code 

violating states and states transitions are removed from the detection process. For 

the same reasons discussed with respect to claim 12, it would have been obvious 

for a person having ordinary skill in the art at .the time of the alleged invention to 

combine the teachings of Okada and Shimada to arrive at the alleged invention 

recited in claim 21. 

187. Claim 21 is therefore obvious over Okada in view of Shimoda, for the 

same reasons that claim 12 is obvious over Okada in view of Shimoda 

X. CLAIMS 12 AND 21 ARE OBVIOUS OVER TSANG IN VIEW OF 
SHIMODA 

A. Claim 12 is obvious over Tsang in view ofShimoda 

188. Claim 12 recites "Apparatus as in claim 2 wherein the receiver means 

incorporates means for removing certain code-violating patterns from the detection 
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process wherein the detection process comprises at least one o/the steps of: 

removing states and state transitions corresponding to more than j consecutive 

transitions from a Viterbi trellis ... " [Emphasis added.] 

189. As shown above, Tsang teaches all of the limitations recited in claims 

1 and 2, from which claim 12 depends. (See the discussion ofTsang's anticipation 

of claims 1 and 2, supra.) In particular, Tsang discloses and claims rate 5/6 and 

rate 6/7 encoders, each having MTR constraints of j = 2 and k = 9. Tsang teaches 

the use of a "trellis diagram in such a manner that invalid patterns (three or more 

consecutive 1 's) do not occur when •.. code words are concatenated." (Ex. 1009 at 

4:3-19; see id. at 10:17-11:57.) 

190. To the extent it is found, however, that Tsang does not disclose 

nmeans for removing certain code-violating patterns from the detection process 

wherein the detection process c.omprises at least one of the steps of: removing 

states and state transitions corresponding to more than j consecutive transitions 

from a Viterbi tre~lis," Shimoda supplies such teachings. As discussed previously, 

Shimoda teaches a Viterbi trellis corresponding to a maximum likelihood path 

detection system, wherein RLL code violating states and states transitions are 

removed from the detection process. (See supra.). 

191. It would have been obvious for a person having ordinary skill in the 

art at the time of the alleged invention to combine the teachings of Tsang and 

-75-

LSI Corp. Exhibit 1010 
Page79 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 249 of 358 

Sbimoda to arrive at the alleged invention recited in claim 12. Tsang expressly 

discloses the use of a "trellis diagram'' to eliminate "invalid patterns." In 

particular, a person of ordinary skill would have naturally looked to different trellis 

options in the art, including the Viterbi trellis corresponding to a "maximum 

likelihood pat.bu detection system taught by Shimoda to accomplish this 

elimination of "invalid patterns," especially because it was well-known that the 

purpose of optimal "maximum likelihood path detection" systems such as 

disclosed in Shimada is to lower the bit error rate. A maximum likelihood path 

detection system computes the most probable input resulting in an observed output. 

One of ordinary skill would have thus been motivated the Viterbi trellis of 

Shimoda as the ''trellis diagram"' that eliminates ''invalid patterns" in Tsang. 

Further, using the Viterbi trellis from Shimoda for the "trellis diagram" from Tsang 

was well within the ability ofone of ordinary skill in the art at the time of the 

invention oft.he '601 patent. Indeed, removing code violating states and state 

transitions from a Viterbi trellis was a routine function at that time, well-known 

and easily employed by even graduate students. Moreover, doing so would have 

produced the predictable (and desirable) result of a lower bit error rate. 

192. Further, a person of ordinary skill would have been motivated to 

include in the detection process a step of removing states and state transitions 

corresponding to more thanj consecutive transitions from the Viterbi trellis, as 
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taught by Shimoda, because then the device does not need to •'have any structural 

elements related to the state transitions which do not take place due to the rule" of 

the MTR code, (Ex. 1008 at 4:28-40), making the device more "compact'' and 

"less expensive." (Id. at 2:64-65.) 

193. Claim 12 is therefore obvious over Tsang in view ofShimoda. 

B. Claim 21 is obvious over Tsang in view of Shimoda. 

194. Claim 21 recites "The method as in claim 13 wherein the method of 

receiving data incorporates the removal of certain code-violating patterns from the 

detection process wherein the detection process comprises at least one of the steps 

of: removing states and state transitions corresponding to more than j consecutive 

transitions from a Viterbi trellis •.. " [Emphasis added.] 

195. As shown above, Tsang teaches all of the limitations recited in claim 

13 from which claim 21 depends. Further, "method" claim 21 is similar to 

"apparatus" claim 12. As shown above, apparatus claim 12 is obvious over Tsang 

in view ofShimoda. Method claim 21 is obvious over Tsang in view ofShimoda, 

for the same reasons that claim 12 is obvious. 

196. Again, if Tsang does not disclose "means for removing certain code­

violating patterns from the detection process wherein the detection process 

comprises at least one of the steps of: removing states and state transitions 

corresp.onding to more thanj consecutive transitions from a Viterbi trellis," 
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Shimoda supplies such teachings. As discussed previously, Shimoda teaches a 

Viterbi trellis corresponding to a maximum likelihood path detection system, 

wherein RLL code violating states and states transitions are removed from the 

detection process. 

197. It would have been obvious for a person having ordinary skill in the 

art at the time of the alleged invention to combine the teachings of Tsang and 

Shimoda to arrive at the alleged invention recited in claim 21. 

198. Claim 21 is therefore obvious over Tsang in view of Shimoda, for the 

same reasons that claim 12 is obvious over Tsang in view of Shimoda 

Xl. SECONDARY CONSIDERATIONS OF NON-OBVIOUSNESS 

199. As discussed above, I understand the objective factors indicating 

obviousness or non-obviousness may include: commercial success of products 

covered by the patent claims; a long-felt need for the invention; failed attempts by 

others to make the invention; copying of the invention by others in the field; 

unexpected results achieved by the invention; praise of the invention by the 

infringer or others in the field; the taking of licenses under the patent by others; 

expressions of surprise by experts and those skilled in the art at the making of the 

invention; and the inventors proceeded contrary to the accepted wisdom of the 

prior art. 
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200. I have considered these factors in my above obviousness analyses and 

am not aware of any evidence at this stage indicating that at any of these factors 

would weigh against a fmding of obviousness. 

XII. CONCLUSION 

20 l. For the reasons given above, it is my opinion that the Challenged 

Claims of the '601 patent are not patentable, and should be cancelled. 

69182908\1.1 
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Maximum Transition Run Codes for Data Storage Systems 
JailkyJl11 M<>on and Bam=n: Bm:knm-

Ccmer for Micromagnctics and lnformalion Technologies 
Depan;mel1t of~ Bilglnecrmg, Umvemty of Minnesota 

:Minneapolis, Minnesota S$4S5 

1U1tract - A uw code Is presented which Im• 
proves the mlDimWD dlttance properties •f lie• 

quenee detectors oper•tb11 •t hlch linear densities. 
This code, whith is citlled the maximum transition 
run code, eliminates data patterns producing three 
or more consecutive trar.tsitions whne Imposing 
the uSltlli k-eaustralut necessary for tlmin1 reco•• 
vy. The colle p0$$eNes the similar distance-gain• 
Ing property of the .(l.,k) code, but cau be impJe­
mented with considerably hither rates. Bh error 
rate simulations on fifld delay tne search with de­
dsion feedback and high order partial ruponst 
ma:dmvm likelihood detectors confirm tarae coding 
gala over the conventional (D,t) code. 

l INmODt.TCllON 

IN this pspm-, we p-1 a new coa dfli.gnod to Improve the 
distance propcmes of sequence detecton opot'IIUllJli al rdllllvely 
h!gb Unur densities. The basic: idea is to eliminate c:crtllll'I !op.It 
bit patterns that wcutd CIIIISC. most errors in s~e dolc!Ctors, 
More specl&:ally, the code el.lmil11ite$ illpt pauems that c:ontaill 
Ulree. or more consecutive transitions in the oorr11csponding 
cummt wamonn. and, as a result, the ·performance of any near• 
optim«t sequence d«octor Improves Dbstantially at high linear 
detlsftietl {1][2). This code constraint, designated the maximum 
tran1iti011•tun (MTR). eonstteint. can bc realized with simple 
fi:xcd•lcngth block CQdes v.'ith tDS oniy slightly iower than the 
c:onvemi01111l {0,k) eode. Bit error me (BER) tiffllllati011 results 
with fixed delay tree search with decision feedback (Pt)TSIDP') 
deteetion and hish order partial mpone maxim1un llktiilmod 
(PRML} detection c:onfirm a large coding pin of the MTR COdes 
ovcir the c:onvention.111 (OJ:) code. 

Il. CODINOMlmiODS 
fnvem1atio11 of high density error patterns in FDTSJDP 

detection reveals HUit errors arise mostiy due to the dctcetor's 
inability to dlstlnguiJh the minimum distance transition 
pattams, rout pairs of whic:h 8R shown in Fi1, t. Then pairs of 
111aanetm1tion wavcfotmS give rise to an NRZ inpt error pau.em 
of e4-::t:{2 •2 2}. auumm1 input data take Ol1 +l's 811d .J's. The 
proposed approach is to fflllOVe data patklms allowing this type 
c,f error pattern tlirough c:ocllng. The p.1umtilll Improvement lo 
the PDTS deteedon performance usio1 this appr:oa.c:h can be 
estimated by computing me increase In the minimum distance 
between two di:ll!lfgmg lookllllead trcc paths after removifli the 
paths that 111iow !he ±12 •2 2) error evenu {3J, A simple 
minimum distance lllllllysi.s for PRML l}'Slellli reveals that this is 
also a critical error pattern in high order PR.ML syffilmS woh 11 

g2Pff.4ML. Note that a traditional (l .k) runlength limited (RLL) 
code ellminalcs all eight tnmsition patterns shown in Fig, 1 
[4l(SJ, but the rate penalty Js t)'pically too large to see any 
coding gain unless the lincat density is very high. The idea or 
MTR. c:oding is to eliminate three or more consecutive 
transitions, but allow the dibit pattern in the written 
mapetitation waveform. Thus, with MTR coding, the error 
eVlllll5 of the form ±{2 -2 2} will Mill 1>e prevented III with {l,k.} 
coding. but the !'8le peoalty 11 siplflc:antly smaller than mat of 
the typieal (1):) lU.L code. Notice thal with the MTR «mSffllint. 
the write ~II effruu Clll1 be difet:lted maillly 011 dibit 
ttansltions. unlllte in conventional (O.k) coded tys:tems. An 
indepeDdent study 111so sug1.1Sts Iha! mnoving long runs of 
consewtivc lrallmions improves the o{flrack petfonnance in 
some l'JlML systema (6). There e:list other types of code 
conmaints mat can offer similar distance-enbanclng propMtics 
for high order PR.ML systems [7]. 

3{-;l=f;--
4{~ 

F'i.g. I: Pairs of write pmems C111si11g most errors In sequence 
delection at high linear ~. 

Fig. 2 show, the state dialfllll of the MTR code based on the 
NllZI' convention, where 1 811d O reprffllll the prC$00CC and 
absence, rcspea:ively. of a magnetic transllklll. Also included is 
the usual .t-constraiot fot tifl1il1g recovery. The capacity of the 
code c:an be omaihd by ftndinJ tho largest eigenvalue of th111 
adjaco11ey matrix fOt the atven state diagram [SJ. The capacities 
fOt different k values. am given in Table l. 

1t c:anacltv k caoaci"' 
4 .8376 g .8760 
5 .8579 9 .8774 
6 .8680 10 .8782 
7 .8732 .. .8791 
Table l; capacities for MTR eodes. 

Whiic sta~ encoders and slidilll·blook decodcn;.c:an 
be designed for the MTR constraint (which c:an be enily 
11ene.ralizcd to limit any runs of llODHc:UtiYC tri111$itiOl'll}. we 
observe thal simple fil.ed-lmigth block codes can be realized with 
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good l'8let and misomtlilc 1 values. A computer nari:b is utilized 
to fint find all. n-btt codcwools tl!at am free of Ill NIZI 11 l ming. 
or 1+1 couecullve NRZI O's. Thea, in Older to mnt the MTR 
l:Ollllmnl at the codewonl bowumlcs. wools that Slart or end 
With an NRZI t l ming are removed. Also. the k Cf;ll!Stmnt Iii 
satisfied at the &oundar)' by n,movlng the wQl'di With ~ + l 
leading O's er R, +I !railing O's, WIIOl'O 1i +A; -k. Finally, if the 

mamber of the remaining codeword$ is pater than or equal ro 2"', 
tho tl»se. eooewords t:1111 be llffd to tm,lcmcm a nu ,,..tn blook 
code. Toblo 2 shows Important code parameun for repmentatlve 
block eodN obtained through compulcr Sl'llll'eb. The efficiency 
was fmmr.t by dMr.tlng me code rate min. by the capacity ~pined 
for the Jiven value of k: and the MTR conllrlint. Al an example 
of llll MTR block code, 16 codawools required to implement the 
rate; 415 code With W are gjvon in Table 3. 

m II k eff. No. avail. No.n«ted 
codewoRls codeWords 

4 s 8 JU 16 16 
8 10 6 .92 281 256 
9 u 6 .94 514 512 
10 12 8 .95 1,066 1,024 
14 17 6 .9S 111~9116 Ui.384 
16 19 1 .96 69,534 65,536 
24 28 8 .98 17.(150,478 16,777.116 

Table l: Paramclers for MTR block CXlllcl. 

00001 00110 01100 10010 
00010 01000 01101 10100 
00100 01001 10000 HllOl 
00101 OtOIO 10001 , 101 IO 

Tal>Jc 3: A l'IIIC 4/S MTR block code with W. 

ID.MODIPIEDmracnoN ANDDJS'I'ANCBINCRBASB 
To reanze the cooing gain at .the dcleelor outpUt, the dcleetor 

has to be morJlfied. In the case .of PRML syaems. tbk amounr1 to 
removing those states and state IW>Sitlom !hat correspond to the 
illegal data patl«IIS fiom the trellis diagram. For the PDTSIDP 
dctcc:tot', tho i:och,.violating lookal!elid paths must bc prevented 
from bclllg chosen as tho most-likely path, a tcclmiquc similar to 
the onc llffd in the (1,7) coded PDTSIDP cnannel (9). To illllllll'ale 
the idea. Cl'Wider Fig. 3 tl!at shows a 'f"'2 lookahead tree uUlized 
in PDTSIDP detection. By otUlwig the past decision, an itlegal 
path,· which C011tains three conSCC\ltfy,c ~sltlons, can be 
Identified as tndicaled by cilber the solid {when the past dedsion 
!5-!) path or the slwft4 (wllen the put decision Is 1) path. The 
eompleltlty or the PDTS{DF detector ,can atso be reduecr.t 
consiclerably With the MTR code. u eltborated in a companion 
papcrflO]. 
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With lhis mottific!Uion in FDTSIDF. dctecdOII, the squared 
llllnimum Budfdeo distaDt:c between my two diverging pallls, 

deaoted by P!.., 11 given by 4·(1 + N + J,.' + ... + /,1 ) fon 
greater than or equal to 2, where / 1 ~ the ,qua1lzed dil>lt 
Je1PODSC (at the ou!J)ut of the forward equallror). For mamplc. the 
effective SNR gain of the 'f•2 PDTSIDF over the decision 
feedback equalization (DFB) channel, anum!ng !he same MTR 
coclc. ii Jivan by lO·k>a10(H t/ + //)dB. 

The distanct gala With MTR GOtlin& is also significant for high 
order PRML systems $Ullb as ,s2PR4. When the critical NRZ error 
patwm is :t[1 -1 2}. !he minimum distanee ror the B2PR4 
response fl l O -2 -1} is 6../2, With MTR cor.tlng, the wom case 
error: pattern becomes a slnglo bit error pattC!lll or :t{i}, and t11o 
~ chmnd outpUt distance Is simply the square root 

ot the energy in tbc cqualmd dibit f1!5POOII, or 1o,./i. This 
mmeasc ln the mmimmn distance is equivalent to an SNR pin of 
2.118 dB, When the code rata penalty is small. tho overall coding 
pm Js lf&mficam. 

lV.BERSIMOLATIOIUtESULTS 
To verify the coding gain, PDTSIDP dclcctiOD wu 1bnu1Dd 

with the tale 4/S and rate 16/19 MTR -codes u well u with a we 
t/9 (0,k) code. Tho BBKs were firllt obtained u a function of 
roadbal:k. SNR for r.tlffcrent tree depths. The BBR of the PR4ML 
detector was ailo iimulatcd fot compariSOll. Tho Lonmtzian 
transition response. WU lll&Umed. and the user density, defined as 
PWSO over the user bit intcrYiu, is fixed at 2.5 for all cor.tcs. Too 
SNR "alue n,quiml to achieve an error me of 10•5 wu then 
reconted for each depth/code combmalion. 

The results an, summadzed in Fif, 4, wJlom the effective SNR 
improvffl!IRt of ucb system over PR.4ML is sltowJt, The 
performamio advmtagc of MTR c:odCJ iJ c:lear, With the raut 
l6/l9MTR code, for.example. the depth't PDTSIDP performs u 
well u the depl1i 5 FDTSIDP used· wiJh the conventional (0,.1:} 
coclc, yielding a 2..5 dB pin ovc:r the PR4Ml.. When the 415 MTR 
eode ii ued. P:l>TS/DP With a m,e depth of 1 outperfomtt the 
depth s PDTSIDP with the 8/9 {Di.I:) eode, For a given tccc depth, 
!he.rate 16119 MTR cor.te yiolds a 1.5, 2 dB coding pin over the 
conventlonsl "819 (OJ,:) cor.te. 

Alm shown are the SNft p:rfomianc:es of PRML systems with 
and without MTR coding. Th.c coding gai!l it obvious wltb 
g2paMI, and s3PRML. in which the miriirnum distance is 
improl'Cld with the MTR codt. However, with BPR4ML tbe 
performance advllftla&C of the MTR code Is small since lhe MTR 
cor.te docs not· improve: the: minimum distance: in the BPR.4 
s}'item. This is bcea11111 the minimum d!Stance error pa1cem In an 
BPR4 systCl!II is of the form :t{l}, wb~h is no, affc:oled by the 
MTR communt. Tho MTR ,code does, however, elimimltc non, 
minimum distanee fflOf patterns of the form .t(.,.~ •2 2 .•. ), 
nmuting in a innall perfonnlilee lmpn.,vcmem over !he (O,k) 
coded· BPR.4 tystom when tho code um is sufficiently high.as with 
the 16/19 cor.tc. 

Compar!IOQ auio Clift be made tdwct:n the PRML systems and 
P:l>TSIDP systemS. For example, the depth 2 PDTS/DF with tho 
ntte. .US MTR coclec impro"Q - thM 1 dB over BPMML with 
tllc rate "819 {O.k) code. At this density anr.t with II LoRDCzian 
lflllBition response, £PR4ML has a 1.5 dB ad¥antagc over 
PR4ML Of the PR rargots, the BPR4 appears to provide a best fit 
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co the llllllmll: chmme1 • indicated by me superiot performance or 
EPR4ML ovar cve11 highar order PR.ML 1y1tems. Large cnou1h 
Pm ffltm an, l.lscd for equalization for boll! PRML and FDTSIDP 
l}'Stmnl · so that the pcd'ormanccs - not ~ by lmpert'ect 
equalization. ~ 

ln Pig. S, similar plots ate presented .for a modeled MR head 
1'e$f)l)1IR. TM lmlds 4M similar to the Lorentzian cue. except 
that within the PRML family the perform1111ce Improves u the 
ordef of the PR polynomial im:teasa, Ako, lhe MTR coding gain 
ii larger than In the case of the LoNBtt:ian rcspon,e for all 
detectors. The depth 2 PDTS/DF channel with the rate 4/S MTR 
code provides a 2.5 dB SNR pin over the BPR4ML chmme1 with 
the rate Ml (0,k) code. With the particular MR bead rcspon,e used 
llem, EPR4ML already has a 4 dB advantage over PR4ML at thil 
linear delllity. 

Slm:e tk MTR code eliminates data patterns With crowded 
trmmttons, the overall transition noise, u meuured per unit 
length of track. Is expected to be reduced, Pig, (i 11ltows the 
simulation results similar to those presented In Pig. 5, except 
mdom tnmsition position jitter Alld mmsition width variations 
are iooluded in the mill waveform OOIISlrllllU!,'ln process {HJ. The 
nns values or both ll'lfflSltion noise Jllll1llllCfm an, set at 4.4 'lli or 
the user bit intarval. The SNR reflecu only the additive noise 
collipOll,fflt. A.a Is evident from the figure, the codlttg pin of the 
MTR code ovw the (OJ:) code is mucll larger In mo presence of 
transition noise, For example, with i-2 PDTS/DF detection, the 
SNR diff'crenee is (i dB bstween the rate 4/S MTR code and the rare 
8/9 (0.kl code which allows .Jong runs of coosecutl¥e mmsltions. 

Almough the results are not sll<1wn here, we have also obSl!l'Ved 
that the MTR code tends to rcdll.cc the reiatlve fl'llqUen:cles. orlong 
cm,r events in OPS.and FDTS/DP sy;telllll. 

f rs 
12 
11 
·•~-4::b;-+--l-..,l._-1-.,, 

Pig. 4: Summary nf PRML and FDTSIDF pccfotmances with and 
without MTR eodcs (Lorentzian response and addlti\te noise), 

10..----.----...---r---,,..-. 
,J 

I •+-t--t-~~~ 
! 6¼-,4--""'1!--""4--1-1 

J:~ 
i O +-,1-,, ... ;.._+--4~ 

! •2 "-::!:::-""'"':'.-i-:-""'"':'.-1-:----,-1-:-J 

-----~-11,ir -__ ,., 
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'~itwHit9 

Rg. 6: Summary of FOTSIDF pmO!l'mlllCel with and Without 
MIR codes (MR head response and mixed noise). 

V. C0NCLUSION 
A simple codi»s scbemc it presented wffleh improves the 

perf<ll'.lllance of PMSIDFand hilh order PRML systetns IIPffl,IU!g 
at roiatively high linear dens:lt!4$. The eodc eliminates three or 
more eonm.:utlve tr1m11ili011J while alloWins the l:-«1nstraint for 
timlng porposcs. The code can be implemellted as simple bl()Ck 
codes with ma&Ollable mes such as 415, 8/10 an4 1&19. BER 
simulations on FDTSIDP and PRML syst- confirm large 
coding gains o\ter the conventional {0,k) code. 

~ 
(1) B, Brickmlr and J. Moon. "Coding !or Increased distance with 

a d=O !l'DTS/Of' detector,• $easitc lntetnal Report, May 1995: 
Also see, 1. Moon and B. Brlc:knet, "Coded FDTSIDP: 
prll$etttcd at the An®al Meeting of the Nationlll. Storage 
lildll$ll'y CoDSOltium, Monterey, CA, June t99S. 

!2] J. Moon and B, Brickner, "MTR codu for Data Storage 
Systems: Invention DiSelosure No. 96025. Unilrersit)' of 
Mmne,ota; September 1995. 

[31 B. Brlcll:tler and J. Moon, "A signal_tpaee rcpmcntation of 
POTS for use with a dmO code: Olobec:om'SIS, Sinppote, 
NQvcmber 1995. 

[41 IC. A. :S. lnunink, "Coding techniques for the noisy magnetic 
recordlns ebannel." !EBB TrRM, Comm""·• vol. 37, no. 6, 
May 1989. 

[5) J. Moon and J..Cl. Zhu. "Nonlinearities in thin-film media and 
their impact on data fCCOVety/ /BBi! Trmuacr~ns mi 
Mapetics, vol. 29, No. 1, Jan, 1993, 

[61 E. SoUanln, "On-traclt and otr•tracli. diiuincc propettie., of 
class4 partial response channels," SPIB Conferenee, 
Plilladelphia, PA, Oct. 1995. 

[7JR. learabed and P. H. Siegel, "Coding for hi&!i order partial .re• 
spon,e. channels.« SPIB Conference, Vhlladelphia, PA, Oct. 
1995. 

£8] P. H. Siegel, "R.Clllllfding codes for digitlll .magnelic storage,• 
IBBE Tnm.ractrUN 1:1n. Mag11111i1:;r, vol. MAG-21, 110. 5, pp. 
1344 1349. Sept. 1985. 

[91 r. Mi>!,'ln and L. R •. Carley, "Pedormance Comparison of 
Detection Method& In Magnetic: Recording,• IEEE 
TrRMactiou on MagMtil:l8, vol. 26, DO, 6, Nov. 1990. 

{!OJ B. Bticka« ud 1. Moon. "A high dimcnskmal stplll space: 
implementation of PDTSIDF.• presented at lntcnnag '96. 
Seattle, Washington, Aprll 19!16. 

fl lJ 1. Moon, •mscrc1e-11me model.Ina of tran!Stlon-nwse­
dominant ebannels and study or detection pccfonnBlll:CC; IEEE. 
Transaclio,v on Ma3Mlia, vol. 2'1, no. 6, Nov. 1991. 

LSI Corp. Exhibit 1010 
Page87 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 257 of 358 

APPENDIXB 

LSI Corp. Exhibit 1010 
Page88 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



On-track and off-track distance properties 

of Class 4 partial response channels 

Emina. Soljamn 

AT&T Bell Laboratories, Room 2C.169 

600 Mountain Avenue, Murray Hill, NJ 07974 

ABSTRACT 

We consider Class 4 partial response (PR) channel., and examine off'-ttack performance of maximum likeli­
hood sequence estimators for these channels that ignore inter-track interference (ffl). We assume that the pulse 

respome to the head from an adjacent. track ii the same Class 4 channel, and only its amplitude varies with the 

track-to-head distance1 in a way not knOWJl to the receiver. For each of these channels, we find analytical exp~ 
sioDs for off-track perfmmeace, as well • sets of sequences mmt stmeptible to ermrs in the m environment. We 
also discuss how the problem. of off-track mor rate cau be alleviated through @ding. 

1 INTRODUCTION 

The tr&l18f'er function of a digital magnetic recording channel for a. given linea.r density can be closely approx­
imated by a pa:tial response (PR) polynoJnial of the form (1- D)(l +Dr, f<>t some integer N ~ l. 1n general, 
higher lmear densities require }Qgher order polynomials. Equalisation of a recmding channel to the PR channel 
with the traasfer function that best approximates the channel traasfer function at a given densit, will inCU? the 
least equalizatien }Oil$. 

A sipmcaut noise seurce in magnetic recerding channels is mter-track interfmmce (m). When the read head 
ill net ~tered e~ the data ttack1 it is panially politioned over an adjacent track end picks up the magnetization 

from it. When tracks beceme Jl&m>W, the side fringing causes the head te pick up signals from an adjacent track, 
even. if it is not ph),sically over that track. An impommt issue that should a.ff'ect; the choice of N is, therefere, 

the performance of the corresponding channel m the presence ef m, often referred to as off-track peri'ormeace. 

91 I SPlE Vol. 1605 
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Mapetic remrdmg. dwmels at. current linear densities resemble channels with traasfer nmctiou of the above 
form for N = 1,2,3, referred to aa Ciao ,l partial respom,e. These chaanels an also known aa l-D2 or PB.41 

(1- D)(l + D)2 or EPM, and (1- D)(l + D)3 or EEPM. Moat. of tbe commercially available cl~ employ 

PR equalization to the PM channel. Using the same detection system at higher linear densities would result in a 
performance loss. ThWI the syst.em should be either augmented by a coding scheme, which would recovv the loss 

through the coding gain, or replaced by a detection system employing PR equatiotion to the EPB.4 or EEPR4 
ehannsl. In any case the new system should have good off-track properties. 

Several studies anal)'ffd off'-track pm'onnance of Class 4 channels by simulation (see for example Saymer' 

and references therein). We find analytical expressions for off..:track performance of these chaut:1els, as well as sets 

of sequences most susceptible to errors in the ITI environment. We diaeuss how the problem of off.track error 

rate CQ be alleviated through coding. 

In Section II we derive a bound on the error-probability performance for a general discrete-time recordmg 
channel with additive white GaUS&ian noise and a general model of ITI. In Section m we c:onaider Class 4 channels 
under the assumptiOD that the pulse respom,e to the head from au adj&ce11t track is the nme Class 4 channel 
and Ollly its amplitude varies with the track to head distance •. In Section IV we discWIS possibilities of coding for 
these systems. In Section V we provide an extensive summary of the obtained results, for tbe benefit of a reader 

not very interested in mathematical d$ils. 

2 DISCRETE TIME MAGNETIC RECORDING CHANNEL 

2.1 Channel model 

We consider a ~time model for tbe magnetic recording channel with input a = {a..} e C ~ {-1, l }<», 
impulse respome {I.}, and output 11 = {!hi} given by 

{l} 
m 

where 11n are integer, 11n a.re independent Gaussiu random variables with zero mean and variance r, and E 
is a const.ant related to the output voltage amplitude. We tefer to E/r aa the signal-t&-noise ratio (SNB.) per 

track. In the case 0,: ITI, wh!!n the read head pic:ks up magnetization from an adjacent track, the dwmel model 

becomes 
(2) 

m m 

where {g.} is the ~time impulse respome of the head to the adjacem trade and z = {sn} e C is the 

sequence rec:ol'ded on that. track. 
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We analyze the· perfon;naace of the receiver that ignores the m assuming the received signal to be as given 
by (1). It performs maxhnnm likelihood sequence estimation (MLSE) for that model, t.,., it determines an i 

.. :..A.:~­sa ..... .,._ 

=O(G) =fl{i), 

where O(a) is the well known log-likelihood function for c:h1WJ1els with inter..aymbol interference,• 

O(a) = E<rn-v'EEa.,,hn-ml2-
" m 

2.2 Error-probability performance 

(3) 

Let. a.= {a..} and 6 = {b..} be two allowable recorded~ whic:h dift'er in a finite :munber of places, 
and • = {en = («. - bn)/1} be the aormaliled error ,eqwmc:e comspoadmg to a ud l,. Ia the case of no m, 
probability of detetting b given that a was recorded equals to Q(d(c}v'SNR), where d(e} is the distance between 

a and b given by 
(4) 

n m 

Thua a lower boun<l to the minimnm probability of an error event in the system is proportional to Q(d~ ./SNR.), 
where dmin = ffllllf£;,4od(•). 

Ia the case of m we examine the probability of detecting sequence 6 given that sequence a was recorded on 
the track being read and sequence a was recorded on tm adjacent track. This probability is given by 

P[O(b) < D(a)la.•l = P[O(b)- O(a) < Ofa,a]. 

Expressing il(a) and 0(6) as in (3), we obtain 

P[O(b)- O(a) < Ola, •J = 
P[L(• -vELAmhn-n.}'- L(11n-v'EEbmhn-m)2 < Ola,z] 

ff m ,. m 

Substituting {2) for fin in the above equation gives 

P[fl(b)- O{a) < Ola,a] = P[Lffn L Cmh..-m + v'EE{E Emhn-mf' + 
ft m. .. m. 

.✓.fE(Es,,.g.._,,.)(Lt:mh..-m) < o], 
n m m 

where and t,t = (a,. - bn)/2. Since 

P(O(b)- O(a) < Olo,z] = Q(l(e,z)v'sNi), 
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where 6( e, •) ia the distance bet.wee:n a md b in the p,vem:e or• given by 

6(a c) _ E.. (E,,. <mk..-m)2 + Ea (En. Zm.f>'-m) (E... <mk..-m) 

' - [E.. (I;,,. <mh..-m)2r/2 • 

Thus a lower bound to the minimum probability or an error event in the system is proportional to Q.{Smm"'8ffii), 
where 6mm = m~o,cec 6(e:,ti). 

We derive a simple lower bound on 6.(e:,11) as follows: 

6(e,z) ?:: En (Em <mk..-m)2 - IE.. (Em :lmf"-) (Em <mll..-m)I 

[E.. (Em<mk..->2)1/2 

?:: Ea (E,,. <mh..-m)2 - Ea M IE.,. <mll..-ml 

[Et. <Em emll..-m)2t2 • 

where M = max..,a1ec I:... Zmfn-m, i.e., M ia the maximum absolute value or the interference. Note that 
M = E.. llnl• We'll aawne that M < 1. Since the la,. are~ and '• e {-1, O, 1}, we can further bound 
6( e:, •) as follows: 

and thus 

6- = ~6(e,11)?:: (l - M)dmm. 

Thtt bound ia achitmd if md only if there emts an e E &rgminetfod(c) for which E,.<mhn-m e {-1,0, l} for 
all n, and there exists. an II E C such that Em illmfa-m = ,=M whenever Em <mll..-m = :zl. We show below 

that this bound can be achieftd. for the PR4 aad the EPR4 channels but not for the EEPR4 th.amiel. 

8 DISTANCE PROPERTIES OF BINARY CLASS 4 CHANNELS 

We now eonsider Class 4 channels, t.e., channels with transfer f'UB~t.ions given by H(D) = E,. k,.IJA = 
(1 - D)(l + D)N for N = 1, 2, 3. We assume that the pulse response to the head from an adj&cell.t ~ is the 
nme Clase 4 channel, aad only its amplitude vanes with the ~ to head distance with a parameter o:, i.e. 
fn = ala,.. This assumption is only appl'QXllllate since the transition response from a tract to a bead gets wider 

as the distance between them increases, u discuslled. by Vea and Moura2 and Lmdbolm.8 With'" = o:hn, the 
above lower bound becomes 

(5) 

where A is the maximum value or the noiseless Class 4 channel output; A= 2, 4, &and~ = 2, 4, 6for N = 1, 2, 3, 
respectively. 
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For the thNe Olla 4 dlamrels, we examine if the bound ca.n be acbieved by working in the ~ domain 
where each 1equaic:e {s,.} has a com:wpouding function S(D) = E.. s,.D". For that plltpOll;t. we note that 

the minimum distance of' the uncoded channel with transfer function H(D) with no m, defined by {4), can be 
expressed a, 

d!un = c(~O IIH(D),(D)ll2 t 

where ,(D)= Et;;~e,D', e, e {-l,O,l}, to¢ 0, t1-1 I 0, is the polynomial comapoading to a normalized error 

sequence e = { e.}~;,; of length '• and the squared norm of' a polynomial refers to the sum of' its squared coefficients. 
The bot1nd ($) is achieved if and only if there exists an e(D) for which IIH(D)e(D)ll2 =~a.ad all ooeffi.ciait.s y,. 

ofy(D) = H(D)t(D) aremtheset {-l,O, 1},andthereexists ana eCsuch that mH(D)·E.. 111:,.D" = E,.,i,.D", 
,i,. = :;=A whenever y,. = :H. 

8.1 The PR4 channel 

For N = 1 the channel transfer function is equal to 1-D2. This channel is usually treated a, two interleaved 
1- D channels. For the l - D channel <Pmm = 2 is attained for t(D) = E~ Di. In this case 6( e, z) achieves 

lower bound (5) for 111 = {•··,z-2,l,-l,111:1,•••,:i:1-2,-l,l,zr+i.·"'}, since the only non-zero ooeffi.cients of' 

y(D) = 1- D' are y0 = 1., 111 = -1, and in (1- D) • E,. 111:,.D" = Et zi,Di, we have zo = -2 and z1 = 2. 
There{ore, for the PB.4 channel, 6mm = v'f(l- 2a). 

Ex.u!PH 1. Consider a noiseless 1- D channel. Let sequen<:e$ a, b, e = (a - b)/2, and III be as follows: 

a = ··•,L1,-l,+l,+l,+l,114,••·· 

b = ··•,a..1,-1,-1,-1,+1, 114, ... 

e = ···, 0, O,+l,+l, 0, O,··· 

z = ··•,o:_1,+l,-l,-l,+l,z4.,•·· 

Leto be recorded on the track being read and e NC.Orded on an adjacent track. Then 6(11:,e) = ,/2 for a= 0, 
cS(e,a) = 1/./f for a= 0.25, and 6(e,e)= 0 fora=0,5. 

3.2 The EPB.4 dumnel 

For N = 2 the chaunl'!l tra.nsrer function is equal to (1- D)(l + D)2• It is well known that ~ = 4 is attained 

for t(D) = 1, which gives y(D) = l+D-D2-D3. However, for the corresponding error sequence, 6(e,ai) cannot 
achieve lower bound (i) because that would require a sequence e for which two suc:eessive outputs or tbe EPRj 

dlazmel equal to 4. In order to see if' the lower botlnd can be achieved, we find all error polYJlODlials £( D) for 

whid>. 11(1- D)(l + D)3£(D)IP = 4. 

Polynomial y(D) = (1 - D)(l + D)1t(D) with IIJl(D)ll3 = 4 is of' the form 1 + c:iDI'• + c,IJPa + ca.DP• where, 
for i e {1,2,3}, c; e {-1, l} and Pl are three .different positive integers. From the defi.ultion of' y(D), we know 

961 SPIE Vol. 1605 

LSI Corp. Exhibit 1010 
Page 93 

Page 262 of 358 UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 263 of 358 

that 11{1) = 0, 11(-1) = 0, ye(l) = 0 mm be tatlafied. It can be showa that these conditions require that y(D) 

be either of the form (1- rf'J + D:m+s - D2Ct+n)+1), I,~ 1, n 2 O, or of tbe form (l - D21 - D'- + Jjl(t+n)), 

i, n ~ 1, I: ,:p n. To further specify y(D) and find the comsponding e(D), we a:uulider thae two cases separately. 

1. Polynomial (1- D)(l + D)2t(D) = 1- r/'J + 1)2n+i - D2{t+ra)+1 factors as 

.t-1 2n 

u- D)(1 + Df'. (ED2,) (Ec,...1t u). 
J:O i:ll 

'l'heret'ore t(D) = (~,:0(-l)'D") (E;;: D2i). Since the coefticient of £(D) are in {-1,0, l}, we conclude 

that. an arbitrary i > 1 requires n = 0 and u ubitrary n > O require& k = l. In the first case t(D) = 
ij;J D'i and y(D) = l + D - !1't - D9Hl. In the NCOl'ld case t(D) = t';:.,(-l)fD' and y(D) = 
(1 -d' + D:m+i - D2n+3). 

2. Polynomial (1- D)(l + D)2,(D) = 1-D2n - 11'1 - !1'C•+->> !actoJ:s u 
t-1 2A-l 

c1- o>c1 +D)2 • (E.o2i)(E<-1>'n), 
J=O i=O 

Therefore £{D) = ( E:;1(-1)' D') { 1::;;: D2i). Since the coeflicient of t(D) are in {-1, 0, l }, we conclude 

tluit an arbitrary i > 1 requires n = 1 and an arbitrary n > l requires I:= 1. In the first case t(DJ = 
I:;!01(-l)i.Di and y(D) = 1- D2 - Dn +D2'+2• In the second case t{D) = Et01(-1)1.D' and 

y(D) = I - D2 - Jjln + D2.,.+2• These two case& are equivalent as wu expected from the symmetry of the 

original y(D) with respect ton and I:. 

Jiom 1. and 2. we conclude that the error polyJ10miala £(D) for which 11(1- D)(l + D)2e(D)lf2 = 4 are 

either of the form t:(D) = t'~ D'il, k 2 1, in which case y(D) = (1 + D - ~ - Ifl'+I), or of the form 

e(D) = &;i(-1)'.D', l ~ 3, in which cue y(D) = (1-D2-(-1)'D' +(-1)1D'+2). In the former case 6(e,z) 

cannot achieve lO'l!fer bound (5) beeawie, as above, it would requi?e a aequen~ z for which two auctessive out.puts 

of the EPR4 channel equal to 4. It can be shown that in this case minz.EC6(c,z) = "4'(1- 3a). In the latter 

·<:Ue 6(.r,z) achieves the lower bound for 

z = {· · • ,.t_,., -1,-1, 1, 1,-1,-1,.•s. · · •,:i:1-4.,-l,-l1l, l,-l,-l,101+a, · ··) 

for odd l ~ 5, or 

• = {·· •,:,.1-l,-l, 1111-11-l,ea, • .. ,:i:r-4, 1, 1,-1,-1, 1, 1,:i:t+a, · · ·) 

for even l ~ 6. It can be shown .that min:i::ec 8{e, z) = "4(1- 3a) for l = 3, 4. Therefore, for the EPR4 c:harmel, 

~ = '\1'4(1-4«). 

ExAMPLB 2. Consider a noiseless EPR4 charmel. Let. sequences a, b, •=(a - 6)/2, and z b• as follows: 

a = ··•,a..a,-2,"-1,-l,+l,-l,+l,-l,+l,tJt., av, <Jf,•·· 

6 = •· •,a...1,L:i,11-i,+l,-l,+l,-l,+l,-l, tJt, av, Ila,··· 

E = •••, 0, 0, 0 1-l,+l,-l,+l,-1,+l, 0 1 0, 0, .. . 

m = . •·, -1, -1, +l,+l,-I,-l,+l,+1,-1,-1,+1,+1, .. . 
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Let a be recorded en the treclt being read and z recorded on BD adjacent treclt. Thm 6(<,z) = vi for a= 0, 
and 6(c,c) = 0 for o = 0.25. 

3.3 The EEPR.4 channel 

For N = 3 the ehBDJ1el transfer function is eqqA} te (1- D)(l + D)1. Again, it is well known that d!un = 6 is 

attained for t(D) = 1-D+D', whieh givesy(D) = l+P-D'+D'-D5-D'. However, similarlyu above, for 

the eorresponding error sequence, 6( c, z) CBDBot achieve lower bound (5) because that would require a aequmce • 

for whieh a string of three succeauve outputs of the EEPR4 dlannel. equals to 6, 6, -6. In order to see if the bound 
can be aehieved1 we find all error polynomials t(D) for whieh 11(1-D)(l + D}11t(D)ll2 = 6. We c:onslder polynomial 
r(D) = (l-D)(l+D)3 t(D)= (1+2D-2D'-D')·(l+e1.D+e2D2+• · -+e1-3 .D'-3+t#-2D1-2+e1..,1D'-1 ). It is easy 

te ehec:k that for all error sequeaces of length l !i 2, llr(D)ll2 ~ 10. For error ~ of length l ~ 3, polynomial 

r(D) is.of the form 1 +( ti +2)D+( t:1+ 2Et)D2+D':r(D)+(-2E1-2-t1-a)D'+I +(-2E1-1-£J-2)D'+2+(-e:,_1).D'+3, 

where x(D) is a polynomial with de.gree of at most l- 3. Since c:1-1 :/: 0, we have llrCD)ll2 ~ 3+ ll•(D)ll2 + 3, 
and therefore llr(D)ll2 = 6 only if z(D) = 0. TherefoN'l r(D) = 1 + D-D' + (-2<1..,2 - ,,..,3 )D1+1 + (-2<1_ 1 -

E1-2)D'+2+(-E1-1)D1+ll). For 11(1) =0, we need r(D) = 1+D-D2+D'+1 -.D'+2 -D1+3 • Forr(-1) =0, we 

need r(D) = 1+D-D2+D2• -!P&+1 -D'-+2• Forl/(-1) = O, we need 11(D) = 1+D-D'+D'-D5-D'. 
Note that g(D) = l+D-D2 + D4-D5-D8 = (1-D)(l+D)3 ·(l-D+D2), and thereforet(D) = 1-D+Di 
is the only error polynomial for whieh 11(1 - D)(l + D)3E{D)ll2 = 6. It can be shown that for the corresponding 
error sequence e, llllDllec 8( e, z) = ./6(1- 4o ). Note that this does not determine 6mtn for the EEPR4 channel. 

4 CODING FOR IMPROVING OFF-TRACK PERFORMANCE 

It was shown above that a lower bound te the minimum. probability of an error-event in the system with ITI 
is properti®al te Q(imsnv'sifi[), where 

6mtn = ff8(e,a) ;?: (1- M)d.m,.. 
I 

This bOW1d was derived for an arbitrary set of recorded sequences, C: s;; {-1, l }00, and therefON'l holda in coded as 

well as uncoded systems. Whether it can be achieved depends on the code. The value of ~in is alto determined 
by the code. To improve the error-probability perfotma.nce of the system, we need codes that increase tfZlllill or 
ensure th.11,t the above bound is never aehieved or, preferably, perform both tub. 

Codes that inc:rea.ite cFfllin are existing cod.es deiiped to improve the on-treclt performance, i.t., perform.a.nee 

of ehannels with BO ITI, as for example matehed spectral null codes . ., In general, these codes ma.y improve the 

off'-t:rac:k performaace as well, aince they are likely te reduce the &IM.:tion of sequences z for whieh the bound 

on 8(e,c) can be achieved for a given e. To argue that, we reca.11 that tbe bound is achieved if and only if 

then, exists an e E arg~tl(e) for whieh I:mt...h..-m E {-1,0,1} for all n and there exists an z e C sueh 
that Em •mfn-m = =t=M whenever Em i,,.h,._,,. = :1. Code& for improving noise immunity reduce the set of 
sequences e E argmillc¢od(e) for whieh Em Emh..-m e {-1,0, l} for all n. !or the sequences that remain, the 
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number of n sueh that. Em t:mlt..-m = ::1 is higher, and therefon aequence •· has to ntiify more CODditiom. A 
.good example of this case is a dc,.free coded PR4 channel. 

Design of high rate codes whieh improve both OD- and off.trade error probability perl'on:nu.ce oi Class 4 

ehannels ma, be a complex problem, ud ,re do not attempt to solff it at this point. lutead, - discuss oft"-tra.c:k 
pmomaa.nce of a de-free coded PR4 cha.tmel ud presat some coding ideas fw the EPR4 and EEPR4 channels 
which transpired from the above distance properties analysis. 

4.1 The PR4 channel 

It has been observed in laboratory experiments that a de-free coded P:R.4 cha;rmel hu better off..tradt pedar­
muce than its uncoded counterpart. 1 For a de-free coded 1-D eha.tmel cPu = 4 is obtained fou(D) = 1-D'-1, 

and the corresponding fl(D) is equal to 1-D-d-1 +d. It is easy to see that in this cue &(s,m) achieves lower 

bound (5) form= {•.-,z2, 1,-1, l,a:2,• .. ,z1-s,-l, l,-l,z1+1,···} where lt!; 4. Therefore, fw the de-free coded 
PR4 cha;rmel, &min = Ji(l - 21:t) degrades with a at the same rate as it does fw the unt'Oded system. However, 
the sequence z fw which the bound is achieved has 6 symbols specified as opposed to at mOllt 4 in the uncoded 
case. h addition, the bound ea.nnot be achieved fw all error sequences for whieh lfe(D)H(D)ll2 =~.as in 
uncoded case, but only for those of length l :: 4. 

4.2 The EPR4 channel 

Based on the distance propertil!II dumbed abofft we kllow that minzsc &(s, z) = vi{ 1 - 4a) if and only if 
qD) = :£:;;~(-1)1.D", It!; 5. It. can be shown that for all other error aequeDCl!S for which IIH(D)e(D)ll2 = 4, 

we have mins1c:6(e,z) = v'-i(l -3a). Therefore, an improvement in the off:.t.rack: pmormuce of this channel 
can be ac;complished by limiting the length of subsequences of alternating symbols to four. For the NRZI type of 
recording, this can be achieved by a code that lunits the rum of succasive ones to three, as the binary complement 
of the industry standard 8/9 (O, 3) block code, introduced for IBM. 3480 tape drive. This code hu a simple and 
inexpensive implementation proposed by A. M.. Patel.• h general, using a code that removes long sequences 
of alteraating symbols at the input of the EPR4 channel is advantageous since these sequences result in long 
sequences of zeros at the channel out.put, which is undesirable for timing a.ud gain control. 

4.3 The EEPR4 channel 

It was shown above that the only error polynomial for which lf(I-D)(l +D)8t(D)ll2 = 6 is ,(D) = I-D+D2 • 

This error event can be removed by a code that does not allow mccasive transitions. for the NRZI type of 

recording, this can be achieved by a code that does not allow successive ones, u 2/3(1, 7) code. 'Using this code 
for high linear density recording system& has already been proposed as a means of reducing the p?Oblemtaasociated 
with closely recorded neighboring transitions. It can be shown that the code also removes all error sequences for 
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which this polynomialhauJl its coefficients in the set {-1,0, l}. Therefore 2/3(1, 7) code gives a performaace 
improvement of for EEPR4 c:hmmel with no ITI, and ensures that the lower bound on the p.etfonnance of the 
c:hmmel with lTI is never achieve.;l. An additional benefit of the code is that it reduces the number of states in 

the EEPM Viterbi de~r from 16 to 10 since suceeuive transitions are illegal. The main drawback of the code 
is its low rate. 

5 SUMMARY AND CONCLUSIONS 

Mapetie storage detectors employing PM equalization exhibit loss in performaaee at high recording demfties 
aud need to he replaced. Two sy&tems are hemg considered for next generation products: the do-free coded PR4 
chaanel and the EPR4 channel. Various mor probability performance and implementation issues of these two 

systems should be examined in order to decide which one ia a. better ehoiee. The aoalytieal result.t of this paper 
together with the simulation results obtained by Sayinr,11 allow as to compare the systems on the basis of their 
off-track performance. Ill addition, the analytical reaulw give an understanding of the systems neeessar,- if coding 

is to be used for performance improvement. 

We analyzed ou- and off;.track distance propertie11 of PR4, EPR4, a:Jld EEPR4 chamiels, known as Class 4. We 
also looked at off-track performance of the de-free coded PM chaanel, and showed some possibilities of improving 
performance of the EPM and EEPM channels through coding. Design of high rate codes which improve both 
on- and off-track error probability performance of Class 4 channels is, however, an interesting open problem. Most 

of the obtained results are summarized below. 

Mapetic recording channels operate at high SNR. where the pl'Obability of an error ewnt in the system with 
Do lTI is well approximated by Q(tlmu.v"SNR). We found that under the same conditions probability of an error 
event in the system with ITI is well appraximated by Q(&...m-JSNR), where 6mm :i:: «mlll(l - M) and M is the 
maximum value that the output of the noiseless chamiel between the reading head and an adjacent track can 
take. With the assumption that the pulse response to the reading head from an adjacent track is the same 
Class 4 channel, and only its amplitude varies with the track to bead distance with tt. parameter a, we have 
6mm 2: «mm(l - o-A) where A is the maximum value the noiseless Cl.- 4 challllel output can take (A = 2, 41 and 
6 for PM, EPR4, and EPR4 respectively). 

We found that the uncoded as well 1111 coded PM channel have much better oft'-track performance than the 
EPM channel, i.e., 'imm/dmm = 1- 2cr for the PM channel and 6...m/dmu. = l - 4a for the EPR4 channel, as 
shown in Fig. 1. The resulit are iD agreement with the oues reported earlier by Sayiner.••• It Wu found8 that at 
a giwn user demRy of 2.2, the EPR4 is about 1.2 dB better than the PR4 at O % off-track, but only about 0.2 dB 
at Ii% off-track. Ill Fig. l we see that at Ii% otr~track the 1088 in performance of the PR4 is about l dB smaller 

than the lOlll of the EPR4. 
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Figure 1: Off.vac:k performanee of PM and EPR4 c:hannelt, 

P'rotn the EPM c:hannel distance properties analysis, we concluded that the ch&DDel oft'4rack performance can 

be improved by a code that limits the runs of successive ones to three. For thhr purpose we can use the bin~ 

complement of the industry standard 8/9 (0, 3) block code. 

As mentioned above, we also analysed the distance properties of the EEPR4 channel and showed that its 

off-track performance for &mall a ii the same as the off'-vac:k performance of the EPM channel •. We also fotµ1d 

that the 2/3 (1, 7) code gi~ a performance improvement. for the EEPM channel with DO m, and f:11S1ll'e8 that 

the lower bound on the performance of the channel with m is not achieved. 
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York, July, 2015. 

7. G. Joshi, E. Soljanin, and G. Wornell, "Queues with Redundancy: Ln.tency•Cost Analysis," Math­
ematical Performance Modeling and Analysis (MAMA) :Workshop in conjv.nction with ACM BIG· 
METRICS, Prtland, OR, June 2015. 

8. S. Kadhe, E. Soljanin, and A. Sprintson, "Analyzing the download time of availability codes," IJIJ15 
IEEE Int Symp. Inf()r'ffl,. Theor'fl (ISIT't5), Hong Kong, June 2015. 

9. L. Tun, M. Kaveh, A. Khisti, and E. Soijanin, "Coding for source-broadea.sting over erasure channels 
with feedback," IJ/J15 IEBE Im. Symp. Irifrmn, Theor'fl (ISIT'15), Hong Kong, June 2015. 

10. M. Heindelma.ier and E. Soljanin, "lm't hybrid ARQ enough?" invited for 5tnd Annul Allemm 
Conference, Monticello, IL, Oct. 2014. 

11. A. Singh Rawat and E. Soljanin, "Dynamic control of video quality for AVS," B014 IEEE Int. Symp. 
Iri/orm. Theor'fl (ISIT'14), Honolulu, July 2014. 

12. Y. Li, L. Tan, A. Khlst.i, and E. Soljanin, "Successive segmentation-based coding for broadcasting 
over erasure channels," fl014 IEEE Int. S,mp. Inform. Theory (ISIT't,l), Honolulu, J'uly 2014. 

13. I. Andriyanova., A. Jule, and E. Soljanin, "The code rebalancing problem for a. storage-flexible data 
center network," IJ/J19 IEEE lntemationa.l Confmmce on Btg Data (IEEE Bi.gData B019), Santa 
Clara., CA, Oct. 2013. 

14. K. Guan, P. Winzer, E. Solja.nin, and A. Tulino, "On t.he secrecy capacity er the space.division 
multiplexed fiber optic.al communication syst.ems," 2019 First IEEE Conference on Oommunica.tioTUJ 
and Net:work Security (CNS'13), Washingt.on, DC, Oct. 2013. 

15. M. Kim, T. Klien, E. Soljann, M. Meda.rd, and J. Ba.rros,"'lra.de-off' between cost and goodput in 
wireless: replacing; transmitters with coding," 5th Int. C<mf. on Mobue Networks and Mo.nagemmt 
(MONAMI'19), Corle, Ireland, Sept. 2013. (6est. paper a1JJard) 

16. E. Soljanin, "Some coding and information theoretic problems in contemporary (video) content 
delivery," 2013 IEEE Inform. Theory Workshop (1TW'13}, Seville, Spain, Sept. 2013. (intiited.) 

17. L. 'Ian, Y. A. Khisti, and E. Soljanin1 "Source broadcasting over era.au.re channels: distor* 
tion boW1ds and code design," B019 IEEE Inform. Theory Workshop (ITW'19), Seville, Spain, 
Sept. 2013. 

18. G. Joshi and E. Soljanin, "Round*robin overlapping generations coding fer fast content download," 
B019 lEEE Int. Symp. Inform. Theory (ISIT'19), Istanbul, Turkey, July 2013. 

19. L. Tan, A. Khlstl, E. Soljanin, "Distortion bounds for broadcasting a binary sowice over binary 
erasure channels," 19'th Go.na4tan Workshop on Information Theory (OWIT'19), Toronto, Canada, 
June 2013. 

20. K. Guan, E. Song, J:;. Soljanin, and P. Winzer, "Physical layer security in spaee-division multiplexed 
fiber optic communicationsi" 46th Asilomar 0011,fenmce on Signals, Systems, mid Computers, Mon­
terey, California, Amsterdam, The Netherlands Nov. 2012. 

21. K. Guan, P. Winzer, and E. Soljanin, "Information-Theoretic Security in Space-Division Mult.i­
plexed Fiber Optic Networks," BOJR Effl'Opean Conference a.rid Emibition on Optical Gommunica­
tton (ECEOG'B01B), Amsterdam, The Netherlands, June 2012. 
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22. G. Joshi, Y. Liu, and E. Soljanin, "Coding for fast. content download," invited for 50th Annual 
Allerton Conference, Montioollo, IL, Oct. 2012. 

23. U. J. Ferner, M. Meda.rd, E. Soljanm, "Toward sustainable networking: storage area networks with 
network coding," 50th Annual Allerton Oonferem:;e,, Monticello, IL, Oct. 2012. 

24. L. Tan, A. Khisti, E. Soljanin, "Quadratic gaw;sian source broadcast with individual bandwidth 
mismatches," B.01B IEEE Int. Symp. Inform. Theory (ISTT'Jfl), Cambridge, MA, June 2012. 

25. Y. Li, P. Vingel:mann, M. V. Pedersen, and Emina Soljanin, "Round robin streaming with genera~ 
tions," B0111 f'f/.t. Symp. on Network Oading1 (NetCad'lB), Cambridge, MA, June 2012. 

26. S. Kokaij, E. Soljanil'l, and P. Spasojevic,"Is rateless paradigm fitted for lOill!lless compression of 
erasure-impaired sonrces?" invited £or J!Jtk Annual Allerton Conference, Monticello, IL, Sept. 2.011. 

27. A. Bhowmlck, A. Rawat, E. Soljanin, and S. Vi$hwanath, "Update efficient codes for distributed 
storage," B0111EEE Int. Symp. Inform.. Theory (181T'11), St. Petersburg, July 2011. 

28. S. Koka.l}Filipovic, E. Soljanin, and Y. Gao, "Cli.lI effect suppression through multiple-descriptions 
with split personality," 1011 IEEE Int. Symp. Inform. Theory (IS1T'11 ), St. Petersbnrg, July 2011. 

29. N. P. Antb,apadma.nabhan, E. Soljanin, and S. Vishwana.th, "Updat.e--Efflcient Codes for Eruu.re 
Correction," invited for 48th Annual Allerton Conference, Monticello, IL, Sept. 2010. 

30. E. Soljanin, "Reducing Del~ in Mobile Muti-Agent Information Relaying," invited for 48th Annual 
Allerton Conference, Monticello, IL, Sept. 2010. 

31. Y. Li, E. Soljanin, and P. Spa.sojevit, "Collecting coded coupons over generations," 1l010 IEEE ln.t. 
Symp. Inform. Theory (ISIT'10), Austin, USA, June 2010. 

32. M. Sardari, R. Restrepo, F. Fekrl, and E. Soljanin, "Memory allocation in distributed storage 
networks," 1l010 IEEE Int. Symp. Inform.. Theory(ISIT'10), Austin, USA, June 2010. 

33. Y. Li, E. Soljanin, and P. Spa.sojevit, ueollooting coded coupons over overlapping generations," 2010 
Int. Symp. on NetwO'l'k Gad.trig, (NetCod'JO), Toronto, Canada, June 2010. 

34. I. Andrlyanova. and E. Soljanin, "lR·HARQ schemes with finite-length punctured LDPO codes over 
the BEC," Proc. 8009 IEEE Int. Inform. Thoory Wo~ (ITW'09), Taormina,. Italy, Oct. 2009. 

35. Y. Li and E. Soljanin, 14Rateless codes for single-server streaming to diverse users," in Proc. JBth 
Annual Allerton Conference, Monticello, IL, Sept. 2009. 

36. Z. Kong, E. Yeh, and E. Soljanin, "C',oding impro\!eil the throughput-delay trade-off' in mobile 
wireless networks.," 1009 IBEE Int. S'J11Y1,p. Inform.. Theory (ISIT'09), Seul, Korea, July 2009. 

37. S. Kokaij, P. Spasojevic, E. Soljanin, and R. Yates, "ARQ with doped Fountain decoding," Proe. 
BOOB IEEE Int. Symp. on Spread Spectrom Tech:ni(fll,e.t and Applica.iiom (ISSSTA '08), Bologna, 
Italy, Aug. 2008. 

38. S. Aly, Z. Kong, and E .. Soljanin, "Rapt.or codes based distributed storage algorithms for large.scale 
wireless sensor networks," 2008 IEEE Int. Svm,p. Jnform. Theory (ISIT'08), Toronto, Canada, July 
2008. 

39. A. Mills, B. Smith, T. C. Clancy, E. Soljanin, and S. Vi$hwanath "On secure communications over 
wireless erasure networks," 2008 lEEB Int. Symp. Inform. Theory (ISIT'08), Toronto, Canada, J.uly 
2008. 

40. S. Aly, Z. Kong, and E. Soljanin, "Fountain codes based distributed storage algorithms for large-scale 
wireless sensor networks," in Proc. Int. Oonf, Inform. Processing in Sensor Networks (TPSN'08), 
St. Louis, MO, USA, April 2008. 

LSL92!P• ~xhibit 1010 
· Page 109 

UMN EXHIBIT 2008 
LSI Corp. et al. v. Regents of Univ. of Minn. 

IPR2017-01068 



Page 279 of 358 

4L S. Kokalj, P. SpaBOjevic, R. Yates, M1d E. Soljanln, "Decentralized Fountain codes for minimum­
dela.y da.ta. collection," Proc. ,tfN:l Annual Conference on Information Scie.nceB and Systems (GJSS'OB), 
Princeton, NJ, March 2008. 

42. Z. Kong, S. Aly, E. Soljanln, A. J<lappeneclrer, and E. Yeh, "Network coding ca.pa.city of random 
wireless networks under a signal,-to-lnterference-and-noise model," in Proc. ,15th Annual Allerton 
Conference, Monticello, IL, Sept. 2007. 

43. C Lott, 0 Milenkovic, and E. Soljanin, "Hybrid ARQ: theory, state of the art and future directions,'' 
in Proc. BG01 IEEE Int. Workshop Inform. Theory (JTW'07), Bergen, Norway, July 2007 (Inmted) 

44. S. El Rouayheb and E. Soljanin, "On wiretap networks ll,'' !007 IEEE Int. Sv,np. InJorni. Theory 
(ISIT'07), Nice, France, June 2007. 

45. S. El Rouayheb, C. N. Georghiades, E. Soljanln, A. Sprintson, "Bounds on codes based on graph 
theory," B001 IEEE Int. Bv,np. Inform.. Theory (1S1T'07), Nice, France, June 2007. 

46. E. Soljanin, N. Va.mica., and P. Whiting, "Rapt.or codes for hybrid ARQ," in Proc. ,'4th Annual 
Allerton Conference, Monticello, IL, Oct. 2006. 

41. O. Milenkovic and E. Soljanin, "Enumeration of RNA secondary structures: a constrained coding 
approaeh," ,10th A.rilotMr Confe:reru::,e on Sigools, S11ne:ma, anti Cr:,mputers, Monterey, California, 
Oct. 2006. 

48.. C. Chekurl, C. Fragolili, a.nd E. Soljanin, "Acllievable information rates in single-source non-uniform 
dema.nd networks," in Proc. B006 IEEE Int. Sv,np. Inform. Theory (ISlT'06), Seattle, WA, USA., 
July 2000. 

49. 0. Milenkovic, E. Soljamn. and P. Whiting, "Asymptotic spectra.of trapping sets in irregular LDPC 
code ensembles," 2006 IEEE Int. Gem/. Commun. (JOG '06), Istanbul, Turkey, June 2006. 

50. E. Soljanln, N. Va.mica, .and P. Whiting, "Punctured vs rateless codes for hybrid ARQ," in Proc. 2006 
IEEE Int. Inform. Theory Workshop (ITW'06), PUilta del Este, Uruguay, March 2006. (inmted) 

51. Y, Shi and E. Soljanin, "On multicast in qua.ntum networks," in Proc. ,10th Annual Conference on 
Inform. Sc:i,e:n.C8$ anti Syste:ms (CISS'06), Princeton, NJ, Marcil 2006. (tnmteti) 

52. 0. Milenkovic, E. Soljanin, and P. Whiting, "Stopping and trapping sets in generalized covering ar~ 
ra.ys," in Proc. ,10th Annual Ormference on Jnf<rrma,tion Sciences and Systems (O/SS'06), Princeton, 
NJ, March 2006. 

53, 0. Milenkovic, E. Soljanln, and P. Whiting, "Asymptotic spectra of trapping !lets in regular LDPC 
code et:U1embles," in Proc. ,43st Annual Allerton Conference, Monticello, lL, Oct. 2005, 

54. C. Chekuri, C. Fragouli, and E. Soljanln, "On throughput benefits and alphabet size in network 
coding," 2005 IEEE Int. Sv,np. Inform. Theory (!SIT BOOS), Adelaide, Australia, Sept.,2005. 

55. E. Soljanin, N. Va.mica, and P. Wbiting1 "LDPC codes for hybrid ARQ," 2005 IEEE Int. Sv,np. 
ln/oim. Theory ([SIT BOOS), Adelaide, Australia, Sept. 2005. 

56. R. Liu, P. Spaeojevic, and E. Soljanin, "Cooperative diversity with incremental redundancy tu:rbo 
coding for quasi-static wireless networks," in Proc. the 6th IEEE Intern.at. Work.th.op on Signal 
P~ Advanres for Wireleu Cammtcn. (SPAWC'DS}, New York City, June 2005. 

51. C. Fragouli and E. Soljanin, "Decentralized network comng,» Proc. 1005 IEEE Int. Inform. Tf1,eory 
Workshop (JTW'O-l,), San Antonio, TX, Oet. 2004. 

58. C. Fragouli and E. Soljanin, "On average throughput benefits for network coding," Proc. ,1!$1: Annual 
Allertcm Conference, Monticello, lL, Oct. 2004. 
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59. R. Liu, P. Spasojevic, and E. Solja.nin, "Performance analysis of multilevel punctured turbo codes," 
Proc. 4Sst Annual Allerton Cor{e:ren.ce, Monticello, IL, Oet. 2004. 

60. A. Ashikhm.in, N. Gopatakrisbnan, J. Kim, E. Solja.nin, and A. Wijngaarden, "On efficient link error 
pmiietion based on convex metriQll," in Proc. JEEB Vehicular Technology Conftl!l'f!lfWe (VTCBtJ04-
Fa.ll), Los Angeles, CA, Sept. 2004, 

61. C. Fragouli and E. Solja.nin, "Subtree decomposition for net.work coding," Proc. 8004 IEEE Int. 
Symp. Inform. Theory (/SIT 8004), Chicago, USA, June 27-July 2, 2004. 

62. R. Liu, P. Spasojevie, and E. Solja.nin, "Reliable channel regions for good codes transmitted over par­
allel channels,» Proo. 11004 IEEE Int. Svm,p, Inform,. Theory (ISIT 8004), Chicago, USA, June 27-
July 2, 2004. 

63. C. Fragouli and E. Soija.nin, "A oonneetion between network ooding and convolutional codes.'' Proc. 
StJ04 IEEE Int. Oort/. Commun. {IOC'04), Pam, France, June 2004. 

64. R. Liu, P. Spasojevic, and E. Soljanm, "Incremental multi-hop based on good punctured codes and 
its reliable hop rate," in Proc. IEEE Wimless Commumca.tions antl Nett.uoildng Conference 2004 
(WONG S004), Atlanta, Georgia. Mar. 21-25, 2004. 

65. C. Fragouli and E. Soijanm, a.nd A. Shokrollahi, "Network eoding as a coloring problem," in Proo. 98 
Annua.l Oonftl!l'f!lfflJe on InfmTTl,{J,tion Scieri,res a.nd Systems (OISS'04,) Prlneeton, NJ, March 2004. 
(invited) 

66. R. Liu, P. Spasojevic, and E. Solja.nin, "A throughput analysis of incremental redundancy hybrid 
ARQ schemes :witli turbo codes," in Proo. 98 Annuo.l Conference on ltl[orm,a,tion Scimres an4 
Systems (CISS'04,) Princeton, NJ, March 2004. 

67. R. Liu, P. Spa.sojevic, and E. Soljanin, "User oooperation with punctured turbo codes," Proo. 41st 
Annool Allerton Oonfenm.ce, Monticello, IL, Oet. 1-3, 2003. 

68, R. Liu, P. Spasojevic, and E. Soljanin, "On the role of puncturing in hybrid ARQ schemes," 8009 
Int. Symp. Inform. Theory (ISIT'09), Yokohama, Ja.pa.n, June, 2003, 

69. R. Liu, P. Spasojevic, and E. Soljanm, "Punctured turbo oode ensembles," 11003 In.form. Theory 
Workshop (ITW'Q9), Paris, France, Mar. 3l~Apr. 4, 2003. 

70. E. Soljanin, R. Liu, and P. Spasojevic, "Hybrid ARQ with random transmission assignments," 
DIMAOS W<>rbhop on Networi: Information Theory, March 2003. 

71. E. SolJanm and E. Off&\ "LDPC codes: a group algebra formulation," 2001 Worbkop on Coding 
and. Orgptograph'fl (WCC'Ol), Pam, France, Jan. 2001. 

72. A. Mojsilovic and E. Solja.nin, "Quantization of color spaces by fibonaccl lattices," fl001 IEEE Int. 
Symp .. Info.rm. Theory (ISIT'Ol), Washington, DC, June 2001. 

73. E. Soljanin, "Simple soft--output detection for magnetic recording channels," !JOOO IEEE Int. Symp. 
Itl[orm. Theory (ISIT'OO), Sorrento, Italy, June 2000. 

7 4. E. Offer and E. SoJjanin, "On the efficiency of some suboptimal algorithms for bit decoding of binary 
oodes," 11000 IEEE Int. Sym:p. Inform. Theory (ISIT'OO), Sorrento, Italy, June 2000. 

75. A. Mojsilovic a.nd E. Soljanm, "Quantization of oolor spaces and processing of oolor images by 
F!bon&eci lattices," 1000 SPIE Tnt. Sgmp. San Jose, CA, Jan. 2000. 

76. E. Soljanm and A. van Wijngaarden, "On the capacity of distance enhancing oonstraint.s for 
high density magnetic reoording channels," Proc. zggg Werkshop on Coding and Orgptogra,phy 
(WCO'DfJ), Pam, France, Jan. 1900. 
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77. E. Soljanin, "Coding for Magnetic Re<:ording Channels with Colored Noise and lntertrack Interfer­
enee," Proc. 1998 Inform. Theort/ Workshop (1TW'98) San Diego, CA, Feb. 9-13, 1998., pp. 24. 

78. B. Moiaio:n, P. H. Siegel, and E. Soljs.ni:n, "Error event characterimtion and roding for the equalized 
Lorentzian channel/' 1998 IEBE Jnt. 81Jfll!P. Inform. Theory (ISIT'98), Cambridge, MA, Aug. 1998. 

79. E. Solja.nin, "A Shamion Theoretic Study of Piilllrose Tilings," 1998 lEEE Int. Sump. Inform. Theofil 
(ISIT'9!1), Cambridge, MA, Aug. 1998. 

80. E. Soljs.nm, "Extended role of constrained coding in high density magnetic recording chamiela," 
Proc. JUD'/ IEEE Int. Workshop Inform. Theory (ITW'91), Longyearbyen, Norway, July 1997, 
(Invited) 

81. B. Moision, P. H. Siegel, and E. Soljain, "Distance-enhancing codes for digital recording.'' Proc. 
19D'/ IEEE Magnetic Rec. Conj. (TMRC'9'1) Minneapolis, MN, Sept. 1997. 

82. E. Soijai:nin, "A roding acb:eme for generating de-free sequences," lnterruI.tional Magnetics Confer­
ence (INTERMAG'91), New Orleana, Louisiana, Apr. l-4, 1997. 

83. E. Soljanin, "Decoding techniques for some specially constructed de-free codes," JgfJ7 IEEE Int. 
Conj. Commun. (ICC '97), Montreal, Canada, June 1997. 

84. E. Soljain and R. Urbanke, "On the performance of recursive decoding achemes,,. 19D'I IEEE Int. 
Symp. Inform. Theorg (I8IT'97), Ulm, Germ!Uly, July 1997. 

85. E. Solja.nin, "On coding for binary partial-response channels that don't achieve the matched-filter• 
bound," Ptw. 1996 lnform. Theory Workshop (ITW'96), Haifa, larael, June 9-13, 1996, pp. 24. 
(Invited) 

86. E. Soljanin !Uld 0. Agazzi, "An interleaved coding scheme for (l - D)(l + D}2 pa.rtial :response with 
concatenated Decoding," Proc. 1996 IEEE Glob,,d Telecomrm.mimeions Con/ • .(CLOBECOM'96), 
London, UK, Nov. 1996. 

87. E. Soljanin, "On-track and off-track distance properties of class 4 partial reapan&e channels," Pree. 
1995 SPIE Int. Symp. on Voice, Video, and Data Communications, Philadelphia, PA, Oct. 1995, 
vol. 2605, pp. 92-102. 

88. E. Soljanin, C. N. Georghiades, "A five-head, three-track, magnetic recording channel," Proc. 1995 
lEEE Int. S1Jfll!P, Inform. Theort/ (I8IT'95), Whistler, Canada, Sept. 1995, pp. 244. 

89. E. Solja.nin, C. N. Georghiades, "Coding for two-head recording systems," IEEE 7hi,ns. Inform. 
Theory, pp. 747-755, May 1995. 

90. E. Soljs.nm, C. N. Georghiadea, "Two-track codes for magnetic recording channels," Proo. 1994 
IEEE Int. Symp. Inform. Theory (ISIT'94}, 'Irondheim, Norw~, June 1994, pp. 150. 

91. E. Soljanin, C. N. Georghiades, "Sliding-block codes for two-track magnetic recording channels," 
18th Annuol Conference .on Inform. Sciences and Systems (GJSS'94.}, Pr.ineeton, NJ, March 1994. 

92. E. Soljanin, C. N. Georghiades, "On coding in multi-tr.a.ck, multi-head, digital recording systems," 
Proc. 1993 IEEE GlolJoJ Telecommunameions Oonf. (GLOBEOOM'93), Houston, TX, Dec. 1993, 
pp, 18-22. 

93. B. Pmmicic, S. Levi, M. Kezunovic, E. Soljanin1 "Digital metering of active and reactive power 
in non-sinusoidal conditions using bilinear forms of voltage and current. sam.pfes," Proo. IEEB Int. 
Sfjffl,p. on Net'flJOrks, Systems, and Slf]'tW,l Processing, Zagreb, Yugoslavia, June 1989. 

94. D. Derviaevlc and E. Soljanin, "Automatic generation control in hydro-thermal electric pawer sys­
tems," Lecture Notes in Control and Inform.. Sciences Series fiOl. 113, Springer-Verlag, System 
Mod.eli:ng and Optf.m~ IFIP'87, pp. 549-557. 
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95. N. Bajraktarevic, N. Cerimovic, D. Pikula, E. Soljanin, "Software package for real-time modeling 
of electric power system operation," YU CIGRE, Cavtat, Yngoslavia, 1988. (in Serl,o-Crwtmn) 

96. E. Soljanin, D. Pikula, "Long-term hydro scheduling, 11 1981 Yug. Symp. on Opemtions Research 
(SIMOPIS '87). Brioni, Yugoslavia, 1987. (in Serbo-Crwtmn) 

91. Z. Tica, N. Cerimovic, D. Hadziosmanovic, D. Pikula, E. Soljanin, "Software package for long-term 
planning of electric power systems," YU OIGRE, Cavtat, Yugoslavia, 1986. (in Serbo-Oroatian) 

BOOKS, BOOK CHAPTERS, EDITING 

1. C. Fragoull and E. Soljanin, invited monograph, Net'WO'l'k Coding /ibndommtals, Foundations and 
'Irends in Networking. Hanover, MA: now Publishers Inc., June 2007. 

2. C. Fragouli and E. Soljanin, invited monograph, Net'WOrk Coding Applications, Founda,tions and 
'Irends in Networking. Hanover, MA: now Publishers Inc., Jan. 2008. 

3. Advances in lnformatum ReoortlJ,ng, DIMACS Series in Discrete Mathematics and Theoretical Com­
puter Science, v. 73, American Mathematical Society, 2008, Paul H. Siegel, Emma Soljanin, B. Va.sic, 
and A. J. van Wijngaarden, eds. 

4. E. Soljanin, R. Liu, P. Spa.sojevic, "Hybrid ARQ with random transmission assignments," in Ad­
t1t111,ces in Network Information Theory, DIMACS Series in Discrete Mathematics and Theoretical 
Computer Science, v. 66, American Mathematical Society, 2004. P. Gupta, G. Kramer, and A. 
Wijngarden, eds. 

5. B. Marcus and E. Soljanin, "Modulation oodes for storage systems," in Th.e Computer Ef!,JJineering 
Ha,ndbook, Boca. R.iiton: CRC Press, 2002, V. G. Oklobdzija, ed. 

6. E. Offer and E. Soljanin, "An algebraic description of iterative decoding schemes," IMA Volumes in 
Mathematics and its Applications v. 123, Springer.Verla,,;, 2001, B. Mar<:us .and J. Rosenthal, eds. 

SELECTED INVITED TUTORIAL/EXPOSITORY TALKS 

1. "Network ooding; a combinatorial framework and an open problem," BIRS Workskop on Mathe­
nmtias .of Co~unic!ltions: StNJu.e:ruzs, Codes and Designs, Banff, January 2015. 

2. "Basics of Network Coding," BIRS Workshop on Applications of Ma,trof.d Theory and Oombino.torial 
Optimization to Information and Goding Theory, Banff, August 2009. 

3. "Network Coding: Theory and Practice," 8007 IEEE Int. S1/ffip. Inform. Theory (JSIT'O'l), Nioo, 
France, June 2007. 

4. "Hybrid ARQ: State of the Arti" 1!007 IEEE Int. Inform. Theory Workshop (1TW'07), Bergen, 
Norway, July 2007. 

SELECTED PLENARY AND INVITED RESEARCH TALKS 

l. Qu.Btt1JS for Data Access from Coded, Distributed Storage, 18th INFORMS Applied Probability So­
ciety Conference, Istanbul, July. 2015. 

2. Owud. Storage Space t.tS. Downlcw.d Time for Large Files, NYlT REU Program, New York, June 2015. 

3. Storage Gades and Data Ret'l'UlfJa.l, Workshop on Coding: From Practice to Theory, The Simons 
Institute for the Theory of Computing, UC Berkeley, Feb. 2015. 
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4. Codes for Swrage with Queues for Acceu, Workshop on Inform. Theory and Applic. (ITA), UCSD, 
Feb. 20Ui. 

5. Codes For All Seaso:n.s, plenary talk at 2014 IEEB Workshop on Inform. Theory, Nov. 2014. 

6. Urns t; Balls and Comm:anications, Dept. of Statistics, Univ. of Auckland, Nov. 2014. 

1. How Does Applied MfJth Become Applicable? MIT Graduate Women (GW6) student group coffee 
hour seminar, May 2014. 

B. A cod.ilng Tale of a Tail at Scale, Stanford, Apr. 2014. 

9. How Should We Code in Multicast to Div.erse Users and What For? Stanford, Apr. 2014, 311d 
University of Hawaii, Nov. 2014. 

10. Secret Lives of Coou: Prom Theorg·to Practice and Back 2013 Padovani Lect,ure at the 2013 North 
America.II: School of Information Theory, Purdue University, June 2013. 

11. ls Cooing Beyond the Pky.rical Layer Hetpjul in Content Centri.t Networking?, Workshop on Inform. 
Theory and Applic. (lTA), UCSD Feb. 2013. 
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Preface 

A steady increase in recording densities and data rates of magnetic recording systems in the last l 5 years 
is mostly due to advances in recording materials, read/write heads and mechanical designs. The role of 
signal processing and coding has been to make the best use of the capacity and speed potentials offered by 
these advances. As the recording technology matures, the hard disk drive "read channel" is becoming more 
and more advanced. reaching the point where it uses equally or even more complicated signal processing, 
coding and modulation algorithms than any other telecommunication channel and where, due to the 
speed, pow,er consumption and cost requirements, the challen~ in implementing.new architectures and 
designs hate been pus. hed to today's integrated circuitmanufaauring technology limits. 

This bobk reviews advanced coding and signal processing techniques, and architeaures for magnetic 
recording read channels. In the most general terms, the read channel controls reading and writing the 
data to/from recording medium. The operations performed in thit data channel include: timing recuv~ 
equaltZaric,n; data detection, modulation r:odingfdecoding and limited .error control: Besides this so-called 
data c:htmnil, a read channel also hasa servo channel whose role is. to sense head position information, 
and to regulate a proper posjtion of the head above the track. The ~r a:mtrol functions. of a hard drive 
reside in a controller, a sep~te system responsible for a diverse set of electronic and mechanical functions 
to provide the user with a data storage system that Implements the high-level behavior desaibed by the 
magnetic hard d:rive's,user interface. A trend in hard drive $f$tem& is to merge the functionalities of a read 
channel and conuoller into a so-called superchip. This book gives .an in-depth treatment of all of these 
subsystems, with an. emphasis on coding and signal processing aspects. 

The book has six sections. :Bach section begins with a review of the undedying principles and theoretical 
foundations, describes the state-of-the-art systems, and .ends with novel and most advanced techniques 

and methodologies. 
The first section gives an inuoduction to recording systems. After a brief history of magnetic storage, 

we give bask principles of physics of longitudinal and perpendkular magnetic recording. and the physics 

ofoptical recording. 
A modern bard disk drive comprises a recording. medium in the form of a thin film on a surface 

of a disk, an inductive write head and a giant magneto-resistive read bead. We describe lltld compare 
two types of recording mechanisms: (i) longitvdinal recording in which the media magnetic anisotropy 
is oriented in the thin film plane, and (ii) perpendicular re,cording, where the magnetic anisotropy is 
aligned perpendicular to the film plane. We discuss a pulse response, the media noise powers, and the 
signal-to-noise ratio calculation for both types of recording. In a recording system, the playback noise orig­
inates from the head electronics and the media magnetization random patterns. Generally the medium 
noise is decomposed into the direct current (DC) remanent and the transition components. However, 
the mmsitio11 jitter noise is dominant. ln longitudinal recording, due to the random anisotropy <lisper• 
sion, there always exist some levels of the DC remanent noise. However, in perpendicular recording, 
the loop .full squareness is required to maintain thermal stability. Therefore, the DC remanent noise 

vanishes. 

V 
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The principles of optieal rea:i:rding are becolml'1g increasingly im~t in hard drives because of 
a promise of a dramatic increase in the recording d~ity that can: be ad:deved by applying heat a$Si&ted 
magnetic recording (HA.MR). In this approach, a laser beam at the spot where data are being recorded heats 
the magnetic medii:u:n. Heating the medium r~ults in a reauction of the eoerdvi:ty required to write the 
clata to a level ~ssible by the recerding bead, while rapid subsequent cooling stabilizes the written data. 

We give an introduction !Uld history of magneti<: recording heaas, their evolution and importance, 
rollowed by a description of the write head for both longitudinal ana perpendkulat recording. We describe 
how various write head design parameters affect the written and read-ba<:k waveform111. 

It is well undemood that one of the key challenges to· increasing areal density in magnetic recording 
syttems is media noise suppression. Reducing thew of magnetic domains written to the medium, which 
has been the conventional approach to this problem, has a side .effect whereby the magnetic domains 
become theo:nally unstable. To avoid this, so-ealled super paramagnetic effecw media with mueased 
coerc.ivity are being used. However, the magnetic materials from which the head is made limit the fielas 
that can be applied, and these limitsare being approached.When the bit size is reduced, the signal:~to-noise 
ratio is decreased, making the detection problem much more difficult. 

The first section should equip ftle reader with a solid undemanding of the physieal principles of write 
and read bad{ pr()CeSSe5 and constraints in designing a data storage syttem. · 

These,cmd seaiongivescommuniationandinfon:nation theorytoOlsnetesSatYforadesignandanalysis 
ofcoding and signal processing techniques. We ·begin with iaodeling the r.eoording channel. Design and 
analysis .of coding and signal processing techniques require asuitablecomm.unicatiOns channel model fur 
magnetie storage systems. Such a model shouldcorrtedy reflect the essential physics of the read and write 
processes of magnetic :recording. but must also provide a system level deserlption that alloW& convenient 
design, analysis and sitnulation of the communiations andsignalprocessingteclmiqu.es under study. We 
introduce common signal and noille models for reeording thannel models. statistical analysis tools, and 
partial response (PR) signaling as a method of contr01ling the in~ •interference (ISl). We give 
models for mediwn noise; neruinear distortion of magnetic transitiont. and jitter. We show the effect of 
these noises on a number.of conventional data detec:ton. 

The first chapter cm error control oodes mtrodnc:es finite fields and error conec:tion caP,abilities of 
algebrakallycortstructedanddecodedcodes. We introduce finitefields,definelinearoodesover~tefielas. 
discuss the relation between minimum distance and error correction capability of a code,introdnc:e qclic 
<:Odes and Reed-Solomon (RS) codes and explain m det:ail their encoding and decoding algorithms. The 
second chapter gives a theoretical foundation of message-passing algorithms and linear time sub-optimal 
probabi!istie decoding algorithms that achieve near optimlllll performance. Recently such algorithms 
have attracted tremendous interest and have been investigated as an alternative decoding scheme for new 

generation of read dlannels. 
The next chapter revieWSsoiksystems, the theoretical Foundation ofconstrained ( or modulation) codes 

that are used to translate an arbitrary sequence or user data to a ch~ sequence with special properties 
required by the physics of the recording medium. Modulation coding in a read channel •serve& a variety 
of important rotes. Generally speakin~ modulation coding eliminates those sequen<:es from a rec:orded 
stream that would degrade the error performance. for example, long nms of consecutive symbols that 
impac:t the tilml'1grecovery or sequences that result in signals on a small Euclidian distlUlce. 

The section enas with a view of reeotding channels QOm the information theory standpoint, and a 
chapter summarizing techniques for bounmngthe capacityof a PR channel.Such resultsareveryimport!Ult 
m that they provide theoretiw limits on the performance of practical coding/decoding seheme111. Smee 
recording channels an be modeled as ISl channels with binary inputs. we first present the capacity of 
the general ISI channels with additive white Gaussian noise, which is achieved by correlated Gaussian 
input.. When taking the constraint of binary inputs into !lCCOmlt. no dosed'-form solutions exist; however. 
several upperandlowerbounds.aredmved: Monte-Carlo simulation techniques to estimate the achievable 
information rates of 1S1 channels are also descn'bedf The simulation-based techniques Qltl be extended 
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futt;her to compute the adnevableinformation rates of the magneticr@rdingcluumeh with.media noise, 
present in high density recording systems. 

The third section begins with a desc:rlption of physical and logical organization of data in various 
recording syslem$ and method$ of increnhlg recordmg density. Then we give a cnm section of the state­
of-thHrt read channels and explain.their $Ubsyste.lXIS. We explain organizati® of.data on the disc trades, 
servo secton and data~. seeking and trtcking operatioDSt and phase and &equenc:ya~~on. The 
$11Ction on servo information detection.explain$ Hn$ing radial information and read channel subsystem 
used to perform this operation. 

The image of a magnetk storage device presented to a host computer by a sti!Ildard interface is an 
ab$trac:tion quite different from the reality of the actual mechanisms providing the means fer storing 
data.. The devite's presentation via the interface· is that of a linear and contiguous anay of data blow 
that are trivially read frem and stored in a defect-free spate of logical blacks. this image belies the 
elaberate choreography of signal processing, coding.data stmct:ure,contr0l systans, and digital electronia 
technologies that is exercised with everyhlock of data moved to and from the magnetic media. The function 
oh hard drive controller is to implement and coordinate the operation of these disparate technologies so 
as to map the behavior of the physical storage device into the abstnc:tstorage model defined by the drive's 
intetm to the host computer. The chapter on hard drive controllers descn'bes some of the arc:hitec:tutes 
implemented hy c:um:nt hard drive controllus to ~e this function. 

The fov:rth section is concerned with modulatien and error control «>ding.fur ri!ad channels. It starts 
with an introduction of modulation coding techniques. The first class of constraintll disc:USHd is the 
nmlength p,nstraint. It is the most common constraint in hard drives and is imposed to beund the 
minimal or muimal lengths of consecutive like channel symbels in. order to improve timing recovery, 
reduce:intetsymbolinterferenc:e:ill channelswithm:essbandwidthandreducetransition noise in nonlinear 
media. Yk~. discuss other important clas$11S of codes: namely maximum transitioii run {MTR} roding 
and $pec:tmm·shaplngc:odes. 

Maximum transition tun tonJtraint. which limits the number of conBecutive transitions, improves 
minimum distance p~es. of recorded sequences for a varii!t}' of channel responffl applicable to 
recording systems. The chumel is charaaemed.bytypes of error events and their oc;cummc:e prohahility, 
and pair$ of coded sequences that produce these errorJ are determined. This a:mhiguity is resol~d hy 
simply mfo:rc:mga constraint in the encoder, which prevents one or beth of the coded sequenc:es. 

The first type of spectrum shaping codes considered here is codes with higher order ·spi:ctr-1 zero at 
wo frequen.c:y. Another class. of spi:wum shaping codes was invented to suppon the use of frequency 
mumple:icmg technique for track following. Both techniques require the existence of spectral rnills at 
nonzero frequencies. The thud class of spectrum shaping codes is those that give rise to spectral lines. 
Their purpose is to give the r:e&rmce information to the head positioning servo system. 

We continue with modulation .codes with error correcting capability and convolutional codes for PR 
channeh designed to increase the minimum Euclidean distanc:e. The section continues with an overview 
or the research in new c~ of modulation codes and detection techniques: capacity appro1.ching codes 
for partilll r1!$ponse channels, coding and detection for mumtrack systems and two~dimensional PR 
equalization and error control. 

The fifth section gives an in depth. treatment of the signal processing techniques for read channels. lo PR 
channels a clock is used to sample the analog waveform to provide discrete samplei tosymbol-hy-symbel 
and sequence (Vitetbi) detectors.. Improper synchronbation of these discrete samplttwith.respect to those 
expected by the det«tors for a given partial response will degrade the eventual bit error rate (BER) of the 
system. The goal of adaptive timing recovery is to produce samples for a sequence detector that are at the 
desired sampllngimtanaes for the partial rl!$pon&e being used. We review the basia of tinting recovery as 
well as commonly used algorithms for timing recovery in magnetic recording channels, and we introduce a 
novel technique called intetpolated timing reawery. We also introduce adaptive equalization arc:hit~ 
for partial response channels. 

vii 
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Data in a disk drive is stored incona:rn:ric tracks, and when a given track needs tobe accessed, the head 
assembly moves the read/write head to the appropriate radial k>c:ation. This positioning of the bead on 
top of a given track and maintaining a proper position is aQhleved by the us.e of a feedback s.ervo S}'ltem. 
The servo S}'ltem analysis im:l\1des a chapter Qn head position estimation and a chapter on servo signal 
proces4ing. The first cha,ter reviews methods to estimate theheadpositiont which is uniquely determined 
frQm the radial and angular position of the head.with re,pect to a disk surface. 

The m:ond chapter gives an QVemew of servo channel signal processing using example& .oftechniques 
employed in practical servo· channels. It reviews. how detectors for PR cbaoods ..;an be used to improve 
the detection of the servo data with time varyiag Viterbi detector matched to a servo code. 

The first article on data detection gives the basic detection principles and technkJues. The second one 
descnoessignal dependent detectors. Jt introduces the concepts and tools necessary for performing optimal 
detection for !SI channels when the noise is not AWGN and signal dependent. We describe the techniques 
to design both hard and ooft decision detectors, in particular the so-called K-step, noise prediction and 
signal dependent noise prediction detectors. 

We end this sectien with an overview of traditional architectures fur signal procming in magnetic read• 
:write channels. Today'$ dominant arQhlteaw:e, where the majority of signal pr0Ces$Ulg is perfermed in 
the digital domain isanaly,:ed in detail. The main c:bal1engesandalternatives for implementation of major 
building blecks are discussed.. As the previous chapters bad covered the theeretica:l a$pect$ ef operation 
of these blocks in considerable detail, most of the discUSJion in this chapter focuses on architecture$ and 
tec:hmqUa that are used inpra<Ztica:l read channels: Thetedmiqu,es for implementing iterativedeoodersas 
possible fume detectors are presented at the end of this chapter. 

We conclude this book by the review of new trends. in cixling. namely iterative decoding, .given in the 
six:tJt. section. Iterative coding techniqtteS that improve the reliability of input-constrained ISl channels 
have :r,eeently driven considerable attention in magnetic recording applic:ations. 

It )las beens1u:iwn that randomly elected code$ of\rery large block IengthJ can aQhlevechannel capacity. 
One way of ootaining a large block length code is concatenating two sin'lpie code$ so that the encoding 
and the decoding of the overall code are less complex. Turbo codes represent a way of oon<Zlitenating two 
simple codes to obtain.codes that achieve the channel capacity. In turbo coding. two S}'ltematic reczu.mve 
oonstituent oonveluoonal encoder$ are oon.cat:enated in parallel via a Ieng interleaver, Fof decod~g. a 
practical suboptimal iterative decoding algorithm is employed. The first chapter in this seqlon desczn'bes 
the turbo coding principle in detail. 

Drawing inspiration from.the suc:eess of turbo cedes,uveral authors.have oonsidered iterative decoding 
architectures.for roding schemes combining concatenaoon of outer block, amvolutional or turbo encoder 
with a rate one code repraenting the channel, Such an ar<hitecture is equivalent to a serial ooncatenation 
of codes with the inner code being.the ISI chan.nel. The decoding of such. concatenated codes is facilitated 
using the concept of codes on graphs. 

We oontinue with anintteduction to lo:w-densityparity check(IJJPC} codes, and describe single-parity 
check turbo product codes and well-swctured LDPC codes. We describe several classes of combinatorially 
constructed.LDPC cedesuloug with their performance PR channels. Due te their mathematica:l structure, 
and unlike random code$, then IJJPC codes ·.can lend themselves to very low {;Omplexity implementa• 
tions. We desetibe constructions of regular Gallager IJJPC codes: based on combinatorial designs. finite 
geometries md finite lattices. 

Two constructions of single-parity check (SPC) codes are amsidered, on4 in thefonn of turbo codes 
where two SPC branches are concatenated in parallel using a rando!ll inferleaver, and the other in the 
fmm of product oodes where multiple SPC codewords. are manged row-wise and column~wise in a 
two-dimensional array. Despite their small minimum distances, concatenated SPC codes, when combined 
with a precoded PR channel, possesagood distance spectra, 

The 1"t tibapter introduces turbo cocling for multi-track ream.iing channels, It desen1:ies a modified 
lf!Hil:dmum a pa#llriari (MAP) detector for the multi-t;rack ~ with ~c er random ITI. 
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Th¢ turbo equafu:ation and the iterative decoding m: perfonned by exchanging the soft infonnation 
l)etween the d:umnelMAP dete(;tor and th.e outer soft~input soft~utput decoder that corresponds to the 
outer encoder. The resulting system pmonnanc:e is very close to theinfonnation theoretiOll limits. 

We would like to end tlrlB preface by adalowledging the excellent work done by the contributors. Am:i 
it is a pleuute to admowiedge the financial support from the li!ational Science Foundation (Grant CCR 
020859) and the wntinuous $UppOX't ftom the Information Storage lndustrY Consortium and Seagate 

Teehnologies. BaneV8$i.c: 
Erozan M. ICmt85 
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Sofl~Output Deaiding o£M.od!.dati<m Codes • ll,e\lemd 
C,o~tion 

11.1 Introduction 
Modulation codes areusedto consuam:theinaiwdual sequences that ~TeCOTded in data stt::m11emannels. 
sumasmagneticoToptiad~ortapedrives. Tbewmtrmntsareimposedin orduto lmptavethedetection 
apabilitiesofthesystem.Perbapsthemostwidelybown constrain:ts are.the,:unlengthlimited (RLL(d, k)) 
constraints. in which ls are required to be separated by at least d and no rnore thank OSi, Sud> comtraints 
a:re useful in data remtdmg channels that employ~ detection! wavefoTrn peus, corresponding to data 
ones, are detected independently of one another. The d-constraint haps to increase linear density while 
mitigating intenymbol interference, and the k-constraint helps .to provide feedback for timing and gain 

conttal. Peu detection was. widely used until the early 1990!. While it Is sill! used today in some magnetic tape 
drives and some optical recording devic~ most high density magnetic disk drives now use a form of 
malQfnum likelihood {Viterbi) sequem:e detection. The data recording.channel is modeled as a linear, 
discrete-tl.nul, communicatiot'l$ mannel with lntersymbol interference tISl), described l)y its transfer 
function and white Gaussian noise, The transfet function is often given by h.(D) = (1- D)(l + DY', 
where N depends on and increases with the linear recording density. 

Broadly speaking, twO classes of constraints are of interest in today!s high density recording channels: 
{1) constraints for Improving timing and gain control and simplifying the design of the Viterbi detector 
for the channel, and (2) constraints for improving.noise Immunity. Some com.traints serve both purposes. 

Constraints in the first cl• usually take the form oh PRML ( G, I) constraint: the maximum run of 
05 is G and the maximum nm of 011, within eam of the two substrings defined by the even indices and 
odd indices, is I. The G-oonstraint plays the same role as the k~constraint in peak detection, while th.e 
I ~constraint enables the V'nerbi detmor to work well within practical limits of memory. 

11-l 
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Constraints in the se«ind ehm eliminate some of the possible rec9rded seq11et11:es in order to ina:ease 
the minimum distance bei:ween those that remain or eliminate the possibility of certain dominant en-Qr 
events. This general goal does not specify how the ~nts should be defined, but mmy such constraints 
huve been constrUcted {28 l and thereferenm therein for a variety of examples. Bound$ on the capadties 
of coll$traints that avoid a given set of error events have been given in { 26]. 

Until recently, the only known constraints of this type were the matched-spectral-null (MSN) con­
straints. They desmbe sequences .. whosespecttal nulli match those of the channel and therefore increase 
its minimum distfflce. For example,.aset: ofDC-balam:ed sequences (i.e.., sequences of ±1 whose au:umu­
lated digital swnsare bounded) is an MSN constraint forthe c:hannelwith transfer function h(D) = 1-D, 
which doubles its minimum distance f 18}. 

During the put few yew, significmt progress has been made in defining high capacity difflll:'lce en-
hancing constraints for high density magnetic: recording channels. One of the earliest examples of such a 
constraint is the maximum tmisition run (MTR) consrraint [28), which constrains the maximum run of 
ls. We explain the main idea behind this type of distance-enhancing codes in Section 11.3. 

Another approach to eliminating problematic error events is that of parity coding. Here, a few bits of 
parity are appendrd to (or inserted in) each block of some large me, typiwly 100 bits. For some of the 
most common error events, any single ou:u:rrence in each block cm be eliminated. In this way, a more 
limited immunity against noise c:m be achieved with less coding overhead [5}. 

Codingformorerealisticrei:ording channelmodrls that:includecolored.noisemdintertrackinwference 
are discussed in Section lU, We point out that dfliermt constraints which avoid the same prescribed set 
of differences may: have different performance on more realistic channels. This makes some of them more 

attractive fot implementation. 
Pora more complete introduction to this subject. we i:• the read.et .to any one of the many expository 

treatments, such as (16], [17],.or [14}. 

11.2 Constrained System& and Codes 
Modulation codes used in almost all conmmporary storage products belong to the ~ of conmam. • ed 
codes. These codes encode random in.put sequence$ to sequences that obey the const:r+.t of a labeled. 
dirsed graph with.a finite number of states ai:Jd edges, The set of c:omsponding oomtr~ sequences 
is obtained. by reading the lat,els.of paths through the graph. Sets of such sequences are called constrained. 
systems or constraints. Pipe l 1.1 aad figure l 1.2 depic:t graph tepresenta.tions of an RU. oon$traint md 
a DC.balanced oonstrain.L 

0 

1 , 
::© 

-1 -1 
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of special interest are those i;onsmdnta that do not contain (globally or at wtain positions) a finite 
number .of Mite length strings- These systems are called systems <>ffuute type (PT). An FT system X over 
a1phabet A can always be characterized by a finite list lif furbidden stringl :F == {w1, ••• , WN} of symbols 
ill ,A Defined thi$way. PT systems will be denoted by xf Thellll. i;o11straints form a prominent dass of 
pr consttaiat.s. while DC-balanced constraints are typiatlly not P"I: 

Design of constrained codes beginnrith identifying conm:aints, such as those described in Section l l.l, 
that achieve certain objectives. Once the system of consttaiaed sequenas is spec:ified, information bits 
,re trmSlated mto sequences that obey the conatraints via an rncoder, which usually has the fonn of a 
tmite•state machine. The actual set of seq:ueru,ei produced by the encoder is called a conatrllined code 
and is often denoted C. A dewderrecevers user se41.1ences from constrained sequences; While the decoder 
is also implemented as a linite•state machine. it is usually requiiied to have a stronger preperty, called 
sliding•bleek decodablility, which oontrols error propagation [24 J. 

The maximum rate .of a constrained code is determined by S111mnon capacity. The Shannon capacity or 
simply capacity of a.COBstrained system. denoted by C, is defined as 

C = lim log2 N(n) 
....... fl 

where N{n) is the number of sequences oflerfgth n. The G1tpacity of a constrained system represented by 
a graph G Qtll be ~ilr computed from the tildjaal'ic:y matrix (or state trrmsition mani:1:) or G (provided 
that the Iabeliitg of G satisfies some mildly innocent properties). The adjacency matrix of G with r states 
and a;; edges&omstatei to state j, l :5 i, j !Sr, is ther x r matrix A =A(G} = {av),.,.,. The Shannon 
capacity of the constrllint is givm by 

C = log2 J.(A) 

where ).{A:) is :the largest real eigenvalue of A. 
The st411-spliffing algorithm [l] (see also. (241) gives a general procedure for. comwcting constramed 

codes at any rate up .to cap~ty. ln this algo:ritmn, one itarts with a graph represe11tation of the desired 
conm'llintand men transforms it into an encoderviavatjoU$ graph-theoretie operations:includmgsplitting 
and mergi.ngofstates. Gwen a desired coosttaintand a d•ed rate pjq :5 C, one or more roun&of stJte 
splitting are perform~; me determination of which states to splitand how to split them is governed by an 
approximate eigenvector, thatis, a vector x satisfying At x 2:. 2.1' x. 

There are many other·vefy important md interesting approaches to oonstrained code construction -
far too manyt<> mention here. One approach i=omb:inentate-splittmg with look·ahead'encoding to obtain 
a very powerful techm4ue which yields competent codes U 4 ]. Another approach involves varlable•length 
and time-vaeying variations of these tedmiques [l, 13]. Many othm' effective coding constmctiona are 
described in the monograph ( 17I. 

Por high.capacity constraint&, graph transforming techniques, such as the state-splitting algorithm, mar 
result in encoder/decoder m:hiteGti.u'es with formidabiecomp1mty. Fortunately, a blodc.encoder/decoder 
architecture with acceptable implementation complexity for many constraints Qtll be detigned by well­
known enumerative !6l, and other.combinatorial {32) as well as heuristic techniques (lS]. 

'Iranslation of £Onstrained sequence& into the channel sequences depends on the modw.ation method. 
Saturatio11 reoordingofhina.ry information on magnetic medium is accomplished by converting an.input 
sueam of data into a spatial stream of bit cells along a track where each cell is fully magnetized in one of 
two possible directions, denoted by O and I. Tbete are two important modulation methods commonly 
\lied on magneticreoordingchannels: non-mum-to.,zero (NRZ) and rrwi{fo:d non-retum-to-MTO (NR.Zl}. 
In NRZ modulation, the bmary digits O and l in the mput data stream correspond to O and 1 directions 
of cell magnetizations, respectively. In NRZl modw.ation, the •binary digit 1 cormponds to a magnetic 
transition between two bit cells, md the binary digit: 0 corresponds te no transition, For ~ple, the 
clwmd constraiBt which forbids transitiom in two neighboring bit-a:lls, can be a~mplished by either 
:F = {11} NRZl c:onsn:aint or :F = {101,010} NRZ constraint. The graph represmtation of these twO 

constraints :is shown in Figure 11.3. The NRZI representation is m thls case simpler. 
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FIGURE JU TwoequivalentconstmnUI: {a).F"' [11) NRZI,and(b).r = {101,0tO} NRZ. 

11.3 Constraints fo:r ISi Channels 
We discuss a.class.of codes known as CtJdt!s which avoidspeajieidifferences, This .is the onlyelass of distiince 
cenhancing codes used in commercial. magnetie reeordmg sy&tems. There are two main r!i!aSOnS for :thi.s: 
these codes simplify the channel detectors relltive to the 1meo&:d channel and evenhip;h rate codes in this 

class ean be realized by low complexity encoders and decoders. 

11.3.1 Reqtdre~~ts 
A number of papers have proposed usingeonstrained cods to provide coding gain on c:ham1els with hip 
ISi (see [4, 10, 20,.2,8)). Themain idea oftbisapproachc:allbe desmbedas follows {20}. Consider a disaete­
time model fotthemagneticreeordingchannel with possibly constrained input a = {a.} E C ~ {-1. l}°", 

impulse mponse {h,,}, and output r = {7.,} given by I 
y.,, = 1:a,..h,.-,. + ·1111 

"' 

l 

(11.l) 

where h(D) = E,. h.,D" = (1 - D){l + D)l (£1PR4) or h(D) = E., h,. == (1 - D)(l + D}4 (l?;1PR.4), 
ff,. are independent Gau.mart random variables with zero mean and variance o-1 • The quantity l/t11 is 
referred to •· the sign,dsto-noise ratio (SNR.). Toe minimum .distance of the uncoded channel (Equ-

ation n.n is 

wherei(D)= ~~i1D',{i1 e {-1,0,1},io= l,f:l-1 ;):O) isthepolynomialeoTre$pOlldingt0anormal.­
ized inpnt error sequence !! = {,, l~:fi of length l, and the squared norm of a polynomial is defined as 
the sum of its squared eoeffidents. The minimum distance is bounded from above by fth(D)ll1, denoted 

by 

d~ = 11h(D)lr2 
(Jl.2) 

This bound is }mown.as thematchea-filtM l,eund {MFB), and is achieved when the error sequence oflenP 

l = 1, that is, i(D) = l, is in the set 

arg .fm'° llh(D)e(D)U1 
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por c:baMek that fail to achleve the Mn. that is. for which d;i., < Uh(Dlll', any error sequences f{D) 

rorwmch 

(11.4) 

art t1fl~ l :::; 2 llll<l may belong to a comt.rained $}'$tffll xt1.0·11, wh.ere t, is an appropriately chosen 
jmlte list of .forbidden suing&. 

Ftlf codeC, we write the set of all admissible nonzero error !>equences u 

£(C) =fee {-1,0, l}ml 

et,. O,e - {a -b)/2, a,b e. CJ 

Given the condition e{C) ~ xt IAIJ, we seek to identify the least restrictive finite collection :F of blocks 
over the alphabet {O, l l so that 

(11.!i) 

11.3.2 Definitions 
A constramed code i!> defined by specifying F, the list of forbiddtn strings for code sequences. Prior to 
that one needs to first characterize error sequences that satmy Equation l 1.4 and then specify C, the list 
of f'orbid4,en strings foT erro.r sequences. Brror event .<iharactetization am be done by using my of the 
method!> desc:.ribed by Karabed et al. [20 }. Specification of C is\l$llally straightforward. 

A natural way to constrncta collection :F of blocks forbidden in code sequences based on the collection 
t:, ofblocks forbidden in error sequences is the following. From the above definition of error $1!(J!ltnCU 

c.= {c.;}weseethatf, = 1 requires a,= l mdfi =-1 requi:resa, = 0, thatis;«,·=·Cl +e,.)/2.Foreac:h 
block we e. t., construct a list F..,, of blocks af the wne length l .acmtding to the rule: 

F.,, = {we E {-1, 1)11 

w~ = (1 + w~)/2 for all i for which w} :,HT} 

Then the collectiooF obtained ilS F = Uw,ecJ!F,., satisfie& requimnent (Eqnation.11.S). However, the 
constrained system xtll obtained this way may not be the most efficient. (Bounds on the achievable rates 
of codes which avoid speci1ied differences were found recently in [26}.) 

We illustrate the above ideas on the example of the E2PR4 channel. Its uansf'et function is h(D} = 
{l-D}(I + D)3, and its MPB is H(l - D}(.1 + Df • lU1 = 10, The errorpolyno.mialE(D) = l - D + D1 

is the unique error: polynomial fQr which 11(1 - D){l + D)~f(D)H2 = (>, and the error palynomials 
f(D) = 1- D+ D2 + D~ - D" + D1 andf{D) = E:::i(-1)' r,l forl?: hretheo.iilypo1ynomiatsfor 
which U(l - D)(l + D)3,(D)l!2 = 8 (see [20]). 

It iseasyt0show that theseermr events are not in theconstramed error set defined bythelist offorbidden 
erroutrlngs.t: = { +-+ 0 0, +-+-}, where + denotes .l and - denotes. -1. To see that, note thatan error 
sequence that does not contain the ming +-+00 cmmot have .error pelynomials ,{D) = 1 D + D2 

or e(D) = l - D +IP+ Ds - D" + D1, while •n error sequence that does not con~ string+-+­
cannot have an error polynomial of the form ,tD) = r::::i(-l)i D1 for l ?: 4. Th<:refore, by the above 
procedure of defining the list of forbidden a>de strings. we obtain the :F = {+-+} NRZ constraint, tu 
capacity is about <Ul. and a rate 4/ 5 code into the constrait:lt was first given in [ 19]. 

ln (20), the following approach was used to abwn sevt;tal higher rate constraints. For each of mot 
strings in C., we write all pairs of cllannel strings whose difference is the error string. To define F. ~ look 
for the longest string(s) appearing in atleut one of the strings in each channel pair. For the example above 
and the +-+ 0 0 error $tfing, a 0!$e-by-cue analysis of channel pairs is depicted in Figure ll.4. We am 
distinguish two types (denoted by A and Bin the figure) of pairs c>f code sequences involved in forming 
an error event. ln a pair of type A, at leut <:>ne <:>f the sequences has a transition tun of length 4. 1n a pair 
of type B, both sequences have trantition runs oflength 3, but for one of them the tun $rts at m even 
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PlGlJRli i J.4: Possible P:lirs of ;sequenm for which enor eveat + - +00 mar occur. 

position and for the other at an odd position. Thi;;. implies that an NRZl CQBStrained system that limits 
the nm of ls to 3 when it stattS at an odd position, and to 2 when it statts at an even position, eliminates 
all pombilities shown bold-tila:d in Figure l u. In addition. this constraint elimin~tes all error sequences 
containing the &tring +-+-. The capacity of the constraint is about 0,916, and rate 8/9 btoclt codes with 
thiswmtramthas been implemented in several commercial read channel chips. More about the corutraint 
and the codes can be found in 14, 10, 20. 21 ). 

11.4 Channels with Colored Noise and Intertrack Interference 

Map:etic recording systems always operate in the presence of colored noise interttack interference. and 
data dependent noise. Cods for these more r.ea1fmc dumnel models ate studied in (27]. Below, we briefly 

outline theprobl=. • • 
Data l11CQrdingand retrieval process is usually modeled as a linear,.continuous-time, communications 

channel described by its Lorentzian step response and additive white Gaussian noise. The most common 
discrete-time cbamiel model is gjven by l!quatien 11.l. Magnetic 111COrding systems em.pi,, channel 
equalization to the mf.>St closely matching transfer funcdon h(D) = Lit h,,D11 of the eonr it(D) = 
(l - D)(l + D)l'l. This .equalization alters the spectral density of the noise, and a better cha:dnel model 
amunes that the '111 in Equation U.l are identi~y dism'buted, Gaussian random variables wi1:h zero 
meint, variance ct1, and normaliied aoss-correlation B {111111d/i.r2 = p..4. 

In practice, there is always intertrack interference (m), that is, the read head picks up map:etization 
from.an adjacent tr11.ck. Therefore, the cluinnel output is given by 

(11.6) 

"' "' 

where {g."} is the disctete~time impulse response of the head to the adjacent track, and :ic = {.;,.} e C is 
the sequence 111COrded on. that track. We assume that the noise is white. 

In the ideal case (Equation 11.1), the probability of detecting b given that a was recorded is equal to 

Q(ti(c;)/u). whered(E) is the distance betWeella andb given by 

(11.1) 

Therefore, a lower bound. .and a dose approximation for small u 1 to the minimum probability .of a.1l 

trror..event in the system· is given by Q(~/a ), where 
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i5 the emmnelmimmum ~ce of codeC. We refer to 

#m • min i(E) 
ce(-lAll"" 

11-7 

(11.8} 

ll5 the minimum distance of the uncoded channel, and to the ratio iffflll;:;/dmin 1111 the gain in distance of 
c.O(ff!C overthe Wlcodedchannel. 

In the caseof colorednoise, the probability of detecting & gjventhata was recorded equals to Q(-6..( e)/a ), 
wbeN A( fl) is the distance between a and b gjven by 

1 [ E .. ( E.,. E,.,..h.,, .... .) 2] 2 
A (e) = =--=-,,,.,;;;;=:....::..;;;;=..,......-"'="'----,-

. E,. Ei.(E., Emhn-m)P¥t-k (E,., Emht-m) 

'fhlll'efore.a.lowerbound to the minimum probabilityofanerror-event in the~is given by Q( Am1n& /a), 
where 

In the case ofm (Equation 11.6), we !II'e interested in the probability of detecting sequence b given that 
~uen~ a W1111 recorded .on the track being read and sequence x was recorded on an adjaamt track. This 
probability is 

Q(l{&.x)/11). 

where l(e, x} is the distance between a and bin the premice of x givim by [50} 

Tberefote a lower boUIId to the minimum probability of an erroMventin the system is proportional to 
Q(~/a), where 

Di$tante &m.\n.C can be bounded as follows {50)~ 

Dmin;C 2: (l - M)4un,c (11.9) 

where M = mu,..,.l!C J::,,, x.,g11_,,,, that is, M is the maximum abwlt!te value of the interferena:. Note 
that M = E. lg.!. We will assume th.at M < 1. The bound is echieved if and only if there msts m fl, 
d (E) = d,mn;e, for whim E,,. E..,h.,..,. E {-1, 0, 1} foralln,andthereexlston x EC such that Em x,,.g., .. ,,. = 
,;Mwltenevt:.r E111 1:,,.h.,..,.. = ±l. 

11.5 An Example 

There are codes th;1t provide gain in minimum distance on c:hennels with ITI and colored noise, but not 
on the AWGN channel with the same transfer function. This is best illustrated ll$118 the example of the 
partial response c:haMel withthetram1fer function h(D),,,. (l - D}(l + D)l Jinown as EPR4. It is well 
known that for the EPR4 channel ;:1:,_ = 4. Moreover, 1111 ~ in Section 11.l, the following result 
holds: 

1.>ropoaition 11.l Error events E(D) such that 

d2{E)=d!. =4 
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or 

k-1 
E(D) = ED1i, k?: 1 

jcil 

1-1 

E(D)- E<-1}1 D'. l?: 3 
i.O 

Therefore, an improvement 0£ error-probability performance can be aa::ompll$hed by codes which elimi­
nate the error sequences E: containing the strings -1 + l l !JU,d + l - I + l. Such codes were extensively 

studied in [20). 
In the QtSll o£ m Equation t 1.6, we assume that the impulse response to the reading head from an 

adjacent track is described by g(D) "" aH(D}, where the parameter a depends on the track to head 
di$tance. Under mi$. :JSSumption, the bound (.Equation 11.9) gives o!m ?: d!m{l - 4a P. The following 

result was shown in {30]: 

Proposition lVl Brror•eve11tu(D) such that 

take the following form: 

mint1(e,x} = &!m = a!imO 4aJ1 = 4(1 - 4a)1 

-,,,;C 

1-l 

E(D)= E<:-l)'Di, l :::;5 
icll 

For all other error sequences for whichd1(E) = 4, we have min.,g &1(t:,:r) = 4(l Sa)? •1 
Th.dore, an improvement in error-probability pmormance of this channel can be aq:Omplished by 

limiting the length of strings of alternating symbols in code $eqllffla!S to four. Por the NRZl. type of 
recording, th!$ can be .achieved by II code that limits the rons of sm:tesslve ones to thrtte. Note that the set 
of minimum distance error events is smaller than in the case with nom. Thus.performance improvement 
can be accomplished by higher rate codes which would not provide any gain on the ideal channel. 

Channel equalization t<> the EPR4 target introduces cross-correlation among noise samples for a range 
of current linear recording densities (see [21) and teferen.ces therein). The following result was obtained 

in [2:7]: 

Proposition 11.3 Error evenm E(D) such that 

t.l(E) = Di~ 

take the following form: 

1-1 

E(D}=E(-l)'d, l2;3, lodd 
1-0 

Apin. the set of mininlum distm« error events is smaller than in the ideal case (white n<>ise). and 
performante improtement can be provided by codes which would not give pny gain on the ideal channel. 
F<>r mmple, since all minimlUTt dista,nce errot events have odd .parity, a sirlgle parity check code can be 

used. 
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11.6 Puture Directions 

11.6.l Soft-Output Decoding of Modulation Codes 

t)etw:ionanddeoodingin magneticreoording~ isorgm:izedasa ooncatenation.ofaehannddetector. 
lfl inner decoder, and an outer decoder •. and as such should benefit from teclmiques known u erasure 
and list decoding. To declare erasures or generate liits, the inner deroder (or channel detector) needs to 
rmiess symbol/sequence reliabilities. Although the information required for this is the wne one nec:essaey 
tor producing uingle estill)ate, some additional .c:omplexity is usually requited. So far, the predicted gains 
for erasute and list dec:oding of magnetic: recording channels with additive white Gaussian noise were not 
$ufficientto juttifytheinetea1ingc:omplexityofthechanneldetec:tor andinnerandouter decoder. However, 
tJm. is not the .case for 'YSf.en'IS employing new magneto~mistive reading heads, for which an important 
noisesourc:e, thermalflPellities, istobehandledbypassing erasure flags fromtheinne1to theouta decoder. 

m recent yeai:s. one more reason for developing simple soft:.o!itput channel detectors has surmc:ed. The 
success of turb~like coding schemes on memoryless channels has sparked the intetat in ming them as 
inodulation codes for lSI channels: Several rec:ent results show that the improvements in performance 
rurbo codes offer when applied to magnetic :recording channels at moderate linear densities are even more 
dramatic than in the memoryless case [12, :29}, The decoders for turbo and low density par.itychedt c::odes 
(LDPC) either require or perform much better with soft: input information which has to be supplied by 
the channel •c:tOr as its•soft output. The decoders provide soft outputs whi .• ch.· can. then be utilized by the 
outer Reed-So\omon (RS) dec:oder [22). A general soft:~utputsequenc;e detection was introduc:ed in l 11 J, 
and it is possible to get information on symbol reliabilities by extending those teclmiques (21. 31 ]. 

11.6.2 Reversed Concatenation 
'fypically, the modulation enc;;ed.er is the inner enc::oder, that is, it is placed downstream of an error­
correction eneoder (OCC) such as an RS.enooder; this tonfiguration is known as standard conc:atenation 
(Figure 11.5). Thisisnatffllsinceotherwisethe RCCenc:oder:migb:t:well.d.estroythe modulation properties 
before passing across the channel However, this scheme has the disadvantage that the modulation decoder, 
whic::h must come before the ECC dec:oder, may propagate chann~.erroabefore they can be corrected. 
This is particularly problematic fo1 modulation encodm of very high rate. based on very long block size. 
For this reason, a good <leal of attention hu .teW!tly focused on a reVersed oonc:atenation scheme, where 
the em:oders are concatenated in the reversed order (F:igme 11.6). Special arrangements must be made 

Error 
Correction 
Enc.oder 

Channel ftAodulatlon 
Oe<,:oder 

FIGURE l l.S Standard conc::atenation. 

Channel Spill 
Systemllllc 

ECO 
Decoder 

Etror 
CGrrooticn 
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Dela 
Mooul, 

Dec.oder 

' 1 
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to ensure that the output of me ECC enc.oder satisfies me modula:tiOn (:Ot)Stmnts. Typically, this is done 
by insisting that this encoder be systematic and then mencoding the parity informaticm using a &econd 
modulationem::oder {the "parity modulation encoder"), whose corresponding decoder is designed to limn 
error pmpagatiom the encoded parity is then appended to the modulation-encoded data stream (typically 
a few merging bits may need to be inserted in between the two streams .in order te ensure that the entire 
stream satisfies the constraint). In this scheme, after pusingthtoughthe channel the modulation-encoded 
data Jtream is split from the modulation-encoded parity sueam, and the latter is then decoded via. the 
parity modulation detoder before being passed on to the ECC decoder. ln this way, many channel erron 
can becorreaed before the data modulation decoder, them,y mitigating the problem of error propagation. 
Moreover, if the cat.a modulation encoder has high rate, then the .overall scheme will also have high rate 
because the parity stream is reliitively small. 

Reversed concatenation WM introduced in {31 and later in {23]. Recent interest in the 1ubjec:t hu been 
spurred.on by the introduction of a lossless compression scheme. which improves the efficiency ofreversed 
concatenation [ 15],andananatysisdemonstratingmebendittin terms of reduced Jevel.sofinterleaving ts}; 
see aliO [9J. Research on fitting soft <ieclsion detection mm reversed corn::atenation can be found in {7, 33 }. 
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I. The following is a quotation of the appropriate paragraphs of35 U.S.C. 102 that form the 

basis fot the rejections under this section made in !his Office action, 

A peJ>On shall be entitled to a patent unles• •· 

(b) the invention was patented or dcscrib~d in a prinled publicallon in this or a foreign country or in public a,~e or 
on sale in this 001.mtly, more than one ycu prior to the date of spplication for patent lJl the United States. 

2. Claims 1-5, 10, 13-17, and 20 are rejected under 35 U.S.C. 102{b) as being anticipated by 

lketani ct al (U.S. Pat. No. 4,760,378). These claims, as written, read on the well known method 

of channel encoding whcre\n m-bit datawords are encoded into n-bit codewords, with n>m, such 

that there is a minimum physical distance between level transitions in the encoded data to facilitate 

subsequent detection, and a maximum physical distance between level transitions to facilitate 

synchronization (Le. , d and k constraints]. !ketani discloses such a method. In particular, refer to 

either figure 19 or 23 oflketani, which show eru:oders including receiver means for receiving 

datawords, and encoder means for producing DC-free sequences of fixed length codewords for 

generating no more than I consecutive transition in the recorded waveform and no more than k 

consecutive sample period~ without a tr!lllsition in the encoded waveform. Note !hot the claim 

language "generating no more th.anj consecutive transitions in the recorded wavefonn such thatj 

is an integer equal to or greater than 2" includes the case in which d is l or great~r in a NR.ZJ 
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format, since then there would never be two consecutive level transitions in the encoded 

waveform on two consecutive clock pulses. 

Page 3 

J . Claims 6-9, 11, 12, 18, 19, and 21 ere objected to as being dependent upon a rejected base 

claim, but would be allowable ifrewrinen in independent Com including all of the limitations of 

the bllSe claim and any intervening claims. 

4. The following is a statement of reasons for the indication of allowable subject matter: The 

further limitations of claims 6-9, 11, 12, 18, 19, and 21 essentially require that two or more 

consecutive level transitions on two or more consecutive clock pulses in the encoded wavefonn 

be avoided, a condition that is not found in prior an min channel encoders. 

5. The prior art made of record and not relied upon is considered pertinent to applicant's 

disclosure. Busby (U.S. Pat. No. 4,775,985), van Gestel (U.S. Pat. No. 4,779,072), Benjauthrit 

(U.S. Pat. No. 5,341,134), Siegel et al (U.S. Pat. No. 5,450,443), and Soljanin (U.S. Pat. No. 

5,608,397) disclose various methods for channel encoding. 

6. Aity inquiry concerning this communication or earlier communications from the examiner 

should be directed to Jason Kost, whose telephone number is (703) 308-0308. The examiner can 
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every other Friday. 
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IN nm UNlTEU STATJSS PAlllNT AND TRADEMARK OFFICE PA~!:rc,./a_ 
In re the application of: / / ::J 7 ff 

Moon el al. / Attorney Docket No.: 1008.10-U 02 

Application No.: 08/730,71v Examiner: J. Kost 

Filed: October 15, 1996 Group Art Unit; 2104 

For: METHOD AND APPARATIJS FOR IMPLEMENTING 
MAXIMUM TRANSITION ~ CODES 

AMENDMENT 

Assistant Commissioner for Patents 
Washington, D.C. 20231 

Dear Sir: 

In response to the Office Action of September 16, l997, amendment to 

the above-identified patent application is requested. 

In the Claims 

Please amend the claims as follows: 

1. (Once amended) Apparatus for encoding m-bit binary datawords into n-bit binary 

codewords, in a recorded waveform., where m and n are preselected positive 

integers such that n is greater than m , comprising: 

receiver means for receiving the dataword; 

encoder means coupled to the receiver Jans, for producing 

sequences of fixed length codewords; RECEIVED ~l .. 
J)j;(; .) 0 1'111 

GQoup2100 I -I 
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o,. 

means for imposing a pair of constraints (j:kl on the encoded 

waveform wherein the j constraint is defined as the maximum 

number of consecutive transitions allowed on consecutive c]ock 

periods in the eoeoded waveform to fadHtate the reduction of a 

probability of a detection error in said receiver means· 

said sequences generating no more than j consecutive 

tran5itions in the recorded waveform such that j is an integer equal to 

or greater than 2; and 

said sequences generating no more than k consecutive sample 

periods without a transition in the recorded waveform . 

... ·- -··---·-~~ ,~----~--~----~--------
13. (Once amended) A method for encoding m-bit binary datawords into n-bit 

binary codewords in a recorded waveform, where m and n are preselected positive 

integers such that n is greater than m , comprising the steps of: 

receiving binary datawords; and 

producing sequences of n-bit codewords; 

imposing a pair of constraints Q:k) on the encoded waveform: 

generating no more than j consecutive transitions of said 

sequence in the recorded waveform such that j .?2; and 

generating no more than k consecutive sample periods of said 

sequences without a transition in the recorded waveform. 
------~~ ...... ...&......6. - .......... .,. . ........ _,,.., ....... -=,w::z,:"'1':'"-"C.L..-_~-,::."<r,"..,... .. ~,-~~~~~==--- ---
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Remarks 

The Examiner rejected claims 1-5, 10, 13-17 and 20 under 35 U.S.C. 

§ 102(b) as being aI).ticipated by Iketani et al. (U.S. Patent No. 4,760,378). Claims 6-9, 

11, 12, 18, 19 and 21 were objected to as being dependent upon a rejected claim. The 

applicants respectfully traverse 'this rejection for the following reasons. 

Claims 1 and 13 are amended h.erein to better define the invention. No 

new matter has been introduced as a result of this amendment. The applicants 

respectfully request that the arguments and discussions posed hereinbelow be 

reviewed in light of the proposed amendment. 

Generally, Iketani et al. teaches a method and apparatus for 

constructing/converting a run length limited code in which the minimum number 

of continuous bits of the same binary value is constrained to d and the maximum 

number thereof is constrained to k. Specifically, Iketani et al. discloses a method and 

apparatus for converting a run length limited (RLL) code for converting rn·bit data 

words to n-bit code words while constraining the minimum number of continuous 

bits having the same binary value to d and the maximum number of continuous 

bits having the same binary value to k in a bit sequence generated by concatenation 

of the code words. Accordingly, Iketani et al. discloses a rnet:hod and apparatus in 

which a minimum number of continuous bits with the same binary value is 

constrained to d and the maximum number of continuous bits having the same 

value is constrained to k. 

3 
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Further, the primary element of innovation in Ikctani et al. is 

provision of a systematic code conversion which can readily generate a substantially 

optimum RLL code for a given d and k Each of 2 (d,k ) code words each consisting 

of n bits is divided into three blocks. Usable code words are selected in accordance 

with a value uniquely determined for the given d and k, and a uniquely detemtincd 

concatenation rule for the selected code words is introduced so that a d, k­

constTained RLL code having a higher performance can be readily generated. 

Thus, Iketani et al. discloses a method and apparatus for encoding an 

m-bit data word into an n-bit (d, k) RLL codeword. 

It should be noted that the definition implemented by Iketani et al. for 

run length limited (RLL) codes is not consistent to those defined here. The 

definition used here is the same as that employed by P. H Siegel, "Recoding codes for 

digital magnetic storage," IEEE Transactions on Magnetics, pp. 1344-1349, Sept. 1985 

and by Iketani's reference T. Horiguchi et al., "An optimization of modulation codes 

in digital recording," IEEE Transactions on Magnetics , pp. 740-742, Nov. 1976. To 

quote from the latter, 

RLL codes are such that any two consecutive ones in 
coded binary sequences are separated by at least d zeros but 
no more than k zeros . . .. The resulting coded binary 
sequence is then converted into a waveform using NRZI 
rules, i.e., a transition for one and no transition for zero. 

1n contrast, the abstract for Iketani et al. states 

A systematic method and apparatus for constructing a nm 
length limited code in which the minimum number of 
continuous bits of the same binary value is constrained to 
d and the maximum number thereof is constrained to k. 
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T. Horiguchi et al. describe a rate 2/3 code with d=l and k=7. This is referenced by 

lketani et al., in Embodiment 4, which presents a code with d=2 and k=7 and state 

"The RLL code of the present embodiment has the same d, Tw, and Tmin as those of 

the convention 2/3 conversion code and a k which is smaller by one." Thus RLL 

constraints d, k described by the references and defined herein are equivalent to the 

constraints by Iketani et aL of d+l and k+l. 

As a result, d=l described by Iketani et al. is equivalent to a standard 

d=O code, which neither requires a non-transition between consecutive transitions 

nor limits the maximum number of consecutive transitions. The case where d is 1 

or greater in NRZI format corresponds to cases in Iketani et al. where d is 2 or 

greater. In the sequel the definition from T. Horiguchi et al. and the applicant's 

specifications is used rather than that from Iketani et al. It is well known to those 

skUled in the art that this method of encoding and the codes associated therewith 

require a minimum of d clock periods without a transition in the 

transmitted/recorded signal following the transition. A maximum of k co1'1Secutive 

clock periods without a transition are allowed between two transitions. 

Accordingly, Iketani et al.'s disclosure relates to a particular/special case in which d= 

1. For all cases where d > 0, see for example Iketani et al.'s disclosu.i:e for a case 

where d~ (i.e., Per lketani et al.'s definition), tv.•o consecutive transitions cannot 

occur in two consecutive clock periods. Therefore, the constraint d>O produces an 

encoder output in which transitions are separated by a minimum number of clock 
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periods and are separated by a minimum physical distance in cases where the 

encoder output is recorded in a storage medium such as a magnetic: disk or tape. 

In sharp contrast to Iketani et al., the present invention provides an 

apparatus for encoding m-bit binary datawords into rt-bit binary codewords, in a 

recorded waveform, where m and n are preselected positive integers such that r, is 

greater than m, including a receiver means for receiving the dataword; encoder 

means coupled to the receiver means, for producing sequences of fixed length 

codewords; means for imposing a pair of constraints O;k) on the waveform wherein 

the j constraint is defined as the maximum number of consecutive transitions 

allowed on consecutive clock periods in the encoded waveform; said sequences 

generating no more than j consecutive transitions in the recorded waveform such 

that j is an integer equal to or greater than 2; and said sequences generating no more 

than k consecutive sample periods without a transition in the recorded waveform. 

The k constraint in the present invention is defined in a manner similar to standard 

RLL codes. It is included with the j constraint to facilitate synchronization in the 

receiver. 

One of the distinguishing aspects of the present invention includes 

that j be equal to or greater than two. The most restrictive condition is when j=2. In 

this case, at most, two consecutive transitions on two consecutive clock periods are 

allowed. Because the constraint prevents only transition runs with more than j 

consecutive transitions in consecutive clock periods, patterns with j or fewer 

consecutive transitions can be permitted. For example, if j=3, the encoder can to 
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produce sequences with isolated transitions, two consecutive transitions on two 

consecutive clock periods, and three consecutive clock periods. All sequences 

containing j+l or more consecutive transition on consecutive clock periods are 

prohibited because they violate the restrictive conditions. 

The difference between Iketani et al. and the pr~8ent invention is 

clearly shown by comparing the MTR constraint against all RLL codes for which d>O, 

which therefore includes Iketani's d> 1 code. Jt is well known by those skilled in the 

art, that any code for which d>O has the property that a transition cannot occur in 

the dock period immediately following the clock period in which the transition 

occurred. The minimum number of clock periods that must pass before the next 

transition is given by d. In sharp contrast, the MTR code of the present invention 

with j22 does not impose this constraint. Specifically, applicants' invention solves a 

different problem than the Iketani et al. reference in that the claims recite a method 

in which codewords that result in two conseC\ltive transitions, in two consecutive 

dock periods, are possible. This is prohibited by a d>O code. Accordingly, a subset of 

the codewords permitted in MTR coding violates all RLL d>O codes, including those 

disclosed by the reference. The present invention therefore utilizes a new principle 

of operation and is novel and distinguished from the reference. Specifically, the 

distinguishing features are recited in the claims signifying the MTR constraints 

implemented relative to the RLL code. 

It is recognized by those skilled in the art that the sequences eliminated 

with an MfR code can also be eliminated with an RLL code with d>O, because such a 
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code corresponds to the COil6traint j=l. However, because the MTR constraint 

allows a set of codewords not valid with RLL d>O coding, the code rate min which 

is the ratio of the data word bit length to the codeword bit length, can be made larger. 

This is noteworthy because it allows the MTR code to convey more information per 

code bit than the corresponding RLL code. 

The code rate advantage of MTR (j; k) coding can be quantified by 

calculating the capacity, or theoretical upper bound for min for a particular set of 

constraints and comparing it against an appropriate RLL (d,k) code. In the range of j 

values recited in claims I and 2 of the present invention, the case for which j=2 is 

the most restrictive and yields the lowest capacity. Among RLL codes for which d>O, 

d=l .is the least restrictive and yields the highest capacity. 

In the interest of clarifying the distinction between the reference and 

the present invention, Appendix A .is provided herewith for illustrative purposes 

only. Those skilled in the art would appreciate the fact that 

discussions/explanations relating to transition run codes are better explained with 

the help of drawings. Thus, Appendix A illustrates some of the pertinent and 

distinguishing features of the present invention in light of the Iketani et al. , 

reference. Illustrative example 1 is similar to Iketani et al. 's d=2. Specifically, 

however, consistent with accepted code definition, illustrative examples 1 and 2 

show finite state transition diagrams for an RLL (1, k) code and MTR (2, k) code, 

respectively. The transition labels are written in NRZl convention where a "1" 

corresponds to a transition and a "O" to the absence of transition. Any data pattern 
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permitted by the code constraints can be obtained by moving from state to state and 

reading off the transition labels. 

A review of the illustrative examples indicates that the MTR code has a 

larger capacity because the added state increases the number of transitions out of 

state O and into state 1, while all other states are unchanged. This implies that for a 

fixed number of bits, more sequences could be formed. To quantify the difference, 

an adjacency matrix A with rows and columns indexed from zero is formed where 

the element in row i and column j corresponds to the number of transitions from 

state l to state j in the finite state transition diagram, Using a technique from the 

field of information theory, the capacity is calculated by taking the base-2 logarithm 

of the largest real eigenvalue from the matrix A. Consider the RLL (1,7) code which 

is common in magnetic recording applications. The capacity for the constraints is 

0.6792 and the rate 2/3 code commonly used achieve 98.1% of this upper bound. On 

the other hand, the MTR code with i"2 and ka.7 yields a capacity of 0.8732, allowing 

rates of m/n such as 6/7. In this illustrative example, the MTR code has a capacity 

which is 28.6% greater than the RLL da::l code. This means that if an RLL codeword 

of length n can convey four bits of data, an MTR codeword of the same length 

corresponds to a little rnore than five bits of data. 

The relationship between various code constraints may be better 

illustrated with examples of the relevant sequences. Illustrative example 3 shows 

eight representative binary sequences and indicates which, if any, code constraints 

they violate. Sequence I and II simply show that a sequence with more than k NRZI 
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zeros violates the k constraint used by both the RLL and MTR codes. Sequence III is 

a Bingle transition that is allowed in all cases. Sequence IV, however, violates the 

RLL d=l because it does not contain the requisite minimum of one non-transition 

between adjacent transitions. It is also allowed by all the MTR j constraints 

considered. Sequence VI, which has three consecutive transition in three 

consecutive dock periods violates both the RLL d=l and MTR j=2 constraints, but is 

valid for M1R j~- Sequence VII shows j consecutive transitions for the case where 

j>3, and sequence VIII is the same sequence with one additional transition. In all 

cases, the conclusions are the same if the polarity of the underlying waveform is 

inverted. 

As is understood by those skilled in the art, there is a difference 

between MTR coding and RLL coding with d=O, which is the same as lketani et al.'s 

d=l. If d=O, then multiple consecutive dock periods are allowed. However, the d~O 

constraint, unlike the MTR j constraint, does not specify an upper limit to the 

number of consecutive transitions. This is a significant difference between the two 

coding systems because, as recited in the claims of the present invention, 

constraining the maximum number of consecutive transitions in consecutive clock 

periods to j is the mechanism by which the code structure enables the probability of 

a detection error in the receiver to be reduced. 

Accordingly, the present invention is not anticipated by Iketani et al. 

Further, the applicants' invention solves a different problem than the reference and 

such different problem is recited in the claims. Furthennore, the present invention 
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is not rendered obvious by the Iketani et al. reference because there is no suggestion 

or implication of the inventive elementa of the present invention by the reference. 

The references made of record but not relied upon have been noted. 

These references are believed to neither teach nor suggest the applicants' invention, 

either alone or in combination with the other prior art of record. 

In conclusion, in light of the amendment of claims 1 and 13 and the 

comments and arguments advanced hereinal:>ove, all pending claims 1-21 are now 

in condition for allowance. Notice to that effect is respectfully requested. 

The Examiner is invited to telephone the undersigned if the Examiner 

believes it would be useful to advance prosecution. 

Patterson & Keough, P.A. 
1200 Rand Tower 
527 'Marqu~tte Avenue South 
Minneapolis, Minnesota 55402-1314 
Telephone: (612) 349-3003 

;;;:_·;;;2.,1µu 
Girma Welde-Michael ., 
Registration No. 36,721/ 

PltGSt grt1nl an{ e:d~sim r1/ hm, neccsury for tnlry; cliatgt any fat dut to 
D,pasit Acroun No, 1 ~-063! 

Cl!RTIFICAT!i OF MAILING 

J hcrcl>}' cerWy lh•I this d~nl I, l><ing d•pos;t<d wjth tht United States 

~~~'7~~e~~i~g~=.,~6~~~r'#a1~~. ~::h~;;,,::'o~ ~t0C: 
Q<:Q:mb<:r l 6 1992 

D.11.tr ofr>r.pMit 
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APPENDIXA 

Illustrative Example 1. Fmite state transition diagram with NRZI labels for an RLL (d=l, k) (Ikets.n1, d•2) 
code. 

1 
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APPENDIXA 
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Illustrative Example 3. Representative binary sequences eliminated by the relevont code constraints. The NRZr 
code bits are Indicated above the appropriate wavefonn. 
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Manchester Receiver 

The Manchester Reoeiver example shows how to use the HOL Verfflerl1111 to design, 
test, and verify a YHDL Manchester Receiver model with clock recovery capabilities. 

a.ground on Mandt .... EncacHng 
Transmission of digital data frequently requites some form of modulation to overcome limits In a physleal signal channel. One 
teci'lnlque used for modulatlng digital data •18 Manchester Encoding. This technique has the fOIIOWlng useflJI characteristics: 

• The transmit clock signal .can be easlly extracted from the received data. 
• The encoded signal never produces frequency components near PC. regardless of the data, which Is useful for transmission 

over channels that require AC coupling. 

• The encoding Circuit 18 very simple and stateless. 

On the negative side, Manchester coding requires substantlal bandwidth (above the Shannon limit), whleh tends to llmlt Its 
usefulness In wireless applications. However, for connected applications such as short haul Optical fiber and Ethernet, It 18 
frequently a good sOlution. 

The following sectlona discuss: 

• The Encoding 

• The Receiver 

• Decoding with lnphase and Quadrature ConVOlutton 

l'he Encoding 
Manehester Encoding lnVOIVes a transmitter that en~ clock and data signals in a syncnronous bit stream, such that each bit 
represents a signal transition. The following table shows how each bit setting is defined for an encoding: 

BltSetting Translti.on Encoded Waveform 

1 1to0 I i . t • . . I 

I I 

0 Oto 1 • I . f • . 
I • • I I 

Transitions In the Manchester Encoding 0COUr at the center and beginning of each bit. The transition at the center Is defined·by the 
bit value, while the transition at the beginning Is dependent on the vaiue of the previous bit. Consfder the following diagram: 
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1 2 3 4 5 

Clock 

I 
I I I 

Data 1 I 0 0 l 1 I 0 

I 
I 
I 

Kan.chester I 
I 

As the preceding Manchester entoded signals shoWs: 

• The value of 1 for the first bit forces a high-to-low transition at the center of that bit. 
• The value of O for the second bltfortes a low-to-high transmon at the center of that bit and, because the first bit transitioned from 

hlgh--to--low, no transition OOOUf'S at the. start of that bit. 

• The value of o for the third bit forces a low-to-high transition at the center of that bit and because the seoond bit transitioned 
from Jow,;to--hlgh, a hlgh-tCHow transition occurs at the start of that bit. 

• The va.lue of 1 for the fourth bit forces a high-to-low transition at the center of that bit and, because the third bit transitioned from 
low-to-high, no transition occurs at the start of that bit. 

• The value of O for the fifth bit forces a low-to-high transition at the center of that bit and, because the fourth bit transitioned from 
high-to-low, no transition occurs at the start of thet bit. 

TheRec.lver 
A device that receives the enc:oded bit stream Is responsible for decoding the bit straam by separating the .cfoek and data 
information. In most oases, the receiVer must reb'leve the original data stream by using only the encoded signal. This simplifies the 
communications Channel, but means the receiver must overcome the following: 

• Differences between the clock used to encode the signal and the clock in the receiver (see the figure below). 

• The two clocks can be close In frequency, but small frequency em,rs occur. 

• The phase between the clocks will be arbitrary. 
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Receiver Maaohester ... 1011101 ... 

Transmit 
aoc:lt 

Channel 

'Reeeiver 

Receive 
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Data Stream 

The Manchester Receiver example validate.a the computations performed by a Manchester Receiver device that is modeled in 
VHDL and simulated in Mode!Slm®. Numemus approaches are available for Implementing a Manchester receiver. This example 
uses a Delay Lock Loop (0LL) that requires the receiver to use a clock that Is very close In frequency to the transmit clock. This 
re.ults In a simple clock recovery circuit that has a limited frequency lock range. 

The recetver oveMtamples the received data stream at 16 times the data rate. Thus, the receive clock must have a nomintl period 
of 1116th the data period. To compensate for minor differences between the transmlftlng and receMng clocks or drifts In the channEtl 
deity, the receiver adjusts Its data period by up to one clock cycle(+/·) per data period. Thus, the receiver can use 15, 16 or17 
clock cycles to recover the data encoded from the Incoming sampled signal. For example, if the receiver clock rs slightly faster then 
the transmitter clock (freqµency error), the receive cycle occasionally needs to add an extra clock cycle to compensate. 

Large sudden phase errors, such as those that occur at startup llme, require mulllple data periods to .m:qulre a good lock on the 
signal. By limiting the maximum phase correction to 1116th of the total data period, the receiver can be slow to correct large phase 
errors. 

Decoding wHh lnphase and Quadrature Convolutlon 

Decoding a received Manchester signal can occur In several ways, but the. approach taken In this example is to consider 
Manchester Encoding as adlgltal phase modulation With two symbols: +180 and-180 degrees. By convolving the Incoming signal 
with a reference lnphase (I) and quadrature (Q) waveform at the modulation frequency, it is possible to extract the data and retrieve 
information about any phase errons In the received waveform. After one data cycle, the .receiver computes two values (referred to as 
lsum and Qsum in the VHDL code), which are measurements of the lfQ convolution value. The receiver then decodes the values .to 
predict: 

• The original transmitted data value for the cycle 

• An estimate of the phase error between the incoming signal and the receiver's data period 

A critical aspect of this design Is the interpretallon of the 1/Q convolution V$1ues. At the end of a data receive cycle, the receiver 
translates the 1/Q values Into an estimate of the transmitted data and phase error. One way to present this information Is to show 
these interpretations as plots versus measured 1/Q values. 

Data is considered Invalid If the measurad I and Q are completely ambiguous about the encoded data value. 

In a similar way, you can generate an l!Q mapping of the phase correction vaJue In plot format. Such a p!Qt gives a visual 
representation of the decodfng block. In practk:e, the detafls of this mapping have strong Impact on the stability and perfonnance of 
the Manchester receiver. 

In the ideal case where the receiver Is perfectly locked to the incoming waveform, the. receive cycle is 16 cycles. long and the 
measured 1/Q convolution values are fairly easy to interpret. However,. data cycles that are 15 pr 17 cycles long create soma bias in 
the measurement of the IQ convolution. It Is possible to oustamize the !IQ measurement during these cycles, but that would 
Increase the size and complexity of the receiver. Instead, the data acquisition cycle is extended or shortened wfth no <;henge in 
decoding the resulting .. values. However, this decoder bias .can create problems with dithering or reduced noise Immunity. 

YHDL tmplamentatlon ofa Manchester Remdver 
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The focus of this example is a VHDL Implementation of a Manchester Receiver. Decoding a Manchester encoded signal presents 
several challenges, the most prominent of which Is cloclk: recovery. The cloclk: Is embedded In the received signal and must be 
extracted to reproduce the original data stream. The figure below shows the example design, whkm is dMded Into three main 
sections ofVHDL code: 

IQ convotver: Samples the received signal and computes the convolution for the inphase (I) and quadrature (Q) waveforms. For 
each wavefOrm, the computation Is implemented es the sum of XOR operations on the sample and decoded waveform received 
from the state counter. 

Decoder: Models a comblflatm'lal cirouit thet Interprets the results of the lfQ convolve!'. 

State counter. Generates the 1/Q waveforms that are convolved with received signals, taking Into account phase errors (lags and 
feeds), as necessmy. The phase of the 1/Q generator is adjueted to match the Incoming Mancftester encoded waveform. To 
accomplish the necessary adjustment, at the beginning .of a new cycle, the state counter Checks an edjustment value, adj, and then 
changes the period of the next 1/Q cycle. This adjustment value Is llmltad to adding or removing a single clock period from the 16 
periods that are nominally used for an 1/Q waveform. 

RaWHffl.Vld 
encodtd. d.ltt. 
nmplt• 

L ... 
ISum -l() 
QS• = c. .... 16 .. -

a ,~ 

I wf 

Qwt' 

..... 
late 

Co--

rt-- cllcl16 

Dm -- -... ... 
- > 

-
0-4 

'4-

The following timing diagram shows an lnphase waveform, quadrature wavefOrm, and the convolved results with no phase emir, 
data lags, and data leads. 
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.-.-., Man. Encoded .. I" 
Convolved IQ 
No phase error 

QIUIII ••w••••• 
.... •••••••••••• ............. ,. •••• - !sum 

Man. linc:oded"l .. 
Convolved IQ -
DataLap 

Man. Encoded" l" 
Convolved IQ­
Data I.eads 

MATLAN Madel& ofVHDL camponenta 

.! 
0 

The example.includes three MATLAB® functions thattest the VHOL model. A MATLAB function maps to each of the three VHDL 
components: 

IIQ convolver: Verifies that the VHOL 1/Q convolver code computes expected output for a randomly generated stream of samples. 
The MATLAB function verifies this by computing the convolution for the lnphase and quadrature waveforms (l_;wf and Q_wf}. The 
computation Is Implemented as an XOR and accumulation of the binary signals. 

Decoder: Displays a plot of the 1/Q mapping generated by the decoder for visual verification. 

state counter. Genel8tes the inphase and quadrature waveforms. During test benching, thhl MATLAB function has complete 
control of signals applied during the s1mulatlon. Including clock generation, resets, and so on. 

Running Um Eumpla 

Starting Um MATLAB Server 

The example starts the MATLAB server, hdldaetnon, such that It uses TCP socket communication with a socket port number 
Identified as available by the operating system. 
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hdldaemon('socket',e) f; Activate MATLAB server to accept foreign VHDL calls 

HDLDaemon socket server 1s running on port 4t48 withe connections 
The example then calls hdldaemon with the 'status' option to get the assigned port number and store It In portnum for future 
reference. 

dstat • hdldaemon('status'); 
portnum • dstat.ipc_id; 

HDLOaemon socket server is running on port .4840 withe connections 
Both the server and Client parts of an application link must use the seme port number. Thus, at some point, the example program 
needs to forward the portnum over to ModelSlm. 

Tedng the Decoder 
The first component of the Manehester Receiver moctel to be tested Is the decoder. Thescrlpt creates 2 plots of the transfer function 
of this entity. This te&t Is simply a visualization of the decoder behavior. The example script: 

1. Sets a testlsdone flag to o and display& lnfolmatlonal messages. 

global testisdone; 
testisdone • e; 

i Sets the p,ojici directory to a directory that has write access and Is suitable for holdlnia -Mode!Slm projeet. 

projectdir = pwd; 

~- Changes the format of the project directory and decoder VHDL ffle specifications to the UNIX® format, which ModelSlm and Tel 
use, by replacing backslashes (\:) with forward slashes (/). 

unixprojectdir "' [ •" ' strrep(projectdir, '\' • • /') ' .. •]; 
unixsrcfile = ['"' ••• 

strrep(fullfile(matlabroot,'toolbox','edalink','extensioos','lllodelsim', ••• 
'medelsimdemos', 'vhdl •, 'manchester', 'decoder.vhd'), '\ •, • /') ••• .... ],; 

4. Define& a sequence of Tel commands to be executed in the context of ModelSim. 

tclcmd = { ['cd • unixprojectdir J, .•. 
'vlib work' .... 

[ 'vcom -performdefaultbinding • unixsrcfile], ••• 
'vsimmatlab work.decoder•, ••• 

['matlabtb decoder -mfunc manchestar_decoder -socket• ,num2str(portnum)J, ••• 
'run 3eetJ' , ••• 
'quit ·f'}; 

The prevlOus list defines each oommand: 

• Changes to the writable project directory. 

• Adjusts the placement of the ModelSim window so lt does not obscure the MATLAB Window. 

• Creates the project library wortc If it does net already exist. 

• Complles the VHDL f!le. The example script specifies the 'performdefaultblndlog' option to enable default bindings In the event 
that they have been disabled in the modelslm.lnl ftle. 

• Loads an Instance of the VHDL entity decoder for MATLAB test benching With the YSlmmatlab command. This command is an 
HDL Verifier extension to the ModelSlm command set 

• Initiates a MATLAB test benching session for the loaded Instance of entity decoder with tha matlabtb command. This command 
Is an extension to the ModetSlm command set The oommand In the example specifies the entity Instance, the MATLAB function 
that Is to test the entity {manchester_dea>der.m), and TCP socket communication with socket port portnum. For a link to be 
establlShed between ModelSim and MATLAB, the value of portnum must mamh the socket port that was specified when the 
MATLAB server (hdldaemon) wasstarted. 
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• Runs the ModelSim simulation for 3000 lteretlons•of the eummt resolution limit By default, the simulation runs for 3000 
nanoseconds. Quits ModelSlm without asking for confirmation. 

5. Starts ModelSim for use with the HDL Verifier with a call to vslm. 

vsiffl(*startupfile' ,.'decoder.do', 'tc:lstart• »tclcmd); 

This command starts ModelSlm with 8 Tel command script thet executes some generat;,urpose startup oommandsand then the 
user-defined oommands speeifled with the 'tclstarf property. The 'startfil&' property calJS86 vslm to write the entire startup Tel 
command script to deooder.do for future refenmae or use. 

6. Displays informatlonal messages and waits for (manctlestar_deooder.m) to run to completion. 

diSp('Naiting for testing of "dec:oder.vhd" to complete'); 
disp('(flag from manchester_decoder.111 indicates completion)'),; 
while testisdone •• e, 

pause(9.591); 
end 
disp('MATLAB test of decoder.vhd is complete!'); 
diSp(' Check the generated plot for ~sults. • ) ; 

wa1t1ns for testing of 'decoder.vhd' to complete 
(flag from manchester_dec:oder.m indicates completion) 
done 
MATLAB test of decoder.vhd is complete! 
C::heck the generated plot for results. 

Clock Adjustment (adD 

15 
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G 5 

0 4 10 
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lZ 
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Taalng the IIQ Convol¥ar 

Simllatly for the 1/Q convolver. The example script: 

1. Sets a testi&done flag to O and oisplays informational messages. 

testisdone,. 8; 
'·~ 

14 16 

I 
e g 

14 16 

2. Sets the project directory to a directory thet has write access and Is suitable for holding a ModelSlm project. 

httprJ/www.m111hworks.aom/helplhdlverifier/examples/manchesivr•reoelver•1.tttml 71.10 
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projectdir • pwd; 

3. Changes the format of the project directory and decoder VHOL file specifications to the UNIX format. which Mode!Sim and Tel 
use, by replaclng baokslashes {\) with forward Slashes (/). 

uni)(f)rojectdir .. r••• strrep(projectdir,'\','/') •••]; 
unixsrcfile .. c··· ... 

strrep(fullfile(matlabroot,'toolbox','edalink','extensions','li!Odelsim', ••• 
• modelsimdemos •, 'vhdl*, • •nc:hester • , • iqc:onv. vhcl •), '\'. '/') ••• 
.... l; 

4. Defines a sequence of Tel commands to be executed In the context of Mm:le!Sim. 

tc:lc:md = { {'c:d • unixprojectdir J, •.. 
'vlib work', ••• 

['vc:0111 -peM'Ot'IIJdef~lt:blnding • unixsrcfileJ, ••• 
'vsimmatlab work.iqconv' • ••• 
'farce /iqc:onv/clk 1 e, es ns -repeat 18 ns ••··· 
'force /iqconv/enable 1•, ••• 
'force /iqconv/reset 1• •••• 
'run 188', ••• 

['matlabtb iqconv -rising /iqconv/dk -mfunc manchester_iqconv -soc:ket ',num2str(pertnum)l, ••• 
'run 1819' , ... 
'quit -f'}; 

The following list defines each command: 

• Changes to the writable project directory. 

• Adjusts the placement of the ModelSim window so It does not obscure the MATLAB window. 

• creates the project Ubrary work if it does not already exist. 

• Compiles the VHOL file. The example script specifies the -performdefeul1blnding pption to enable default bindings In the event 
that they have been disabled In the modelSim.inl file. 

• Loads an lnstsnce. of the VHOL entity lqtX>nv for MATLAB test benching with the vslmmatlab command. This command Is an 
HOL Verifier exlensiOn to the ModelSlm command set. 

• Applies the ModelSim force command to drive the entity's elk, enable, and reset signals, which get passed on to the test bench 
as oport data. The first force command specifies thalclk Is to be set to 1 at time equals 0, to O after 5 nanoseconds, and repeat 
the high-to-low cycle every 10 nanose<;onds. The second and third force commands set the enable and reset signals to 1. 

• Runs the ModelSim simulation for 100 iterations of the cummt limit. By default, the slmulatiOn runs for 100 nanoseconds. This 
accounts for the startup phase. 

• Initiates a MATLAB test benching session for the loaded Instance of entity iqconv with the matlabtb command. This command Is 
an extension to the Mode!Slm command set The command In the example specifies the entity Instance lqconv, the event that 
triggers an Invocation of the MATLAB func:tion, the MATLAB function that ls to test the entity (manchester_lqconv.m), and TCP 
socketco.mmunlcation with socket port portnum. The •rlSlhg option specifies that the MATLAB funotlon•be cal.led when elk 
experiences a rlSlng edge. For a link to be established between Model$1m and MATLAB, the va.lue specified wlll'l ~socket must 
match the socket port that was specified when the MATLAB server (hclldaemon) was started. 

• Runs the Mode!Slm simulation for 1000 Iterations of the current resolution limit. By default, the simulation runs for 1000 
nanoseconds. 

• Qufts Mode!Sim without asking for confirmation. 

5. Starts Mode!Slm for use with the HOL Verifier with a call to vsim. 

vsim('startupfile', 'lqc:onv.do', 'tclstart• ,tclc:lntf); 

This command starts ModelSim with a command script that executes some generat..purpose startup commands and then the 
user-defJned commands specified with the 'tclstart' property. The 'startflle' property causes vslm to write the entire startup Tel 
command script to lqconv.do for future reference or use. 

6. Displays Informational messages and waits for (manchester_iqconv.m) to ran to completion. 
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dup( •wa1t1n1 for testing OT "iqconv.vhd" to complete'); 
disp(' ( flag from tQncitester _iqconv. m indicates completion) • ) ; 
while testissone == e, 

pause(e.se1); 
end 
disp( 'Test OT iqconv. vhd complete (If it failed, there would be an error message printed above) I •); 

Waiting for testing OT 'iqconv.vhd' to complete 
(flag from 111Bnchester_iqconv.m indicates completion) 
Test of iqconv.vhd complete (If it failed, there would be an error message printed above)! 

Tedng the State Counter 
Now we test the $tate Counter (statecnt vhd). The script will create checks isum and qsum outputs for a randomly generated 
stream of data samples and sets th'e testisdone flag to o and displays fnformatlonal messages. 

testisdone • El; 
projectdir • pwd; 
unixprojectdir = [••• strrep(projectdir,'\','/') 'ff']; 
unixsrcfile = t••• ... 

strrep(fullfile(matlabroot,'toolbox','edalink','extensilffls','modelsim','modelsimdemos', ••• 
'vbdl','manchester','statecnt.vhd'),'\','/') 
' ... ]; 

tclcmd • { ['cd • unixprojectdir ], ••• 
'vlib work·', •.. 

[ 'vcom -performdefaultbindin, • unixsrcfile], ••• 
'vsi111111atlab -t 1ns work.stat.cnt •, ••• 
'force /statecnt/clk 1 e, e 5 ns -repeat 18 ns •, ••• 

['matlabtb statecnt -mfunc manchester_statecnt -socket • ,num2str(portnU111)]., ... 
'run 38888' , ••• 
'quit -f'}; 

The following list defines each TCL command In th'e tclcrnd: 

• Changes to th'e wtitabfe project directory. 

• Adjusts th'e placement of the ModelSlm WlndOW so It does not obscure th'e MATLAB window. 

• Creates th'e projeet Ubrary work if It does not already exist 

• Complies th'e VHDL file. The example script specifies th'e -performdefaultbindlng option to enable default bindings in th'e even! 
that th'ey have been disabled iA th'e modelslm.lni ffle. Loads an instance of the VHDL entity statecnt for MATlAB test benching 
with the wlmmatlab command. This command Is an HDL Verifier extension to th'e ModelSim command set. The -t option 
specifies a M~ISlm simulator time resolution of 1 nanosecond (the default}. Applies th'e ModelSim force command to drive the 
entity's cl.k signal, which gets passed on to the test bench as oport data. The force command specifies that elk Is to be set to 1 at 
time equals o, to O after 5 nanoseconds, and repeat th'e high-to-low cycle every 10 nanoseconds. 

• Initiates a MATLAB test benching session forth'e loaded Instance of entity statecnt with the matlabtb command. This command 
Is an extension to th'e ModelSim command set The command In the example specifies th'e entity Instance statecni, th'e MATLAB 
function. that Is to test the entity ( manchester_statecntm), and TCP socket communication with socket port porlnum. For a link 
to be established between ModelSlm and MATLAB, the value speclffed with -socket must match the socket port th'at was 
specified When the MATLAB server (hdldumon) was started. 

• Runs the ModelSim simulation for 30000 iterations of the current resolution llmft. By default, the simulation runs for 30000 
nanoseconds. 

• Qufts ModelSlm wlthOut asking for confirmation. 

vsim('startupfile','statecnt.so','tclstart',tclcffld); 

disp( 'waiting for wstina OT "statecnt. vhd" to c0111plete • h 
disp('(flag from manchester_statecnt.111 indicates c:0111pletion)'); 
while testisdone .... e, 

pause(8.501); 

https:/'-w,mathworks.c:omlhelplhdlilelffler/examplesfmam:ihester-recelver•1 .html 
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4/3012018 

end 

Manchester Rece!Ver. MATLAB & Slmullnk 

disp('MTLAB test of statecnt.vhd b complete!'); 
disp(*Chec:k the generated plot for results.•); 

waiting for testing of • statecnt. vhd • to complete 
(flag fl"Ol!I m.anchester _statecnt.111 indicates completion) 
MATLAB test of stat:ecnt.vhd is complete! 
Check the generated plot for results. 

4 6 8 10 1Z 

. . I . 
2 4 fl 8 10 

KIii hdldaemon 

hdldaemon('KilL'); 

HDLDaemon server was shutdown 

14 

,z 14 

Test of statecntvhd complete (Examine plot produoed). Thia concludes !he mam:hester tutorial example. 
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METHOD AND APPARATUS FOR 
GENERATING DC-FREE SEQUENCES 

TECHNICAL FIELD 

The invention relates to a field of coding for digital 
systems. 

BACKGROUND OF THE INVENTION 

Information (e.g., signals representing voice, data, video, IO 

text, or encoded versions thereof) must typically be pro­
cessed before the information can be transmitted over a 
communications channel or recorded on a medium. First, the 
infonnation, if not already in digital form, is digitized, as for ts 
example by an analog-to-digital converter whereby tbe 
information is represented as symbols comprising elements 
from a set of binary digits or bits, {0,1 }. Next, the digitized 
information may be optionally be compressed to represent 
the information in a reduced number of symbols. Any 20 
reduction in the number of symbols representing the infor­
mation may be partially offset if the compressed information 
is processed using error correcting codes. Error correcting 
codes introduce additional symbols to a signal (e.g. to a 
digital representing compressed information) to fonn an 2.:i 
encoded signal. In particular, an error correcting code oper­
ates on groups of symbols, called information words, in the 
signal. Each infoi;mation word is used to generate, according 
to a prescribed error correcting coding rule, a codeword 
comprising a larger group of symbols. See e.g., Shu Lin and 30 
Daniel J. Costello, Jr., Error Control Coding, Prentice Hall, 
Englewood Cliffs, NJ., 1983. The encoded signal, compris­
ing the codewords, may then be either transmitted over the 
communications channel or recorded on a medium. In either 
case, the encoded signal will be corrupted by noise intro- 35 
duced in the transmission or recording process, such as by 
atmospheric noise (caused by lightening) on radio channels. 
The additional symbols introduced by the error correcting 
codes improve the ability of a system receiving the cor­
rupted encoded signal to recover the compressed infonna- 40 
tion. 

Importaotly, an additional or further kind of coding, 
tenned modulation coding, is often used to process infor­
mation (such as the encoded signal generated using the error 
correcting codes) before transmission over a channel or 45 
recording on a medium. In particular, modulation coding 
advantageously transforms a group of input symbols (such 
as a group of symbols which comprises a codeword gener­
ated by an error correcting code) and generates a channel or 
modulation codeword which channel codeword comprises a 50 
larger number of symbols than the number of symbols in the 
group of input symbols. As with error correcting codes, 
modulation coding can improve a system's immunity to 
noise. Perhaps morn importantly, modulation codes can 
advantageously be used to regulate time parameters (e.g. for 55 
controlling oscillator or counting circuits) and to regulate 
gain parameters (e.g. for amplifier circuits) in recording and 
communications systems as explained below. 

Modulation coding may be implemented, for example, by 
establishing, for each possible combination of input symbols 60 
in a group, a one-to-one mapping between the group and a 
corresponding channel codeword. In short, each combina­
tion of input symbols uniquely specifies a channel codeword 
and vice versa. Such a mapping may be established by 
taldng a group of input symbols and using it as an address 65 
of a memory device (such as a read only memory or a 
random access memory) where the contents of the address 

2 
are the symbols comprising the channel codeword. The 
memory device is referred to as a codebook. Toe particular 
group of input symbols may be obtained or decoded :from the 
channel codeword by using, for example, an inverse code­
book where a channel codeword is an address of a location 
in a memory device where the contents of the address are the 
group of symbols corresponding to the channel codeword. 

Consider a system which records information on a mag­
netic medium and in which a channel codeword comprising 
a sequence of seven binary digits "1010001" is 10 be 
represented on the magnetic medium. The binary sequence 
is advantageously used to modulate or control the flow of an 
electrical current in one of two opposite directions. The 
current in tum, produces a magnetic field the direction of 
which magnetic field is in one of two opposite directions 
depending on the direction of the cun:cmt. In particular, 
transitions from one direction in the current (and conse­
quently in the magnetic field) to the other, correspond to 
binary "l's" in the sequence. Thus, assuming the electrical 
current and corresponding magnetic field arc established in 
respective "initial" directions, the first "l" in the sequence of 
seven binary digits would cause the current and correspond­
ing magnetic field are established lo transition or switch to 
the opposite directions. The current and corresponding mag­
netic field would remain in the opposite direction during the 
first "O" in the sequence of seven binary digits. The third 
binary digit, which is a "l", causes the current and magnetic 
field to revert or transition back to their initial directions 
where they remain for the next three digits in the sequence 
of seven binary digits, i.e., the "O's" cause no change in the 
direction of magnetization. The seventh digit in the sequence 
is a "l" which causes the current and corresponding mag­
netic field to transition to the opposite directions. 

To represent the seven digit binary sequence on the 
magnetic medium, the magnetic medium is divided into 
portions with each portion corresponding to a particular digit 
in the binary sequence. Each portion of the magnetic 
medium is, in turn, exposed to the magnetic field produced 
according to its corresponding bit in the channel codeword, 
and is consequently magnetized by the field in one of the two 
directions. The information recorded on the medium is 
termed a channel sequence and is defined by the channel 
codeword. The channel sequence comprises channel sym­
bols, but unlike the symbols in the infonnation and channel 
codewords described above, the channel symbols in a chan­
nel sequence for a magnetic medium are advantageously 
selected :from a set of bipolar symbols, {-1,1}, which set of 
symbols more closely reflects the physical manifestation of 
the channel sequence on the medium in which the portions 
are magnetized with equal (i.e. unit) intensity in one of two 
(i.e. bi-) opposite (i.e. polar) directions, 

The channel codeword which defined the channel 
sequence is read by detecting a change in a voltage signal 
caused by: I) changes in the magnetization of portions of the 
medium and 2) by noise in the system. The voltage signal is 
a pulse each time a "l" is detected and just noise each time 
a "O" is detected. The position of the pulses carries infor­
mation about timing parameters in the system, and the height 
of the pulses carries information about gain parameters in 
the system. Importantly, however, if a long string of "O's" 
are read, there is no voltage output (other than noise), and 
hence no timing or gain infonnalion, thereby leading to a 
loss of, or drift in, timing and gain paraDleters. 

Thus, modulation coding schemes which advantageously 
avoid the recording or transmission of long strings of binary 
zeros in channel codewords may be used to ensure accurate 
timing and gain information. 
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In addition to ensuring accurate timing and gain informa­
tion, modulation coding may also advantageously be used to 
generate a signal comprising "de-free" channel sequences. 
More particularly, it is often desirable that channel 
sequences have a spectral null at zero (de) frequency by 5 
which it is meant that the running digital sum (i.e. the 
arithmetic sum) of all the symbols transmitted in the 
sequence over a channel or recorded on a medium is 
bounded. Such sequences arc said to be de-free, and such 
sequences are desirable because they may provide even 10 
further noise immunity. One way to assure a de-free 
sequence is to design a system in which the block digital or 
the arithmetic sum of symbols in a channel sequence trans­
mitted over a channel is zero. However, efficient or high rate 
modulation codes, i.e., codes that can prevent Jong strings of 15 
zeros from occurring without adding an excessive number of 
symbols to the infonnation to be recorded, that also define 
de-free channel sequences, typically require complex cir­
cuitry to implement and often require large power consump­
tion and large area on integrated circuits relative to other 20 

clements in the transmission or recording system. Similarly, 
systems for decoding such high rate modulation codes are 
also relatively complex. Thus, there is a need for an 
improved method and apparatus for encoding and decoding 
information using high rate codes that advantageously are 25 
de-free. 

SUMMARY OF THE INVENTION 

4 
FIG. 5 is a block diagram of a fourth embodiment of a 

system for generating de-free sequences. 

FIG. 6 is a block diagram of a decoding system advan­
tageously used with the system of FIG. 2. 

FIG. 7 is a block diagram of a decoding system advan­
tageously used with the system of FIG. 3. 

FIG. 8 is a block diagram of a decoding system advan­
tageously used with the system of FIG. 4. 

FIG. 9 is a block diagram of a decoding system advan­
tageously used with the system of FlG. 5. 

DETAILED DESCRIPTION 

FIG. 1 is a block diagram of a system in which the 
inventive method may be practiced. In particular, the system 
ofFIG. l is useful for recording and reading information via 
a magnetic medium such as digital audio tape and disk 
drives. 

The information is first advantageously compressed using 
Lempel-Ziv compressor 110 so as to reduce the amount of 
information that must be recorded on the medium thereby 
saving time and money (e.g. by permitting additional infor-
mation to be recorded on a given amount of recording 
medium or be requiring less of the medium for holding a 
given amount of infonnation) . Next, the compressed infor­
mation is advantageously input to encoder 120 which 
encodes the compressed information using Reed-Solomon 

In accordance with the present invention it is recognized 
that a channel codeword, comprising a given number of 
symbols and that advantageously is de-free, may be gener­
ated based on non-de-free codewords comprising a smaller 
number of symbols thereby reducing implementation com­
plexity for generating such a channel codeword. Accord­
ingly, a method and apparatus generate a channel codeword 

30 ~~::s~~ Ci%11r:!i~~ ~!:1!~1~:;;r:::~~:t~.:~ti~:~~ 
reduce errors introduced in the reading process. Lempel-Ziv 
and Reed-Solomon encoding are described in greater detail 
in Timothy C. Bell et al., Text Compression, Prentice-Hall, 

35 Englewood Cliffs, N.J., 1990 and S. Lin and D. J. Costello, 
Error Control Coding, Prentice-Hall, Englewood Cliffs, 
N.J., 1983, respectively. by selecting, for each set of input symbols in a plurality of 

sets of input symbols, a respective codeword, and by gen­
erating the channel codeword based on the selected respec­
tive codewords and on an additional set of input symbols, 40 
the channel codeword advantageously defining a channel 
sequence with a block digital sum of zero . In one embodi­
ment, the channel codeword comprises two codewords, 
which two codewords were selected by respective set of 
input symbols, where the two codewords define respective 45 
channels sequences having block digital sums that are 
inverses of each other and where the ordering of the two 
codewords in the channel codeword is detennined by an 
additional set of input symbols. In another embodiment, the 
channel codeword comprises two codewords, which two 50 
codewords were selected by respective sets of input sym­
bols, where the two codewords define respective channels 
sequences having identical block digital sums and where, 
based on an additional set of input symbols, the symbols in, 
and thus the block digital sum of, one of the two codewords 55 
are inverted. 

BRIEF DESCRIPTION OF THE DRAWING 

The output of encoder 120 is a series of symbols where 
each symbol is represented by a set of one or more bits. The 
symbols arc input to modulation coder 130 which generates 
an N-symbol codeword defining a channel sequence that is 
transmitted through channel or recorded on medium 140. 

The channel sequence is received in equalizer 150 which 
compensates for distortions (e.g. in frequency and phase) 
introduced in channel 140. Modulation decoder 160 and 
Reed-Solomon decoder 170 reverse the encoding processes 
of modulation encoder 130 and Reed-Solomon encoder 120, 
respectively. The information is then recovered by decom­
pressing in Lempel-Ziv decompresser 180 the output of 
Reed-Solomon decoder 170. 

Recall that it is often advantageous that a channel 
sequence have a spectral null at zero (de) frequency. It has 
been shown that the power density function of a channel 
sequence x comprising symbols x;, (i.e.= ... ic_1, x0 , x1, 

. . . ), vanishes at zero frequency if and only if its running­
digital-sum (RDS), defined as 

FIG. 1 is a block diagram of a system in which in the 60 
inventive method may be practiced; 

i 
RDS,=. :E Xj ,~ 

is bounded. It is known how to encode sequences of arbi­
trary symbols into channel sequences with bounded RDS's 
by means of de-free modulation codes which codes may be 
finite-state codes or block codes. However, such encoding 

FIG. 2 is a block diagram of a first embodiment of a 
system for generating de-free sequences. 

FIG. 3 is a block diagram of a second embodiment of a 
system for generating de-free sequences. 

FIG. 4 is a block diagram of a third embodiment of a 
system for generating de-free sequences. 

65 techniques are complex and require extensive circuitry to 
implement. See, R. Karabcd and P. H. Siegel, "Matched 
spectra-null codes for partial response channels," IEEE 
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Trans. Inf. Theory, Vol. 28, No. 2, pp. 435-439, March 1991; 
K. J. Knudson, J. K. Wolf and L.B. Milstein, "A concat­
enated decoding scheme for (1-D) partial response with 
matched spectral-null coding," Proc. 1993 IEEE Global 
Telecomm. Con[. (GLOBECOM '93), Houston, Te,1., pp. s 
1960-1964, November 1993. 

Finite state codes are those in which the coded output 
depends on both rhe current input and the current stale of the 
coder where the current state is, in tum, a function of prior 1o 
inputs. Block codes, on the other hand, take blocks of M 
symbols, called information words, and map them into 
blocks of N channel symbols called codewords. Several 
factors favor the use of block codes. One such factor is 
limited error propagation since the block codes encode 15 

without memory, i.e. the symbols used to cocode one block 
are not used in encoding any other block and thus errors in 
encoding are typically confined to a particular block. 
Another factor is ease of implementation. The simplest way 20 

to organize a one-to-one mapping of information words to 
codewords is to form a codebook of 2M codewords and use 
an M-symbol input word to specify an N-symbol codeword 
in the codebook. The ratio MIN defines the rate R of the 
modulation code. Note that when decoding a received code- 25 
word, the M-symbol information word may be recovered, 
for e,1ample, by inverting the mapping or by combinatorial 
logic circuits in an inverse codebook. 

One way to ensure that an arbitrary sequence of code­
words has a bounded RDS, each codeword w=n1 , w2, . .• 30 

w N is required to have a block digital sum (BOS), defined as 

6 

causes a substantial number of extra de-free sequences not 
to be used. Fore,1ample, ifN=8, then the number of DC free 
sequences is 70, the code rate is 0.75 with the codebook of 
size 64, and 6 de-free sequences are not used. However, if 
N= 10 there are 252 possible de-free sequences. The code­
book is of size 128, and 124 sequences are discarded thereby 
lowering the code rate to 0. 70. 

In some applications, e.g. in magnetic recording applica­
tions, it is advantageous that modulation codes have rates 
higher than 3/4 so !hat a large percentage of the channel 
sequence represents infonnation and a small portion repre­
sents coding. According to Table 2 below, large block length 
codes and large codebooks are typically required for rates 
above 3/4. For example, a code of rate 11/14 requires a block 
length of 14 and a codebook size of 2048 codewords, and a 
code of rate 13/16 requires a block length of 16 and a 
codebook of size 8192 codewords. Large codebook size is 
typically not an advantage when implementing coders since 
large codebooks require both more time to access codewords 
stored in the codebooks and more space in an integrated 
circuit than smaller codebooks. Although some schemes 
have been proposed to reduce the size of codebooks while 
maintaining the rate of a given code, these techniques add 
additional complexity and do not substantially reduce the 
size of the codebooks. 

In accordance with the present invention a coding scheme 
is proposed which may advantageously reduce the codebook 
size for a given code rate. The inventive method recognizes 
that in prior block coding techniques used to generate 
de-free modulation codes, each codeword in a codebook was 
required to define a sequence having a BDS equal to zero to 

N 
BDS= E WJ 

j=I 
35 ensure that an arbitrary sequence of codewords had a 

bounded RDS. In the inventive method, however, infonna­
tion words arc applied to modulation coder to select code­
words defining sequences with arbitrary or non-restricted 

equal to zero. Codewords defining sequences of bipolar 
symbols, e.g. codewords with bipolar symbols + l and -1, 
with BDS equal to zero arc possible only if the codeword 
length N is even and if half the symbols are -1 and half the 
symbols are+ 1. The number of such codewords is then equal 40 

to 

Note, however, that at most 2M codewords defining 
sequences with BDS zero can be used to form a codebook 
for an MIN rate code, where 

BOS. The selected codewords will then be used 10 generate 
an output codeword which advantageously defines a de-free 
sequence. 

FIG. 2 illustrates a first embodiment of the inventive 
method for generating de-free sequences. In this embodi­
ment q groups of information words of m symbols and a 

45 group of p symbols are input to modulation coder 130. Each 
group of m input symbols is used to select an n symbol 
codeword from codebook 210. Codebook 210 advanta­
geously comprises 2m codewords where the BDS of the 
symbols in the s~uencc defined by each codeword is x. 

so Codebook 210 is advantageously implemented in a memory 
device such as read only memory or random access memory. 
The codewords selected by the set of inptit symbols { m1,m,_, 
•.. mq} are {n1,a,, . .. nq} respectively. The group of p input and where the function floor(x) returns the largest integer 

less than or equal to ,1. 
The above e,1planation is rendered more clear by use of a 55 

specific example. Consider the block length N of a sequence 

symbols are input to control codebook 230 which contains 
'l!' codewords defining sequences of bipolar symbols of 
length q where each sequence has a BOS of zero. The group 
of p symbols selects a codeword, termed a control code­
word, from control codebook 230 which is then input, along 
with the set of codewords {ni,n2, • •• nq} to inverter 220. 
Each of the q codewords is associated with one of the q 
symbols in the control codeword. Inverter 220 inverts the 

to be 4. There are 16 possible sequences of symbols as 
shown in Table 1 below, and 6ofthese sequences are de-free 
as indicated by the asterisks. Note, however, that since the 60 
number of codewords in a codebook is advantageously a 
power of 2, the codebook of length N in this example will 
be four, and two of the de-free codewords in Table 1 will not 
be used thereby lowering the code rate. Table 2 below lists 
the codebook size and ma,1imum code rate for different 65 
values ofN where N is a de-free sequence.Note that in some 
cases the requirement that 

symbols in half of the codewords according to associated 
symbol in the control word. Thus after inversion, half of the 
codewords define a sequence with a BDS of x, and half a 
BDS of -x, and the output codeword (i.e. the group of 
codewords {n1tn2, •• . nq} as processed by inverter 220) 
defines a sequence with a BOS of zero. 
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To illustrate the above example in a specific context using 
the inventive method, consider the rate 11/14 code of Table 
2 which in prior techniques requires a codebook of size 2048 
codewords. In the inventive method as illustrated in FIG. 2, 
a single codebook (i.e. codebook 210 in FIG, 2) of 7-symbol 
codewords defining sequences with BDS equal to +1 may be 
used (e.g. 4 of the symbols in the sequence are+ 1, and 3 of 
the symbols are -1). There are 

8 
are used. Codebook 310-1 contains thirty-two 7-symbol 
codewords defining sequences with BDS equal to+ 1. Code­
book 310-2 contains thirty-two 7-symbol codewords defin­
ing sequences with BDS equal to -1. The rate 11/14 de-free 
code can be generated using the method and apparatus of 
FIG. 3 as follows. The 11 input symbols are divided into two 
groups of five symbols and another group of one symbol. 
Each group of five symbols selects a codeword from a 
respective codebook. The single symbol specifies which of 

U)=35 
such codewords defining sequences with BDS=l, and 32=25 

10 the two selected codewords is to be output first by orderer 
320 thereby yielding a de-free output codeword defining a 
channel sequence comprising a 7-symbol sequence ofBDS= 
+1 and a 7-symbol sequence ofBDS~I. 

of the codebook are selected for codebook 210. Note that if 
the sign of each symbol of a codeword in the codebook is 
inverted, the resulting inverted codeword defines a sequence 15 

with a BDS equal to -1. Thus, a rate 11/14 de-free code can 
be generated using the method of FIG. 2, as follows. The 11 
input symbols arc divided into q=2 groups of m=5 symbols 
and another group of p=l symbol. The first and second 
groups of m=5 symbols select respective 7-symbol code- 20 

words in codebook 210. The p=l symbol specifies which of 
the two selected codewords is to have its symbols inverted 
in inverter 220 thereby yielding a de-free output codeword 
comprising a 7-symbol sequence of BDS=+l and a 7-sym-
bol sequence of BOS=-1. More formally, the p=l input 25 
symbol can be used lo select one of two codewords, either 
the codeword defining the sequence (-1,1) or the codeword 
defining the sequence (1,-1), in control codebook 230 as the 
control word where (-1,1) indicates the symbols of the first 
7-symbol codeword are inverted and where (1,-1) indicates 30 

the symbols of the second 7-symbol codeword are inverted. 
The implementation of FIG. 2 can be used in a variety of 

contexts. For example, the BDS of sequences defined by 
codewords in codebook 210 need not be +l. The BDS may 3 
be any value as long as zm entries are available for codebook 5 

210. 
Another embodiment of the present invention is illus­

trated in FIG. 3 where q groups of m symbols and a group 
of p symbols are input to modulation coder 130. Each group 
of m input symbols is used to select a codeword from a 40 
respective codebook 310-j, j=l,2, . .. q. Codebook 310-j 
advantageously comprises 2m codewords where all code­
words in codebook 310-:i define sequences with the same 

The implementation of FIG. 3 can be expanded and is not 
limited by the examples given above. For example, the BOS 
of sequences defined by codewords in codebooks 310-j need 
not be + I and -1. All that is required is that 

iBDS1 
j=I 

is zero. Thus, a set of four codebooks defining sequences 
with BOS1=3, BOS2=1, BOS3=-1 and BOS4=-3 is suitable. 

FIG. 4 illustrates a third embodiment of the inventive 
method for generating de-free sequences. In this embodi­
ment q groups of m symbols and a group of p symbols are 
input to modulation coder 130. Each group of m symbols is 
used to select a codeword from codebook 420-j where the 
particular codebook selected for a given set of m symbols is 
determined by the set of p symbols. In particular, the set of 
p symbols is advantageously used to select a control code­
word from control codebook 430 which control codeword is 
input to codebook selector 405. Codebook selector 405 then 
routes each set of m symbols to the proper codebook 420-j 
from which a respective codeword is then selected. As with 
embodiment of FIG. 3, if the j'h codebook comprises code­
words defining sequence with BDSp and if 

l BDS1=0, 
j=l 

then the output codeword generated by modulation coder 
130 defines a sequence that is de-free. 

In the contel<t of the rate 11/14 code discussed above, two 
groups of 5 input symbols and another single input symbol 

BDS, i.e. BDSf" Further, 
45 can be input to modulation coder 130. Two codebooks, 

410-1 and 410-2 of thirty-two ?-symbol codewords defining 
sequences with BOS+ 1 and - 1, respectively, are used. The 
single symbol p is used to decide which group of 5 input 

The group of p input symbols are input to control codebook 
330 which contains 2" codewords of length q where the 50 

control codebook comprises codewords defining sequences 
with a BOS of zero. The group of p symbols selects a control 
codeword from control codebook 330 which is input, along 
with the selected codewords {n1,n2 ••• nq} to orderer 320. 
Orderer 320 orders or concatenates the codewords according 55 
to a rule prescribed by the p symbols, e.g. the output of 
orderer 320 is {nq,n2, ••• n1}. Thus, since one codeword is 
selected from each codebook and since 

symbols uses codebook 410-1 with the other group of 5 
input symbols selecting a codeword from codebook 410-2. 
The resulting output codeword, based on a codeword 
selected from codebook 410-1 and a codeword from code­
book 410-2, will define a chanocl sequence with a BOS of 
zero. 

Another embodiment of the inventive method is illus-
trated in FIG. 5 in which q groups of m symbols and a group 
of p symbols arc input to modulation coder 130. The group 
of p symbols are used both to select the codebooks and to 
determine which codewords are invened. Each group of m 

the output codeword generated by the system in FIG. 3 
defines a sequence with BDS=O. 

60 symbols is used to select a codeword from codebook 520-j 
where the particular codebook selected for a given set of m 
symbols is determined by the set of p symbols. In particular, 
the set of p symbols is advantageously used to select a 
control codeword from control codebook 530 which control 

To illustrate the second embodiment in a specific 
example, again consider the rate 11/14 code of Table 2. In 
the second embodiment, two codebooks, 310-1 and 310-2 

65 codeword is input to codebook selector 510. Codebook 
selector 510 then routes each set of m symbols to the proper 
codebook 520-j from which a respective codeword is then 
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symbol representing the BDS value of the j th received 
codeword. These values correspond to symbols in a control 
codeword and are input to inverse control codebook 730 
which, based on knowledge of control codebook 330, can be 
used to identify the p symbols used to generate the control 
word that ordered the codewords during the encoding pro-
cess. 

FIG. 8 illustrates a decoding system advantageously used 
with the system of FIG. 4. A read or received channel 

selected. The routing is based on a control codeword. The 
control codeword is selected by applying p input symbols to 
control codebook 530. The control codewords define 
sequences with BOS,;()_ Assuming that each symbol in the 
sequence is a bipolar symbol (e.g. a+l ora-1) and that each 5 
symbol is associated with a codeword, those codewords 
associated with a -1 will be inverted and those codewords 
associated with a+ l will remain unchanged. For example, in 
FIG. 5, codeword nq is input to and inverted in inverter 515 
and the output is designated n'0• 10 sequence generates an input codeword, which is broken 

down into q codewords of length n symbols where each 
codeword defines a portion of the read or received sequence. 
The BDS of the sequence defined by each codeword is 

The embodiment of FIG. 5 uses half as many codebooks 
as the embodiment of FIG. 4 but requires inverter 515. To 
illustrate, if codebook 520-1 comprises codewords defining 
sequences with BDS,,,3 and codebook 520-2 comprises 
codewords defining sequences with BDS=l, a de-free IS 

sequence can be generated by selecting a group of 3 code­
words from the BDS=<l codebook and second group com­
prising one codeword from the BDS=<3 codebcok and invert­
ing symbols in one of the groups. In contrast to a 
corresponding system using the arrangement of FIG. 4, the 20 

system of FIG. 5 eliminates the need for codebooks com­
prising codewords defining sequences of BOS:o-3 and 
BDS~l. 

FIG. 6 illustrates a modulation decoder 160 that can be 
used with the system of FIG. 2. A read or received channel is 

sequence generates a codeword, herein termed an input 
codeword, which is broken down into q codewords oflcngth 
n .~ymbols where each codeword defines a portion of the read 
or received sequence. Let the prime (') designation indicate 
a codeword defining a portion sequence with a negative 30 
BOS, as achieved for example by inverting a sequence with 
a positive BDS. Assume for illustrative purposes that the 
received codeword FIG. 6 is {nrn'2, ••• n4}. The BOS for 
the j'h sequence defined by the j' codeword is determined in 
BOS check 602-j. Assuming the BDS of sequences defined 35 
by codewords in codebook 210 of FIG. 2 is x, then code­
words defining sequences with BDS~x in FIG. 6 will have 
their symbols invened in BOS check 610-j so that all 
received codeword will define sequences that have a BDS of 
x. Each codeword defining the BDS=x sequence will then be 40 
input to inverse codebook 620. Inverse codebook 620 out­
puts, advantageously based on knowledge of codebook 210 

detcrmim,d in BDS check 802-j. The codeword and the BDS 
value of the corresponding defined sequence are input to 
router 805 and the codeword is routed to inverse codebook 
810-j based on the BDS value of the corresponding 
sequence. Marcher 810--j generates an m symbol information 
word advantageously based on knowledge of codebook 
420-j. An additional set of p symbols can be determined by 
receiving from BDS check 802-j the BDS value defined by 
the j'h received codeword. These values correspond to 
symbols_._in a control codeword and are input to inverse 
control codebook 830 which, based on knowledge of control 
codebook 430, can the generate the p symbols. 

FIG. 9 illustrates a decoding system advantageously used 
with the system of FIG. 5. A read or received channel 
sequence generates an input codeword, which is broken 
down into q codewords of length n symbols where each 
codeword defines a portion of the read or received sequence. 
The prime designation (1 indicates a sequence where the 
symbol were invened. The BDS of each codeword is deter­
mined in BDS check 902-j. Codewords defining sequences 
that w~re inverted in the encoding process, as evidenced for 
example by a negative BDS value, are inverted in BDS 
check 902-j. The additional p information symbols are 
determined by receiving from BDS check 902-j the BOS 
value of the j1h received codeword. These values correspond 
to symbols in a control codeword and are input to inverse 
control codebook 930 which, based on knowledge of control 
codebook 530, can the generate the p symbols. The code• 
words and the BOS value are then input into router 905. 
Router 905 directs the n symbol codeword to inverse code­
book 910- i. The routing is advantageously based on the 
BDS value. Inverse codebook 910-i operates in a fashion 
similar to the inverse codebooks described above to generate 
q sets of m information symbols. 

This disclosure describes a method and apparatus for 
modulation encoding. The apparatus and method disclosed 

of FIG. 2, for each codeword, the m input symbol informa­
tion word corresponding to the codeword. BOS check 602-j 
also generates check symbols, depending on whether the 45 

BOS of the defined sequences j was +x or -x. The check 
symbols are input to inverse control codebook 630 to 
determine, advantageously based on knowledge of control 
codebook 230, the set of p input symbols used to generate 
the control codeword in FIG. 2. 

FIG. 7 illustrates a decoding system advantageously used 
with the system of FIG. 3. A read or received channel 
sequence generates an input codeword, which is broken 
down into q codewords of length n symbols where each 
codeword defines a portion of the read or received sequence. 55 
The BDS of each sequence defined by the codewords is 
determined in BDS check 702-j. The codeword and the BDS 
value of the corresponding defined sequence are input to 
router 705. Depending on the BDS value of a defined 
sequence, router 705 directs the corresponding codeword to 60 
one inverse codebook 710-j. Inverse codebook 710--j advan­
tageously operates in a manner similar to inverse codebook 
620 of FIG. 6 in that, based on knowledge of codebooks 
310-j used to generate the codewords from the information 
words, the m symbol input information words can be deter- 65 
mined. An additional set of p symbols is decoded by 
receiving from each BDS check 702-j a respective check 

50 herein have been described without reference to specific 
hardware or software. Instead, the method and apparatus 
have been described in such a manner that those skilled in 
the art can readily adapt such hardware and software as may 
be available or preferable for particular applications. While 
the above teachings of the present invention have been in 
terms of modulation coding for a magnetic recording/writing 
channel, these skilled in the an will recognize the applica­
bility of these teachings to other specific contexts. For 
example the above teachings are not limited to magnetic 
recording/writing channels. Likewise, the above teachings 
are not limited to the particular arrangements shown in the 
figures above where, for example, the parallel processing of 
q codewords through g BDS checks could be replaced by 
serially processing the q codewords through a single BDS 
check. Further, the above teachings may be extended to 
include generating output codewords defining sequences 
having non-zero BDS values which codewords are useful in 
optical communications. 
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12 
channel symbols in the respective portions having an 
associated block digital sum, and wherein the sum of 
the block digital sums of the respective portions is zero, 
and 

generating an channel codeword by concatenating, in an 
order of concatenation determined by a separate set of 
input symbols, the respective codewords. 

9. The method of claim 8 wherein the step of selecting a 
respective codeword further comprises the steps of: 

-I 
- I 

I 1 l 
1 1 -1 10 selecting, from a first codebook, a first respective code-

-I 1 -1 
-I I -1 
-I -I 1 
-1 -1 I 
-1 -1 -I 
-I - 1 -I 

1 
-I 

I 
-1 

I 
-I 15 

word for a first set of input symbols, the selecting being 
based on said first set of input symbols, and 

selecting, from a second codebook, a second respective 
codeword for a second set of input symbols, the select­
ing being based on said second set of input symbols. 

10. The method of claim 9 wherein the channel symbols 

N 

2 
4 
6 
8 

10 
12 
14 
16 

TABLE2 

R 

1/2 = .5 
214= .5 

codebook size 

2 

in the respective portion of a channel sequence defined by 
said first respective codeword has a block digital sum of x, 

20 and wherein the channel symbols in the respective portion of 
a channel sequence defined by said second respective code­
word has a block digital sum of -x. 

4/6 = .667 
6/8 = .75 

7110= .70 
9/12 = .15 

4 
16 
64 

128 
512 

11. The method of claim 10 wherein said different set of 
input symbols comprises a single bit having a status and 

25 where said order of concatenation is indicated by said status. 
12. A method comprising the steps of: 

11/14 = .786 2048 
13/16 = .813 8192 

I claim: 
1. A method comprising the steps of: 
selecting, for each set of input symbols in a plurality of 

sets of input symbols, a respective codeword, and 

30 

generating a channel codeword based on the selected 
respective codewords and on an additional set of input 35 
symbols, said channel codeword defining a channel 
sequence, wherein the block digital sum of the defined 
channel sequence is zero. 

2. The method of claim 1 wherein the step of generating 
a channel codeword comprises the step of: 

ordering said respective codewords based on said addi- 40 

tional set of input symbols. 
3. The method of claim 2 wherein the step of selecting 

comprises the steps of, for each set of input symbols: 
choosing a codebook from among a plurality of code­

books wherein each codebook in the plurality of code- 45 

books comprises codewords, 
choosing said respective codeword from among code­

words in the selected codebook based on said each set 
of input symbols. 50 

for each set of input symbols in a plurality of sets of input 
symbols, selecting a respective codeword comprising 
.symbols, and 

inverting codeword symbols in particular respective code­
words, the particular respective codewords being 
selected based on a different set of input symbols, 

generating a channel codeword based on said codewords, 
wherein said channel codeword defines a channel 
sequence comprising channel symbols and wherein the 
block digital sum of said channel sequence is zero. 

13. The method of claim 12 wherein the step of generating 
comprises the step of: 

selecting, based on symbols in said different set of input 
symbols, a control codeword from a control codebook. 
the control codeword comprising a number of control 
symbols equal to the number of respective codewords, 
each control symbol in the control codebook have a 
status, and 

for each respective codeword, inverting the symbols in 
the selected codeword according to the status of a 
respective control symbol in said control codebook. 

14. The method of claim 13 wherein said control code­
word defines a channel sequence with a block digital sum of 
zero. 4. The method of claim 1 wherein the step of generating 

a channel codeword comprises the steps of: 
invening codeword symbols in particular respective code­

words based on said additional set of input symbols. 
5. The method of claim 4 wherein, for each set of input 

symbols, the selected codewords are selected from among 
codewords in a single codebook. 

15. A method of generating a channel codeword, said 
channel codeword defining a channel sequence having a 
block digital sum of a specified value, said method com-

55 prising the steps of: 

6. The method of claim 1 wherein said channel codeword 
is recorded on a magnetic medium. 

7. The method of claim 1 wherein said channel codeword 60 
is transmitted over a communications channel. 

8. A method comprising the steps of: 
for each set of input symbols in a plurality of sets of input 

symbols, selecting a respective codeword from among 
codewords in a set of one or more codebooks, wherein 65 
each respective codeword defines a respective portion 
of a channel sequence comprising channel symbols, the 

selecting, for each set of input symbols in a plurality of 
sets of input symbols, a respeclive codeword, wherein 
said respective codeword is associated with a respec­
tive channel sequence having an associated block digi­
tal sum, and 

generating said channel codeword based on said respec­
ti vc codewords and on said respective block digital 
sums, wherein said channel sequence defined by said 
charwcl codeword has a block digital sum equal to said 
specified val uc. 

16. The method of claim 15 wherein said specified value 
is zero. 
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17. The method of claim 15 wherein the step of selecting 
comprises the step of: 

for each set of input symbols, choosing a codeword from 
a codebook as said respective codeword. 

14 
portion, said codebook from among a plurality of 
codebooks. 

18. The method of claim 17 wherein the step of choosing 5 
comprises the step of: 

28. The method of claim 26 further comprising the step of: 
for portions of said channels sequence having a negative 

block digital sum, inverting symbols in corresponding 
portions in said input codeword. 

selecting, according to a first other set of input symbols, 
a codebook from among a plurality of codebooks, each 
codebook in said plurality of codebooks comprising 
codewords, wherein the chosen codeword is selected 10 

from among codewords in the chosen codebook. 

29. The method of claim 25 wherein said input codeword 
is received over a communications channel. 

30. The method of claim 25 wherein said input codeword 
is read from a magnetic recording channel. 

31. The method of claim 25 wherein the block digital sum 
of said portions of said channel sequences corresponding to 
said portions in said input codeword is zero. 

19. The method of claim 15 or 18 wherein the step of 
generating comprises: 

ordering said respective codewords based on a second 
other set of input symbols. 

20. The method of claim 15 or 18 wherein each respective 
codeword comprises symbols and wherein the step of gen­
erating comprises: 

inverting symbols in particular respective codewords 
based on a second other set of input symbols. 

21. The method of claim 19 wherein the step of ordering 
comprises the steps of: 

selecting, based on said second other set of input symbols, 

32. The method of claim 25 wherein said input codeword 
comprises a first portion defining a first portion of said 

15 channel sequence wherein the block digital sum of said first 
portion of said channel sequence is x and wherein said input 
codeword comprises a second portion defining a second 
portion of said channel sequence wherein the block digital 
sum of said second portion of said channel sequence is -x. 

20 33. An apparatus for generating a channel codeword, said 
channel codeword defining a channel sequence having a 
block digital sum of a specified value, said apparatus com­
prising: 

a control codeword, said control codeword comprising 
control symbols, wherein a channel sequence defined 25 

by said control codeword has a block digital sum of 
U(O, and 

means for selecting, for each set of input symbols in a 
plurality of sets of input symbols, a respective code­
word, wherein said respective codeword is associated 
with a respective channel sequence having an associ­
ated block digital sum, and ordering said respective codewords based on the control 

symbols in said selected control codeword. 
22. The method of claim 20 wherein the step of inverting 30 

comprises the steps of: 

means for generating said channel codeword based on 
said respective codewords and on said respective block 
digital sums, wherein said channel sequence defined by 
said channel codeword has a block digital sum equal to 
said specified value. selecting, based on said second other set of input symbols, 

a control codeword, said control codeword comprising 
control symbols, wherein a channel sequence defined 
by said control codeword has a block digital sum of 
zero, and 

inverting symbols in said respective codewords based on 
said control symbols in said selected control codeword. 

34. The apparatus of claim 33 wherein said specified 
35 value is zero. 

35. The apparatus of claim 33 wherein the means for 
selecting comprises: 

23. The method of claim 16 further comprising the step of: 4o 

means for choosing, for each set of input symbols, a 
codeword from a codebook as said respective code­
word. 

recording said defined channel sequence on a magnetic 
medium. 

24. The method of claim 16 further comprising the step of: 

transmitting said defined channel sequence over a com­
munications channel. 

25. A method comprising the steps of: 

for each portion in a plurality of portions of an input 
codeword, wherein each portion defines a correspond­
ing portion of a channel sequence comprising channel 
symbols, wherein each portion of said input codeword 
comprises symbols, generating a respective set of out­
put symbols, and 

generating, based on the block digital sum of the channel 
symbols in the portion of the channel sequence corre­
sponding to each portion of said input codeword, an 
additional set of output symbols. 

26. The method of claim 25 wherein the step of generating 
a respective set of output symbols comprises the step of: 

selecting for each portion of said input codeword, based 
on the symbols in said each portion, an entry from 
among one or more entries in a codebook, the selected 
entry comprising said respective set of output symbols. 

27. The method of claim 26 wherein the step of selecting 
an entry comprises the step of: 

selecting, based on the block digital sum of channel 
symbols in the channel sequence corresponding to said 

45 

36. The apparatus of claim 35 wherein the means for 
choosing comprises: 

means for selecting, according to a first other set of input 
symbols, a codebook from among a plurality of code­
books, each codebook in said plurality of codebooks 
comprising codewords, wherein the chosen codeword 
is selected from among codewords in the chosco code­
book. 

37. The apparatus of claim 33 or 36 wherein the means for 
50 generating comprises: 

means for ordering said respective codewords based on a 
second other set of input symbols. 

38. The apparatus of claim 33 or 36 wherein each respec­
tive codeword comprises symbols and wherein the means 

55 for generating comprises: 

means for inverting symbols in particular respective code­
words based on a second other set of input symbols. 

39. The apparatus of claim 37 wherein the means for 

60 ordering comprises: 

65 

means for selecting, based on said second other set of 
input symbols, a control codeword, said control code­
word comprising control symbols, wherein a channel 
sequence defined by said control codeword has a block 
digital sum of zero, and 

means for ordering said respective codewords based on 

the control symbols in said selected control codeword. 
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40. The apparatus of claim 38 wherein the means for 
inverting comprises: 

means for selecting, based on said second other set of 
input symbols, a control codeword, said control code­
word comprising control symbols, wherein a channel 5 

sequence defined by said control codeword has a block 
digital sum of zero, and 

means for inverting symbols in said respective codewords 
based on said control symbols in said selected control 
codeword. 10 

41. The apparatus of claim 34 further comprising: 
means for recording said defined channel sequence on a 

magnetic medium. 
42. The apparatus of claim 34 further comprising: 
means for transmitting said defined channel sequence 

over a communications channel. 
43. An apparatus comprising 

IS 

for each portion in a plurality of portions of an input 
codeword, wherein each portion defines a correspond- 20 
ing portion of a channel sequence comprising channel 
symbols, wherein each portion of said input codeword 
comprises symbols, means for generating a respective 
set of output symbols, and 

means for generating, based on the block digital sum of 25 
the channel symbols in the portion of the channel 
sequence corresponding to each portion of said input 
codeword, an additional set of output symbols. 

44. The apparatus of claim 43 wherein the means for 
generating a respective set of output symbols comprises: 

16 
means for selecting for each portion of said input code­

word, based on the symbols in said each portion, an 
entry from among one or more entries in a codebook, 
the selected entry comprising said respective set of 
output symbols. 

45. The apparatus of claim 44 wherein the means for 
selecting an entry comprises: 

means for selecting, based on the block digital sum of 
channel symbols in the channel sequence correspond­
ing to said portion, said codebook from among a 
plurality of codebooks. 

46. The apparatus of claim 44 further comprising: 
for portions of said channels sequence having a negative 

block digital sum, means for inverting symbols in 
corresponding portions in said input codeword. 

47. The apparatus of claim 43 wherein said input code­
word is received over a communications channel. 

48. The method of claim 43 wherein said input codeword 
is read from a magnetic recording channel. 

49. The apparatus of claim 43 wherein the block digital 
sum of said portions of said channel sequences correspond­
ing to said portions in said input codeword is zero. 

50. The apparatus of claim 43 wherein said input code­
word comprises a first portion defining a first portion of said 
channel sequence wherein the block digital sum of said first 
portion of said channel sequence is x and wherein said input 
codeword comprises a second portion defining a second 
portion of said channel sequence wherein the block digital 
sum of said second portion of said channel sequence is -,c. 

* "' * * * 
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