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thus discloses claim element 1 [F].
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In particular, Figure 3 shows the code word assignment and next state table for a
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while claim 1 recites an “apparatus.”
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| [E], and 1 [F], supra.) Tsang thus anticipates claim 16.
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have state transitions inherent in the RLL code.” (Id.) “ In other words, there are
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Viterbi trellis corresponding to a detection system, which corresponds to the claim
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view of Shimoda was well within the ability of one of ordinary skill in the art at the
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192. Further, a person of ordinary skill would have been motivated to
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minimum distance analysis for PRML systems reveals that this is Table 1: Capacities for MTR codes.
also a critical error pattern in high order PRML systems such as

While state-dependent encoders and sliding-block decoders can

WSIUL T T o observe that simple fixed-length block codes can be realized with
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Fig. S: Summary of PRML and FDTS/DF performances with and dominant channels and study of detection performance," IEEE
withomt MTR codes (MR head response and additive noise) Transactions on Magnerics, vol. 27, no. 6, Nov. 1991
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the performance of the corresponding channel in the presence of ITI, often referred to as off-track performance.
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for ¢(D) = 1, which gives y(D) = 1+ D— D? — D3. However, for the corresponding error sequence, é(€, z) cannot

achieve lower bound (5) because that would require a sequence = for which two successive outputs of the EPR4

wnicn ||(1— V)L + U)"eV)||” = 4.

for i € {1,2,3}, ¢ € {=1,1} and p; are three different positive integers. From the definition of y(D), we know
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EXAMPLE 2. Consider a noiseless EPR4 channel. Let sequences a, b, e = (a — b)/2, and = be as follows:
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Tt was shown above that the onlv error polvnomial for which [I(1— D)1+ DY3e(D)II? = 6 is e(D) = 1— D+ D?.

recording, this can be achieved by a code that does not allow successive ones, as 2/3(1,7) code. Using this code
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expected by the detectors for a given par tial response will degrade the eventual bit error rate (BER) of the
system. The goal of adaptive timing recovery 1s to produce samples for a sequence detector that are at the
desired sampling instances for the partial response being used. We review the basics of timing recovery as
well as commaonly used algorithms for timing recovery in magnetic recording channels, and we introduce a
novel technique called interpolated timing recovery. We also introduce adaptive equalization architectures
for partial response channels.
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We continue with an introduction to low-density parity check (LDPC) codes, and describe single-parity
check turbo product codes and well-structured LDPC codes. We describe several classes of combinatorially
constructed LDPC codes along with their performance PR channels. Due to their mathematical structure,
and unlike random codes, these LDPC codes can lend themselves to very low complexity implementa-
tions. We describe constructions of regular Gallager LDPC codes based on combinatorial designs, finite
geometries and finite lattices.
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capacity is about 0.81, and a rate 4/5 code into the constraint was first given in [19].
In [20], the following approach was used to obtain several higher rate constraints. For each of error
strings in £, we write all pairs of channel strings whose difference is the error string. To define F, we look
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format, since then there would never be two consecutive level transitions in the encoded

waveform on two consecutive clock pulses.

3. Claims 6-6, 11, 12, 18, 19, and 21 are objected to as bsing dependent upon a rejected base
claim, but would be allowable if rewritren in independent form including all of the limitations of
the base claim and any intervening claims,

4. The following is a statement of reasons for the indication of allowable subject matter: The
further limitations of claims 6-9, 11, 12, 18, 19, arid 21 essentially require that two or more
consecutive level transitions on two or more consecutive clock pulses in the encoded waveform

be avoided, a condition that is not found in prier art m/n channel encoders.

5. The prior art made of record and not relied upon is considered pertinent to applicant's
disclosure. Busby (U.S. Pat. No. 4,775,985), van Gestel (U.S. Pat, No. 4,779,072), Benjauthrit
(U.S. Pat. No. 5,341,134), Siegel ¢t al {18, Pat, No, 5,450,443), and Soljanin {(1.S, Pat. No.

5,608,397} disclose various methods for channel encoding.

6. Any inquiry concerning this communication or earlier communications from the examiner

should be directed 10 Jason Kost, whose telephone mamber is (703) 308-0308. The examiner can
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At Unit;

normally be reached from 7:00 to 4:30 Monday through Thursday, and from 7:00 to 3:30 on
every other Friday.

If attempts to reach the exansner by telephone are unsuccess{ul, the examiner's supervisor,
Jeffrey Gaffin, can be reached on (703) 308-3301. The fax phone number for this Group is (703}
305-3431.

Communications via Intemet ¢-mail regarding this application, other than those under 35
U.5.C. 122 or which othcrwi;e require a signature, may be used by the applicant and should be
addressed to [jeffrey.gaffin@uspto.gov].

All Internet e-mail communications will be made of record in
the application file. PTD employees do not engage in Internet
communications where there exists a possibility that sensitive
information could be identified or exchanged unless the record
includes a properly signed express waiver of the confidentiality
requirements of 35 U.S.C. 122. This is more clearly set forth in
the Interim Internet Usage Policy published in the Official
Gazette of the Patent and Trademark on February 25, 1997 at 1185
06 89,

Any inquiry of a general nature or relating to the status of this application or proceeding

should be directed to the Group receptionist whose telephone number is (703) 308-1782.
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PATE

oo I\ THE UNITED STATES PATENT AND TRADEMARK OFFICE P /&_
In re the application of: 770 f })
Moon et al. Attorney Docket No.: 1008.10-US-02 ’
Application No.: 08/730,'716/ Examiner: J. Kost
Filed: October 15, 1996 Group Art Unit: 2104
For: METHOD AND APPARATUS FOR IMPLEMENTING
MAXIMUM TRANSITION RUN CODES
AMENDMENT

Assistant Commissioner for Patents
Washington, D.C, 20231

Dear Sir:
In response to the Office Action of September 16, 1997, amendment to

ﬁ.‘% the above-identified patent application is requested.

b
i In the Claims
} Pleagse amend the claims as foliows:
1. (Once amended) Apparatus for encoding m-bit binary datawords inte n-bit binary
codewords, in a recorded waveform, where m and n  are preselected positive
integers such that n is greater than m , comprising:
ﬂ receiver means for receiving the dataword;
/{ { encoder means coupled to the receiver Tans, for producing
sequences of fixed length codewords; ‘g "
RECEIVED
- GROuP
DA i 2100 E
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facili ucti

babilitv of 4 d . in said . .
&\! said sequences generating no more than j consecutive
transitions in the recorded waveform such that j is an integer equal to
or greater than 2; and
said sequences generating no more than k consecutive sample

periods without a transition in the recorded waveform.

13. (Once amended) A method for encoding m-bit binary datawords into n-bit
binary codewords in a recorded waveform, where m and n are preselected positive
integers such that n is greater than m , comprising the steps of:

receiving binary datawords; and

@9’ producing sequences of n-bit codewords;
. ; i of ints () 1 ted form

generating no more than j consecutive transitions of said
sequence in the recorded waveform such that j 22; and
generating no more than k consecutive sample periods of said

sequences without a transition in the rccorded waveform.

RN fepa e

©
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Remarks

The Examiner rejected claims 1-5, 10, 13-17 and 20 under 35 U.S.C.
§ 102(b) as being anticipated by Iketani et al. {U.S. Patent No. 4,760,378). Claims 6-9,
11,12, 18, 19 and 21 were objected to as being dependent upon a rejected claim. The
applicants respectfully traverse this rejection for the following reasons.

Claims 1 and 13 are amended herein to better define the invention. No
new matter has been introduced as a result of this amendment. The applicants
respectfully request that the arguments and discussioxris posed hereinbelow be
reviewed in light of the proposed amendment.

Generally, fketani et al. teaches a method and apparatus for
constructing/converting a run length limited code in which the minimum number
of continuous bits of the same binary value is constrained to d and the maximum
number thereof is constrained to k. Specifically, Iketani et al. discloses a method and
apparatus for converting a run length limited (RLL) code for converting m-bit data
words to n-bit code words while constraining the minimum number of continuous
bits having the same binary value to d and the maximum number of continuous
bits having the sarre binary value to k in a bit sequence generated by concatenation
of the cede wotds. Accordingly, Tketani et al. discloses a method and apparatus in
which a minimum number of continuous bits with the same binary value is
constrained to d and the maximum number of continuous bits having the same

value is constrained to k.

UMN_0000747

UMN EXHIBIT 2008

LSI Corp. et al. v. Regents of Univ. of Minn.

IPR2017-01068



Page 325 of 358

Purther, the primary element of innovation in Iketani et al. is
provision of a systematic code conversion which can readily generate a substantially
optimum RLL code for a given d and k, Each of 2 (d,k } code words each consisting
of n bits is divided into three blocks. Usable code words are selected in accordance
with a value uniquely determined for the given d and k, and a uniquely determined
concatenation rule for the selected code words is introduced so that a d, k-
constrained RLL code having a higher performarce can be readily generated.

Thus, Iketani et al. discloses a method and apparatus for encoding an
m-bit data word into an n-bit (d, k) RLL codeword.

It should be noted that the definition implemented by Iketani et al. for
run length limited (RLL) codes is not consistent to those defined here. The
definition used here is the same as that employed by P. H Siegel, "Recoding codes for
digital magnetic storage," IEEE Transactions on Magnetics, pp. 1344-1349, Sept. 1985
and by Iketani's reference T. Horiguchi et al., "An optimization of modulation codes
in digital recording," IEEE Transactions on Magnetics, pp. 740-742, Nov. 1976. To
quote from the latter,

RLL codes are such that any two consecutive ones in

coded binary sequences are separated by at least d zeros but

no more than k zeros . . .. The resulting coded binary

sequence is then converted into a waveform using NRZI

rules, i.e., a fransition for one and no transition for zero.

In contrast, the abstract for Iketani et al. states

A gystematic method and apparatus for constructing a run

length limited code in which the minimum number of

continuous bits of the same binary value is constrained to
d and the maximum number thereof is constrained to k.

4
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pericds and are separated by a minimum physical distance in cases where the
encoder output is recorded in a storage medium such as a magnetic disk or tape.

In sharp contrast to Iketani et al., the present invention provides an
apparatus for encoding m-bit binary dataworde into n-bit binary codewords, in a
recorded waveform, where m and n are preselected positive integers such that n is
greater than m, including a receiver means for receiving the dataword; encoder
means coupled to the receiver means, for producing sequences of fixed length
codewords; means for imposing a pair of constraints (k) on the waveform wherein
the j constraint is defined as the maximum number of consecutive transitions
allowed on consecutive clc;ck periods in the encoded waveform; said sequences
generating no more than j consecutive transitions in the recorded waveform such
thatj is an integer equal to or greater than 2; and said sequences generating no more
than k consecutive sample periods without a transition in the recorded waveform.
The k constraint in the present invention is defined in a manner similar to standard
RLL codes. 1t is included with the | constraint to facilitate synchronization in the
Teceiver.

One of the distinguishing aspects of the present invention includes
that j be equal to or greater than two, The most restrictive condition is when j=2. In
this case, at most, two consecutive transitions on two consecutive clock periods are
allowed. Because the constraint pzevents only transition runs with more than j
consecutive transitions in consecutive clock pericds, patterns with j or fewer

consecutive transitions can be permitted. For example, if j=3, the encoder can to
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produce sequences with isolated transitions, two consecutive transitions on two
consecutive clock periods, and three consecutive clock periods. All sequences
containing j+1 or more consecutive transition on consecutive clock periods are
prohibited because they violate the restrictive conditions.

The difference between Iketani et al, and the present invention is
clearly shown by comparing the MTR constraint against all RLL eodes for which d>0,
which therefore includes Iketani’s d>1 code. It is well known by those skilled in the
art, that any code for which d>0 has the property that a transition cannot occur in
the clock period immediately following the clock period in which the transition
occurred.  The minimum ;umber of clock periods that must pass before the next
transition is given by d. In sharp contrast, the MTR code of the present invention
with j22 does not impose this constraint. Specifically, applicants’ invention solves a
different problem than the Iketani et al. reference in that the claims recite a method
in which codewords that tesult in two consecutive tranditions, in twe consecutive
clack periods, are possible. This is prohibited by 2 d>0 code, Accordingly, a subset of
the codewords permitted in MTR coding violates all RLL d>0 codes, including those
disclosed by the reference. The present invention therefore utilizes a new principle
of operation and is novel and distinguished from the reference. Specifically, the
distinguishing features are recited in the claime signifying the MTR constraints
implemented relative to the RLL code.

Tt is recognized by those skilled in the art that the sequences eliminated

with an MTR code can also be eliminated with an RLL cede with d>0, because such a
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code corresponds to the constraint j=1. However, because the MTR constraint
allows a set of codewords not valid with RLL d>0 coding, the code rate m/n  which
is the ratio of the data word bit length to the codeword bit length, can be made larger.
This is noteworthy because it allows the MTR code to convey more information per
code bit than the corresponding RLL code.

The code rate advantage of MTR (j; k) coding can be quantified by
caleulating the capacity, or theoretical upper bound for m/» for a particular set of
constraints and comparing it against an appropriate RLL {d,k) code. In the range of j
values recited in claims 1 and 2 of the present invention, the case for which j=2 is
the most restrictive and );ields the lowest capacity. Among RLL codes for which d=>0,
d=1 is the least restrictive and yields the highest capacity.

In the interest of clarifying the distinction between the reference and
the present invention, Appendix A is provided herewith for illustrative purposes
only. Those skilled in the art would appreciate the fact that
discussions/explanations relating to transition run codes are better explained with
the help of drawings. Thus, Appendix A illustrates some of the pertinent and
distinguishing features of the present invention in light of the lketani et al,
reference. Ilustrative example 1 is similar to Iketani et al's d=2. Specifically,

however, consistent with accepted code definition, illustrative examples 1 and 2

show finite state transition diagrams for an RLL (1, k) code and MTR (2, k) code,

respectively. The transition labels are written in NRZI convention where a “1”

corresponds to a fransition and a “0” to the absence of transition. Any data paitern
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pexmitted by the code constraints can be obtained by moving from state to state and
reading off the transition labels.

A review of the fllustrative examples indicates that the MTR code has a
larger capacity because the added state increases the number of transitions out of
state 0 and into state 1, while all other states are unchanged. This implies that for a
fixed number of bits, more sequences could be formed. To quantify the difference,
an adjacency matrix A with rows and columns indexed from zero is formed where
the element in row i and column | corresponds to the number of transitions from
state i to state } in the finite state transition diagram, Using a technique from the
field of information theorir, the capacity is calculated by taking the base-2 logarithm
of the largest real eigenvalue from the matrix A. Consider the RLL (1,7 code which
is cormmon in magnetic recording applications. The capacity for the constraints is
0.6792 and the rate 2/3 code commonly used achieve 58.1% of this upper bound. On
the other hand, the MTR code with j=2 and k=7 yields a capacity of 0.8732, allowing
rates of m/n such as 6/7. In this illustrative example, the MTR code has a capacity
which is 28.6% greater than the RLL d=1 code. This means that if an RLL codeword
of length n can convey four bits of data, an MTR codeword of the same length
corresponds 1o a little more than five bits of data.

The relationship between various code constraints may be better
illustrated with examples of the relevant sequences. Llustrative example 3 shows
eight representative binary sequences and indicates which, if any, code constraints

they violate. Sequence I and II simply show that a sequence with more than k NRZI
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zeros violates the k constraint used by both the RLL and MTR codes. Sequence III is
a single transition that is allowed in ail cases. Sequence IV, however, viclates the
RLL d=1 because it does not contain the requisite minimum of one non-transition
between adjacent transitions. It is alsc allowed by all the MTR j constraints
considered. Sequence VI, which has three consecutive transition in three
consecutive clock periods violates both the RLL d=1 and MTR j=2 constraints, but is
valid for MTR j23. Sequence VII shows j consecutive transitions for the case where
j»3, and sequence VIII is the same sequence with one additional transition. In all
cases, the conclusipns are the same if the polarity of the underlying waveform is
inverted.

As is understood by those skilled in the art, there is a difference
between MTR coding and RLL coding with d=0, which is the same as Tketani et al.’s
d=1. If d=0, then multiple consecutive clock periods are allowed. However, the d=0
constraint, unlike the MTR j constraint, does not specify an upper limit to the
number of consecutive transitions. This is a significant difference between the two
coding systems because, as recited in the claims of the present invention,
constraining the maximum number of consecutive transitions in consecutive clock
periods to j is the mechanism by which the code structure enables the probability of
a detertion error in the receiver to be reduced.

Accordingly, the present invention is not anticipated by Iketani et al.
Further, the applicants’ invention solves a different problem than the reference and

such different problem is recited in the claims. Purthermore, the present invention

10
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is not rendered obvious by the Iketani et al. reference because there is no suggestion
or implication of the inventive elements of the present invention by the reference.

The references made of record but not relied upon have been noted.
These references are believed to neither teach nor suggest the applicants’ invention,
either alone or in combination with the other prior art of record.

In conclusion, in light of the amendment of claims 1 and 13 and the
comments and arguments advanced hereinabove, all pending claims 1-21 are now
in condition for allowance. Notice to that effect is respectfully requested.

The Examiner is invited to telephone the undersigned if the Examiner
believes it would be usefu]’ to advance prosecution.

Respectfully submitted,

e Yol ool

Girma Wolde-Michael

Registration No. 36,724 d
Patterson & Keough, P.A.

1200 Rand Tower

527 Marquette Avenue South
Minneapolis, Minnesota 55402-1314
Telephone: (612) 349-3003

Please granl any exlension of hime necessa v entry; charge any fee due to
szasilg Account No, T G-BESII vk ¥

CERTIFICATE OF MAILING

1hercby eerlify that this docursent Is being deposuied with the United States
Postal Servicé with su(@fidem postage 48 first class mail in aa ezrl;vBeiloPe
ddressed 1o; Assistant \ N -

10: 4 for Patents, Washing

Date of Deposit

Girma Wolde-Michael
tﬁrmc of Pemon Signing Cerdficate

Signetue
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APPENDIX A

Hlustrative Example 1. Finite state transition dlagram with NRZ1 labels for an RLL (d=1, k) (Iketani, d=2)
eode.

THustrative Example 2. Finite skate transition dingram with NRZI labels for and MTR (j=2; k) code.
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APPENDIX A

Binary Sequences  Violates Cods Constraing
0 1 0 4 10 k JBI j-z I=3 i>3

I
[

v_ I NE N D
[V | (3]

v N N N N N
]

aH v @ @y
Ry e

va ] N Y Y Y N

N Y Y Y Y

Ilustrative Exampie 3. Representative binary sequences eliminated by the relevant code constraints. The NRZT
code bits are Indicated above the appropriate waveform.
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I Manchester Recelver I

| Background on Manchester Encoding I
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Decoding with Inphase and Quadrature Convolution

In the ideal case where the receiver is perfectly locked to the incoming waveform, the receive cycle is 16 cycles long and the

LIE MISdSUlennient ol me 1w COnvoiutorn. 1S pussIioig 1o CUSIONiLe uig yud medsurernmernt aurning mese cyuies, bul uldl wouilu
increase the size and complexity of the receiver. Instead, the data acquisition cycle is extended or shortened with no change in

VHDL Implementation of a Manchester Receiver
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MATLAB® Models of VHDL Components

Running the Example

Starting the MATLAB Server
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Testing the Decoder
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Inphase

DIy 101 Uig v COnvoiver. |1 ne exdainpie sulipt.

1. Sets a testisdone flag to 0 and displays informational messages.
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* Runs the ModelSim simulation for 30000 iterations of the current resolution limit. By default, the simulation runs for 30000
nanoseconds.
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METHOD AND APPARATUS FOR
GENERATING DC-FREE SEQUENCES

TECHNICAL FIELD

The invention relates to a field of coding for digital
systems.

BACKGROUND OF THE INVENTION

Information {¢.g., signals representing voice, data, video,
text, or encoded versions thereof) must typically be pro-
cessed before the information can he transmitted over a
communications channe)] or recorded on a medium. First, the
information, if not already in digital form, is digitized, as for
example by an analog-to-digital converter whercby the
information is represented as symbols comprising elements
from a set of binary digits or bits, {0,1}. Next, the digitized
information may be optionally be compressed te represent
the information in a reduced number of symbols, Any
reduction in the number of symbols representing the infor-
mation may be partially offset if the compressed information
is processed using error correcting codes. Error correcting
codes introduce additiopal symbols to a signal (e.g. to a
digital representing compressed information) to form an
encoded signal, In particular, an error correcting code oper-
ates on groups of symbols, called information words, in the
signal, Each information word is used to generate, according
fo a prescribed error correcting coding mle, a cedeword
comprising a larger group of symbols. See e.g., Shu Lin and
Daniel 1. Costello, Ir., Error Control Ceding, Prentice Hall,
Englewood Cliffs, N.J., 1983. The encoded signal, compris-
ing the codewords, may then be either transmitted over the
communications channel or recorded on a medium. In either
case, the encoded signal will be corrupted by noise intro-
duced in the transmission or recording process, such as by
atmospheric noise (caused by lightening) on radio channels,
The additional symbols introduced by the error correcting
codes improve the ability of a system receiving the cor-
rupted encoded signal to recover the compressed informa-
tion.

Importantly, an additional or further kind of coding,
termed modulation coding, is often used to process infor-
mation (such as the encoded signal generated using the error
comrecting codes) before transmission over a channel or
recording on a medivm. In particular, modulation coding
advantagcously transforms a group of input symbols (such
as a group of symbols which comprises a codeword gener-
ated by an error correcting code) and generates a channel or
modulation codeword which channe] codeword comprises a
larger number of symbols than the number of symbols in the
group of input symbols. As with error cormecting codes,
modulation coding can improve a system’s immunity to
nojse, Perhaps more imporantly, modulation codes can
advantageously be tised to regulate time parameters (e.g. for
controlling oscillator or counting circuits) and to regulate
gain parameters (¢.g. for amplifier cirxcuits) in recording and
communijcations Systems as explained below.

Modulation coding may be implemented, for example, by
establishing, for each possible combination of input symbols
in & group, a one-to-one mapping between the group and a
corresponding channel codeword. In shert, each combina-
tion of input symbols uniquely specifies a channel codeword
and vice versa. Such a mapping may be established by
taking a group of input symbols and using it as an address
of a memory device (such as a read only memory or 2
random access memory) where the contents of the address

5
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are the symbols comprising the channel codeword. The
memory device is seferred to as a codebook. The particular
group of input symbols may be obtained or decoded from the
channe) codewaord by using, for example, an inverse code-
bock where a channel codeword is an address of a location
in a memory device where the contents of the address are the
group of symbols corresponding to the channel codeword.

Consider a system which records information on a mag-
netic medium and in which a channel codeword comprising
a scquence of seven binary digits “1010001” is to be
represented on the magnetic medium. The binary sequence
is advantageously used to modulate or control the flow of an
electrical current in one of two opposite directions. The
current in turn, produces a magnetic field the direction of
which magnetic field is in one of two opposite directions
depending on the direction of the current. In particular,
transitions from on¢ direction in the cument (and conse-
quently in the magnetic ficld) to the other, correspond to
binary “1’s” in the sequence. Thus, assuming the electrical
current and corresponding magnetic field are cstablished in
respective “initial” directions, the first “1” in the secquence of
seven hinary digits would cause the current and correspond-
ing magnetic field are cstablished to transition or switch to
the opposite dircctions. The current and corresponding mag-
netic ficld would remain in the opposite direction during the
first “0” in the sequence of seven binary digits. The third
binary digit, which i§ a *“1”, causes the enrrent and magnetic
field to revert or transition back to their initial directions
where they remain for the next three digits in the sequence
of seven binary digits, i.e., the “('s™ cause no change in the
direction of magnetization. The seventh digit in the sequence
is 2 “1” which causes the current and corresponding mag-
netic field to transition to the opposite directions.

To represent the seven digit binary sequence on the
magnetic medium, the magnetic medivm is divided into
portions with each portion corresponding to a particular digit
in the binary sequence. Each portion of the magnetic
medium is, in tum, exposed to the magnetic field produced
according to its corresponding bit in the channel codeword,
and is consequently magnetized by the ficld in one of the two
directions, The information recorded on the medinm is
termed a channel sequence and is defined by the channel
codeword. The channel sequence comprises channel sym-
bols, but unlike the symbols in the information and channel
codewords described above, the channel symbols in a chan-
nel sequence for a magnetic medium are advantageonsly
selected from a set of bipelar symbols, {~1,1}, which set of
symbols more closely reflects the physical manifestation of
the channel sequence on the medium in which the portions
are magnetized with equal (1.e. unit) intensity in one of two
(i.e. bi-) opposite (i.e. polar) directions,

The channel codeword which defined the channel
sequence is read by detecting a change in a voltage signal
caused by: 1} changes in the magnetization of portions of the
medium and 2) by noise in the system. The voltage signal is
a pulse each time a “1” is detected and just noise each time
a “0” is detected. The position of the pulses carries infor-
mation about timing parameters in the system, and the height
of the pulses carries information about gain parameters in
the system. Importantly, however, if a long string of “0s”
are read, there is 00 vollage output (other than noise), and
hence no timing or gain information, thereby leading to a
loss of, or drift in, timing and gain parameters.

Thus, modulation coding schemes which advantageously
avoid the recording or transmission of long strings of binary
zeros in channel codewords may be used to ensure accurate
timing and gain information.
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In addition to ensuring accurate timing and gain informa-
tion, modulation coding may also advantageously be nsed 1o
generate a signal comprising *‘de-free” channel sequences.
More particularly, it is often desirable that channcl
sequences have a spectral null at zero (dc) frequency by
which it is meant that the running digital sum (i.e. the
arithmetic sum) of all the symbols transmitted in the
sequence over a channel or recorded on a medium is
bounded. Such sequences are said to be dc-free, and such
sequences are desirable because they may provide even
further noise immunity. One way to assure a dc-free
sequence is to design a system in which the block digital or
the arithmetic sum of symbeols in a channel sequence trans-
mitted over a channel is zero. However, efficient or high rale
maodulation codcs, i.¢., codes that can prevent long strings of
zeros from occurring without adding an excessive number of
symbols to the informuation to be recorded, that also define
de-free channel sequences, typically require complex cir-
chitry to implement and often require large power consump-
lion and karge area on integrated circuils relative to other
clements in the transmmission or recording system. Similarly,
systems for decoding such high ratc modulation codes are
also relatively complex. Thus, there is a need for an
improved method and apparatus for encoding and decoding
information using high rate codes that advantageously are
de-free.

SUMMARY OF THE INVENTION

In accordance with the present invention it is recognized
that a channel codeword, comprising a given number of
symbols and that advantageously is de-free, may be gener-
ated based on non-de-free codewords comprising a smaller
number of symbols thereby reducing implementation com-
plexity for generating such a channel codeword. Accerd-
ingly, a method and apparatus generate a channel codeword
by selecting, for each set of input symbols in a plurality of
scts of input symbols, a 1espective codeword, and by gen-
erating the channel codeword based on the selected respec-
tive codewords and on an additional set of input symbols,
the chaonel codeword advantageously defining a channel
sequence with a block digital sum of zero, In one embodi-
ment, the channel codeword comprises two codewords,
which two codewords were selected by respective set of
input symbols, where the two codewords define respective
channels sequences having block digital sums that are
inverses of each other and where the ordering of the two
codewords in the channel codeword is determined by an
additional sct of input symbols. In another embodiment, the
channel codeword comprises two codewords, which two
codewords were selected by respective sets of input sym-
bols, where the two codewords define respective chammels
sequences having identical block digital sums and where,
based on an additional set of input symbols, the symbols in,
and thus the block digital sum of, one of the two codewords
are inverted.

BRIEF DESCRIPTION OF THE DRAWING

FIG. 1 is a block diagram of a system in which in the
inventive method may be practiced;

FIG. 2 is a block diagram of a first embodiment of a
system for generating de-free sequences.

FIG, 3 is a hlock diagram of a sccond embodiment of a
system for generating de-free sequences.

FIG. 4 is a block diagram of a third embodiment of a
system for generating de-free sequences.
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FIG. 5 is a block diagram of a founth embodiment of a
system for generating de-free sequences.

FIG. 6 is a block diagram of a decoding system advan-
tagcously uscd with the systern of FIG. 2.

FIG. 7 is a block diagram of 4 decoding system advan-
tageously used with the system of FIG, 3.

FIG. 8 is a block diagram of a decoding system advan-
tageously used with the system of FIG. 4.

FIG. 9 is a block diagram of a decoding system advan-
tageously used with the system of FIG. 5.

DETAILED DESCRIPTION

FIG. 1 is a block diagram of a system in which the
inventive method may be practiced. In particular, the system
of FIG. 11is useful for recording and reading information via
a magnetic medium such as digital andio tape and disk
drives.

The information is first advantageously compressed using
Lempel-Ziv compressor 110 so as to reduce the amount of
information that must be recorded on the medium thereby
saving time and money (e.g. by permitting additional infor-
mation to be recorded on a given amount of recording
medium or be requiring less of the medium for holding a
given amount of information), Next, the compressed infor-
mation is advaniageously input to encoder 120 which
encodes the compressed information using Reed-Solomon
codes. The purpose of Reed-Solomon encoding is to intro-
duce extra information into the compressed information to
reduce errors introduced in the reading process. Lempel-Ziv
and Reed-Solomon encoding are described in greater detail
in Timothy C. Bell et al., Text Compression, Prentice-Hall,
Englewood Cliffs, N.J., 1990 and S. Lin and D. J. Costello,
Error Control Coding, Prentice-Hall, Englewood Cliffs,
N.J., 1983, respectively.

The output of encoder 120 is a series of symbols wherc
each symbol is represented by a set of one or more bits. The
symbols arc input to modulation coder 130 which generates
an N-symbol codeword defining a channel sequence that is
transmitted through channel or recorded on medium 140.

The channel sequence is received in equalizer 150 which
compensates for distortions (e.g. in frequency and phase)
introduced in channel 140. Modulation deceder 160 and
Reed-Solomon decoder 170 reverse the encoding processes
of modulation encoder 130 and Reed-Solomon encoder 120,
respectively. The information is then recovered by decom-
pressing in Lempel-Ziv decompressor 180 the output of
Reed-Solomon decoder 170.

Recall that it is oficn advantageous that a channcl
sequence have a spectral null at zero (dc) frequency. It has
been shown that the power density function of a channel
sequence x comprising symbols x, (Le. X=. .. x_;, Xp, X)»
... J, vanishes at zero frequency if and only if its running-
digital-sum (RDS), defined as

i
RDS;= L x
Je—on

is bounded. It is known how to encode sequences of arbi-
trary symhots into channel sequences with bounded RDS’s
by means of de-free modulation codes which codes may be
finite-state codes or block codes. However, such encoding
techniques are complex and require extensive circuitry to
implement, See, R, Karabed and P. H. Siegel, “Matched
spectra-mull codes for partial response channels,” /EEE
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Trans. Inf. Theory, Vol. 28, No. 2, pp. 435-439, March 1991;
K. J. Knudson, J. K. Wolf and L. B. Milstein, “A concat-
cnated decoding scheme for (1-D) partial response with
matched spectral-null coding,” Proc. 1993 IEEE Global
Telecomm. Conf. (GLOBECOM ’93), Houston, Tex., pp.
1960~1964, November 1993.

Finite state codes are those in which the coded output
depends on bath the current input and the current state of the
coder where the corrent state is, in turn, a function of prior
inputs. Block codes, on the other hand, take blocks of M
symbols, called information words, and map them inte
blocks of N channel symbols called codewords. Several
factors favor the use of block codes. One such factor is
limited error propagation since the block codes encode
without memory, i.c. the symbols used to cocode one block
are not used in encoding any other block and thus errors in
encoding are typically confined to a particular block.
Anather factor is ease of implementation. The simplest way
0 organize 4 one-to-one mapping of information words to
codewords is to form a codebook of 2 codewords and use
an M-symbol input word to specify an N-symbol codeword
in the codebook. The ratio M/N defines the rate R of the
modulation code. Note that when decoding a received code-
word, the M-symbol information word may be recovered,
for example, by inverting the mapping or by combinatorial
logic circuits in an inverse codebook,

One way to ensure that an arbitrary sequence of code-
words has a bounded RDS, each codeword w=w, w,, . ..
w), is required to have a block digital sum (BDS), defined as

N
BDS= X wy
Al

equal to zero, Codewords defining sequences of bipolar
symbols, e.g. codewords with bipolar symbols +1 and -1,
with BDS equal to zero arc possible only if the codeword
length N is even and if half the symbols are —1 and half the
symbols are +1. The number of such codewords is then equal

()

Note, however, that at most 2 codewords defining
sequences with BDS zero can be used to form a codebook
for an M/N rate code, where

M = floorlog ( Nn;l ) ,

and where the function floor(x) returns the largest integer
less than or equal to x.

Tt above explanation is rendered more clear by use of 2
specific example, Consider the block length N of a sequence
to be 4. There are 16 possible sequences of symbols as
shown in Table 1 below, and 6 of these sequernces are de-free
as indicated by the asterisks. Note, however, that since the
number of codewords in a codebook is advantageously a
power of 2, the codebook of length N in this example will
be four, and two of the de-free codewords in Table 1 will oot
be used thereby lowcring the code rate. Table 2 below lists
the codebook size and maximum code rate for different
values of N where N is a dc-free sequence. Note that in some
cases the requircment that

25

35

A5

50

6

M = floorlog ( N':VQ ) '

causes a substantial number of extra de-free sequences not
to be used. For example, if N=8, then the number of DC free
sequences is 70, the code rate is 0.75 with the codebook of
size 64, and 6 de-free sequences are not used, However, if
N=10 there are 252 possibic dc-free sequences. The code-
book is of size 128, and 124 sequences are discarded thereby
lowering the code rate to 0.70.

In some applications, e.g. in magnetic recording applica-
tions, it is advantageous that modulation codes have rates
higher than 3/4 so that a large percemtage of the channel
sequence represents information and a small portion repre-
sents coding. According to Table 2 below, large block length
codes and Jasge codebooks are typically requited for rates
above 3/4. For example, a code of rate 11/14 requires a block
length of 14 and a codebook size of 2048 codewords, and a
code of rate 13/16 reguires 2 block length of 16 and 2
codebook of size 8192 codewerds. Large cadebook size is
typically not an advantage when implementing coders since
large codebooks require both more time to access codewords
stored in the codebooks and more space in an integrated
circuit than smaller codebaoks. Although some schemes
have been proposed to reduce the size of codebooks while
maintaining the rate of a given code, these techniques add
additional complexity and do not substantially reduce the
sizc of the codebooks.

In accordance with the present invention a coding scheme
is proposed which may advantageously reduce the codebook
size for 2 given code rate. The inventive method recognizes
that in prior block coding tcchnigues used to generate
de-free modulation codes, each codeword in a codebook was
required to define a sequence having a BDS equal to zero to
ensure that an arbitrary sequence of codewords had a
bounded RDS. In the inventive method, however, informa-
tien words are applied to modulation coder to select code-
words defining sequences with arbitrary or non-restricted
BDS. The selected codewords will then be used to generate
an output codeword which advantageously defines a dc-free
sequence.

FIG. 2 illustrates a first embodiment of the inventive
method for generating de-free sequences. In this embodi-
ment q groups of information words of m symbols and a
group of p symbols are input to modulation coder 130, Each
group of m input symbols is used to select an n symbol
codeword from codebook 210. Codebook 210 advanta-
geously comprises 2™ codewords where the BDS of the
symbols in the sequence defined by each codeword is x.
Codebook 210 is advantageously implemented in a memory
device such as read only memory or random access memory.
The codewords selected by the set of input symbols {m,,m,,
-+ M }are {ny,0,, . .. 0} respectively. The group of p input
symbols are inpat to control codebook 234 which containg
27 codewords defining sequences of bipolar symbols of
length q where cach sequence has a BDS of zere, The group
of p symbols selects a codeword, termed 2 control code-
word, from control codebook 230 which is then input, along
with the set of codewords {n,,n,, . . . n,} to inverter 220.
Each of the q codewords is associated with one of the g
symbols in the control codeword. Inverter 220 inverts the
symbols in half of the codewords according 1o asscciated
symbo} in the control word. Thus after inversion, half of the
codewords definc a sequence with 2 BDS of x, and half a
BDS of —x, and the output codeword (i.e. the group of
codewords {0y, . . . n,} as processed by inverter 220)
defines a sequence with a BDS of zero.
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To illustrate the above example in a specific context using
the inventive method, consider the rate 11/14 code of Table
2 which in prior techniques requires a codebook of size 2048
codewords, In the inventive method as illustrated in FIG. 2,
a single codebook (i.e. codebook 210 in FIG, 2) of 7-symbol
codewords defining sequences with BDS equal to +1 may be
used (e.g. 4 of the symbols in the sequence are +1, and 3 of
the symbols are —1). There are

()

stch codewords defining sequences with BDS=1, and 32=2°
of the codebook are selected for codebogk 210, Note that if
the sign of each symbol of a codeword in the codebook is
inverted, the resulting inverted codeword defines a sequence
with a BDS equal to —1. Thus, a rate 11/14 de-free code can
be generated using the method of FIG. 2, as fellows, The 11
input symbols are divided into g=2 groups of m=5 symbols
and another group of p=1 symbol, The first and second
groups of m=5 symbols select respective 7-symbol code-
words in codebook 210. The p=1 symbel specifies which of
the two selected codewords is to have its symbols inverted
in inverter 220 thereby yielding a de-free output codeword
comprising a 7-symbol sequence of BDS=+1 and a 7-sym-
bol sequence of BDS=—1. More formally, the p=l input
symbol can be used lo select one of two cadewords, either
the codeword defining the sequence (-1,1) or the codeword
defining the sequence {1,—1), in control codebook 230 as the
control word where (—1,1) indicates the symbols of the first
7-symbol codeword are inverted and where (1,~1) indicates
the symbols of the second 7-symbol codeword are inverted.

The implementation of FIG. 2 can be used in a variety of
contexts. For example, the BDS of sequences defined by
codewords in codcbook 210 need not be +1. The BDS may
be any value as long as 2™ entries are available for codebook
210.

Another embodiment of the present invention is illus-
trated in FIG. 3 where g groups of m symbols and a group
of p symbols are input to modulation coder 130. Each group
of m input symbols is used to select a codeword from a
respective codebook 310-j, j=1,2, . . . g. Codebook 310-j
advantageously comprises 2™ codewords where all code-
words in codebook 310 define sequences with the same
BDS, i.c. BDS,. Further,

# Bog=0.
=1

The group of p input symbols are input to control codebook
330 which comains 27 codewords of length q where the
control codebook comprises codewords defining sequences
with a BDS of zero. The group of p symbols sclects a control
codeword from control codebook 330 which is input, aleng
with the selected codewords {n;n, . . . o} to orderer 320.
Orderer 320 orders or concatenates the codewords according
to a rule prescribed by the p symbols, e.g. the output of
orderer 320 is {0 0, - . . n,}. Thus, since one codeword is
selected from each codebook and since

£ epy=0,
=1

the output codeword generated by the system in FIG. 3
defines a sequence with BDS=0.

To illustratc the second cmbodiment in a specific
example, again consider the rate 11/14 code of Table 2. In
the second embodiment, two codebooks, 310-1 and 310-2

—
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are used. Codebook 310-1 contains thirty-two 7-symbol
codewords defining sequences with BDS equal to +1. Code-
book 319-2 contains thirty-two 7-symbol codewords defin-
ing sequences with BDS equal to ~1. The rate 11/14 de-free
code can be generated using the method and apparatus of
FIG. 3 as follows. The 11 input symbols are divided into two
groups of five symbols and another group of one symbol.
Each group of five symbols selects a codeword from a
respective codebook. The single symbol specifies which of
the two selected codewords is to be output first by orderer
320 thereby yielding a de-free output codeword defining a
channel sequence comprising a 7-symbol sequence of BDS=
+1 and a 7-symbol scquence of BDS=-1,

The implementation of FIG, 3 can be expanded and is not
limited by the examples given above. For example, the BDS
of sequences defined by codewords in codebooks 310-j need
not be +1 and —1. All that is required is that

{ aps,
=l

is zero, Thus, a set of four codebooks defining scquences
with BDS§ =3, BDS,=1, BDS,;=-1 and BDS =-3 is suitable.

FIG. 4 illustrates 2 third embodiment of the inventive
methed for generating dc-free sequences. In this embodi-
ment g groups of m symbols and a group of p symbols are
input to modulation coder 130. Each group of m symbols is
used to select a codeword from codebook 420-j where the
particular codebook selected for a given set of m symbols is
determined by the set of p symbols. In particular, the set ol
p symbols is advantageously used to select a control code-
word from control codebook 430 which control codeword is
input to codebook selector 405. Codebook selector 405 then
routes each set of m symbols to the proper codebook 420
from which a respective codeword is then selected. As with
embaodiment of FIG. 3, if the j* codebook comprises code-
words defining sequence with BDS,, and if

£ Bos;=0,
f=t

then the output codeword generated by modulation coder
130 defines a sequence that is de-free.

In the context of the rate 11/14 code discussed ahove, two
groups of 5 input symbols and another single input symbol
can be input to modulation coder 130, Two codebooks,
410-1 and 410-2 of thirty-two 7-symbol codewords defining
sequences with BDS+1 and —1, xespectively, are used. The
single symbol p is used to decide which group of 5 input
symbols nses codebook 410-1 with the other group of 5
input symbols selecling a codeword from codebook 410-2.
The resulting output codeword, based on a codeword
selected from codebook 410-1 and a codeword from code-
bock 410-2, will define a channel sequence with a BDS of
ZE10.

Another embodiment of the inventive method is illus-
trated in FIG. § in which q groups of m symbols and a group
of p symbols are input to modulation coder 130. The group
of p symbols are used both to select the codebooks and to
determine which codewords are inverted. Each group of m
symbols is used to select a codeword from codebook 520-
where the particular codebook selected for a given sct of m
symbols is determined by the set of p symbols. In particular,
the set of p symbols is advantageously used to select a
control codeword from control codebaok 530 which control
codeword is input to codebook selector 510. Codebook
selector 510 then routes each set of m symbols to the proper
codebook 520-j from which a respective codeword is then
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selected. The routing is based on a control codeword. The
control codeword is selected by applying p input symbols to
control codebook 530. The control codewords define
sequences with BDS=0. Assuming that cach symbol in the
sequence is a bipelar symbol (e.g. a-+1 ora —1) and that each
symbol is associated with a codeword, those codewords
associated with 2 =1 will be inverted and those codewords
associated with a +1 will remain unchanged. For example, in
FIG. §, codeword n, is input to and inverted in inverter 515
and the output is designated o',

The cmbodiment of FIG. 5§ uses half as many codebooks
as the embodiment of FIG. 4 but requires inverter 515, To
illustrate, if codebook 520-1 comprises codewords defining
sequences with BDS=3 and codebook 520-2 comprises
codewords defining sequences with BDS=1, a de-free
sequence can be generated by selecting a group of 3 code-
words from the BDS=1 codebook and second group com-
prising one codeword from the BDS=3 codebook and invert-
ing symbois in one of the groups. In contrast to a
corresponding system using the arrangement of FIG. 4, the
system of FIG. 5 eliminates the nced for codebooks com-
prising codewords defining scquences of BDS=-3 and
BDS=-1,

FIG. 6 illustrates a modulation decoder 160 that can be
used with the system of FIG, 2, A read or received channel
sequence generates a codeword, herein termed an input
codeword, which is broken down into q codewords of length
n symbols where each codeword defines a portion of the read
or received sequence. Let the prime () designation indicate
a codeword defining a portion sequence with & negative
BDS, as achieved for example by inverting 2 sequence with
a positive BDS. Assume for {llustrative purposes that the
received codeword FIG. 6 is {n,,n';, . . . n,}. The BDS for
the j* sequence defined by the j™ codeword is determined in
BDS check 602-j. Assuming the BDS of sequences defined
by codewords in codebook 210 of FIG. 2 is x, then code-
words defining sequences with BDS=—x in FIG. 6 will have
their symbols inverted in BDS check 610-j so that all
reccived codeword will define sequences that have a BDS of
x. Bach codeword defining the BDS=x sequence will then be
input to inverse codebaok 620. Inverse codebook 620 out-
puts, advantageously based on knowledge of codebook 210
of FIG. 2, for cach codeword, the m input symbol informa-
tion word corresponding to the codeword. BDS check 602+
also generates check symbols, depending on whether the
BDS of the defined sequences j was +x or —x. The check
symbols are input 1o inverse control codebook 630 to
determine, advantageously based on knowledge of control
codebook 230, the set of p input symbols used to generate
the control codeword in FIG. 2.

FIG, 7 itlustrates a decoding system advantageously used
with the system of FIG. 3. A read or received channel
sequence generates an input codeword, which is broken
down into g codewords of length n symbols where each
cadeword defines a portion of the read or received sequence.
The BDS of each sequence defined by the codewords is
determined in BDS check 702-j. The codeword and the BDS
value of the corresponding defined sequence are input to
router 705. Depending on the BDS value of z defined
sequence, router 705 directs the corresponding codeword to
one inverse codebaok 718.j. Inverse codehook 710-j advan-
tageously operates in a manner similar to inverse codebook
620 of FIG. 6 in that, based on knowledge of codchooks
310-j used to generate the codewords from. the information
words, the m symbol input information words can be deter-
mined. An additional set of p symbols js decoded by
receiving from each BDS check 702-j a respective check
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symbol representing the BDS value of the j™* received
codeword. These values correspond to symbols in a control
codeword and are input to inverse control codebook 730
which, based on knowledge of control codebook 330, can he
used to identify the p symbols nsed to generate the control
word that ordered the codewords during the encoding pro-
cess.

FIG. 8 illustrates a decoding system advantageously used
with the system of FIG. 4. A read or received channel
sequence generates an input codeword, which is broken
down into q codewords of length n symbols where each
codeword defines a portion of the read or received sequence.
The BDS of the sequence defined by each codeword is
determined in BDS check 802-]. The codeword and the BDS
value of the corresponding defined sequence are input to
router 805 and the codeword is routed to inversc codebook
810 based on the BDS value of the corresponding
sequence. Marcher 810-j generates an m syrbol information
word advantageously based on knowledge of codebook
420-j. An additional set of p symbols can be determined by
receiving from BDS check 802 the BDS value defined by
the j* received codeword. These valves comespond to
symbols.in a contro} codeword and are input to inverse
control codebook 830 which, based on knowledge of control
codebook 430, can the generate the p symbols.

FIG. 9 iltustrates a decoding systcm advantageously used
with the system of FIG. 5. A read or reccived channel
sequence generates an input codeword, which is broken
down into g codewords of length n symbols where each
codeword defines a portion of the read or received sequence.
The prime designation () indicates a sequence where the
symbol were inverted. The BDS of each codeword is deter-
mined in BDS check $02-j. Codewords defining sequences
that were inverted in the encoding process, as evidenced for
example by a2 negative BDS value, are inveried in BDS
check 902-j. The additional p information symbols are
determined by receiving from BDS check 902-j the BDS
value of the j* received codeword. These values correspond
to symbols in a control codeword and are input to inverse
control codeboak 930 which, based on knowtedge of control
cadebook 530, can the generate the p symbols. The code-
words and the BDS value are then input into router 905.
Router 905 directs the n symbol codeword to inverse code-
book 910- i. The routing is advantageously based on the
BDS value. Inverse codebook 910-i operates in a fashion
similar to the inverse codebooks described above to generate
q scts of m information symbols.

This disclosure describes a method and apparatus for
modulation encoding. The apparatus and method disclosed
herein have been described without reference to specific
hardware or software. Instead, the method and apparatus
have been described in such a manner that those skilled in
the art can readily adapt such hardware and software as may
be available or preferable for particular applications. While
the above teachings of the present invention have been in
terms of modulation coding for amagnetic recording/writing
channel, these skilled in the art will recognize the applica-
bility of thesc teachings to other specific contexts. For
example the above teachings are not limited to magnetic
recording/writing channels. Likewise, the above teachings
are not limited to the particular arrangements shown in the
figures above where, for cxampie, the parallel processing of
q codewords through q BDS checks could be replaced by
serially processing the q codewords through a single BDS
check. Further, the above teachings may be extended to
include generating output codewords defining sequences
having non-zero BDS values which codewords are useful in
optical communications.
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TABLE 1
I 1 H 1
1 1 t -1
1 1 ~1 1
1 1 -1 -1 «
1 -1 1 1
1 -1 1 -1 ¥
1 -1 -1 1 *
1 -1 -1 -1
-1 1 1 1
-1 1 1 -1 *
-1 1 -1 1 *
-1 1 -1 -1
~1 -1 1 1 *
-1 -1 1 ~-1
-1 -1 -1 1
-1 -1 -1 -1
TABLE 2
N R codebook size
2 2=75 2
4 H=5 4
[} 4l6 = 667 16
3 6/8=.15 64
10 710 =70 128
12 Y12=275 512
14 11/14 = 786 2048
16 13/16 = 813 8192

I claim:
1. A method comprising the steps of:
selecting, for each set of input symbols in a plurality of
sets of input symbols, a respective codeword, and
generating a channel codeword based on the selected
respective codewords and on an additional set of input
symbols, said channel codeword defining 2 channel
sequence, wherein the block digital sum of the defined
channel sequence is zero,
2, The method of claim 1 wherein the step of generating
a channe! codeword comprises the step of:
ordering said respective codewords based on sald addi-
tional set of input symbols.
3. The method of claim 2 wherein the step of selecting
comprises the steps of, for each set of input symbols:
choosing a codebook from among a plorality of code-
books wherein each codebook in the plurality of code-
books comprises codewords,
choosing said respective codeword from among code-
words in the selected codebook based on said each set
of input symbols,
4, The method of ¢laim 1 wherein the step of generating
a channe] codeword compriscs the steps of:
inverting codeword symbols in particular respective code-
words based on said additional set of input symbols.
5. The method of claim 4 wherein, for each set of input
symbols, the selected codewords are sclected from among
codewords in a single codebook.
6. The method of claim 1 wherein said channel codeword
is recorded on a magnetic medium.
7. The method of claim 1 wherein said chanoel codeword
is transmitted over a communications channel,
8. A method comprising the steps of:
for each set of input symbols in a plurality of sets of input
symbols, selecting a respective codeword from among
codewords in a set of one or more codebooks, wherein
cach respective codeword defines a respective portion
of a channel sequence comprising channel symbols, the

12

channel symbols in the respective portions having an
associated block digital sum, and wherein the sum of
the block digital sums of the respective portions is zero,
and
5 generating an channel codeword by concatenating, in an
order of concatenation determined by a separate set of
input symbols, the respective codewords.
9. The method of claim 8 wherein the step of selecting a
respective codeword further comprises the steps of:

sclecting, from a first codebook, a first respective code-

word for a first set of input symbols, the selecting being
based on said first set of input symbols, and

selecting, from a second codebook, a second respective

15 codeword for a second set of input symbols, the select-

ing being based on said sccond sct of input symbols.

10. The method of claim 9 wherein the channel symbols

in the respective portion of a channel sequence defined by

said first respective codeword has a block digital sum of x,

4o and wherein the channel symbols in the respective portien of

a channel sequence defined by said second respective code-

word has a block digital sum of —x.

11. The method of claim 10 wherein said different sct of
input symbols comprises a single bit having a staws and
where said order of concatenation is indicated by said status.

12. A method comprising the steps of:

for each set of input symbols in a plurality of sets of input
symbols, selecting a respective codeword comprising
symbols, and
30 inverting codeword symbols in particular respective code-
words, the particular respective codewords being
selected based on a different set of input symbols,
generating a channel codeword based on said codewords,
wherein said channel codeword defines a channel
35 sequence comprising channel symbols and wherein the
block digital sum of said channel sequence is zero.

13. The method of claim 12 wherein the step of generating
comprises the step of:

selecting, based on symbols in said different set of input

symbols, a control codeword from a control codebook,
the control codeword comprising a number of control
symbols equal to the number of respective codewords,
each control symbel in the control codebook have 2
status, and

for each respective codeword, inverting the symbols in

the selected codeword according to the status of a
respective control symbol in said conirol codebook.

14. The method of claim 13 wherein said control code-
word defines a channel sequence with a block digital sum of
ZET0.

15. A method of generating a channel codeword, said
channel codeword defining a channel sequence having a
block digital sum of a specified value, said mcthod com-
prising the steps of:

selecting, for cach set of input symbols in a plurality of

sets of input symbols, a respeclive codeword, wherein
said respective codeword is associated with a respec-
tive chanmel sequence having an associated block digi-
60 tal sum, and

generating said channel codeword based on said respec-
tive codewords and on said respective block digital
sums, wherein said channel sequence defined by said
chantel codeword has a block digital sum equal to said

65 specified value,
16. The method of claim 15 wherein said specified value

is zero.
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17. The method of claim 15 whercin the step of selecting
compriscs the step of:

for each set of input symbals, choasing a codeword from

a codebook as said respective codeword.

18. The method of claim 17 wherein the step of choosing
comprises the step of:

selecting, according to a first other set of input symbols,

a codebook from among a plurality of codebooks, cach
codebook in said plurality of codebocks comprising
codewords, wherein the chosen codeword is selected
from among codewords in the chosen codebook.

19, The method of claim 15 or 18 wherein the step of
generating comprises:

ordering said respective codewords based on a sccond

other set of input symbols.

20, The method of claim 15 or 18 wherein each respective
codeword comprises symbols and wherein the step of gen-
crating comprises:

inverling symbols in particular respective codewords

based on a second other set of input symbols.

21. The method of claim 19 wherein the step of ordering
comprises the steps of:

selecting, based on said second other set of input symbols,

a control codeword, said contro} codeword comprising
control symbols, wherein a channel sequence defined
by said control codeword has a block digital sum of
zero, and

ordering said respective cadewords based on the corttrol

symbols in said selected control codeword.

22, The method of claim 20 wherein the step of inverting
comprises the steps of:

sclecting, based on said second other set of input symbols,

a contro] codeword, said control codeword comprising
control symbols, wherein a channel sequence defined
by said conirol codeword has a block digital sum of
zero, and

inverting symbols in said respective codewords based an

said control symbols in said selected control codeword.

23. The method of claim 16 further comprising the step of:

recording said defined chanoel sequence on a magnetic

medium,

24. The method of claim 16 further comprising the step of:

transmitiing said defined channel sequence over a com-

munications channel.

25. A method comprising the steps of:

for cach portion in a plurality of portions of an inpat

codeword, wherein cach portion defines a correspond-
ing portion of a channe] sequence comprising channel
symbols, wherein each portion of said input codeword
cemprises symbols, generating a respective set of out-
put symbols, and

generating, based on the block digital sum of the channel

symbols in the portion of the channel sequence corre-
sponding to each portion of said input codeword, an
additional set of output symbols,

26. The method of ¢laim 25 wherein the step of generating
a respective set of output symbols comprises the step of:

selecting for each portion of said input codeword, based

on the symbols in said each portion, an eniry from
among one or more entries in a codebook, the selected
entry comprising said respective set of output symbols.

27. The method of claim 26 wherein the step of selecting
an cntry comprises the step oft

selecting, based on the block digital sum of channel

symbols in the channel sequence corresponding to said
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portion, said codebook from among a plurality of
codebooks.

28. The method of claim 26 further comprising the step oft

for portions of said channels sequence having a ncgative

block digital sum, inverting symbols in corresponding
portions in said input codeword.

29. The method of claim 25 wherein said input codeword
is received over a communications channel.

30. The method of claim 25 wherein said input codeword
is read from a magnetic recording channel.

31. The method of claim 25 wherein the block digital sum
of said portions of said channel sequences corresponding to
said portions in said input codeword is zera.

32. The method of claim 25 wherein said input codeword
comprises a first portion defining a first portion of said
channel sequence wherein the block digital sum of said first
portion of said channel sequence is x and wherein said input
codeword comprises a second portion defining a second
portion of said channel sequence wherein the block digital
sum of said second portion of said channel sequence is —x,

33. An apparatus for generaling a channel codeword, said
channel codeword defining a channel sequence having a
block digital sum of a specified value, said apparams com-
prising:

means for selecting, for each set of inpul symbols in a

plurality of sets of input symbols, a respective code-
word, wherein said respective codeword is associated
with a respective channel sequence having an agsaci-
ated block digital sum, and

means for generating said channel codeword based on

said respective codewords and on said respective block
digital sums, wherein said channel sequence defined by
said channel codeword has a block digital sum equal to
said specified value,

34. The apparatus of claim 33 wherein said specified
value is zero.

35, The apparatus of claim 33 wherein the means for
selecting comprises:

means for choosing, for each set of input symbols, a

codeword from a codebook as said respective code-
word.

36. The apparatus of claim 35 wherein the means for
choosing comprises:

means for selecting, according to a first other set of input

symbols, a codebook from among a plurality of code-
books, each codebook in said plurality of codebooks
comprising codewords, wherein the chosen codeword
is selected from among codewords in the chasen cade-
book.

37. The apparatus of claim 33 or 36 wherein the means for
generating comprises:

mcans for ordering said respective codewords based on a

second other set of input symbols.

38. The apparatus of claim 33 or 36 wherein each respec-
tive codeword comprises symbols and wherein the means
for generating comprises:

means for inverting symbols in particular respective code-

words based on a second other set of input symbols,

39, The apparatus of claim 37 wherein the means for
ordering comprises:

means for sclecting, based on said second other set of

input symbols, a control codeword, said control code-
word comprising control symbols, wherein a channel
scquence defined by said control codeword has a block
digital sum of zero, and

means for ordering said respective codewords based on

the control symbols in said selected control codeword.
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40. The apparatus of claim 38 wherein the means for
inverting comprises:

means for selecting, based on said second other set of
input symbols, a control codeword, said control code-
word comprising control symbols, wherein a channel
sequence defined by said control codeword has a block
digital sum of zero, and

means for inverling symbols in said respective codewords
bascd on said control symbols ir said selected control
codeword.

41. The apparatus of claim 34 further comprising:

means for recording said defined channel sequence on a
magnetic medium,

42. The apparatus of claim 34 further comprising:

means for transmitting said defined channcl sequence
over a communications channel.

43, An apparatus comprising

for each portion in a plurality of portions of an input
codeword, wherein each portion defines a correspond-
ing portion of a channel sequence comprising channel
symbols, wherein each portion of said input codeword
comprises symbols, means for generating a respective
set of oulput symbels, and

means for generating, based on the block digital sum of
the channel symbols in the portion of the channcl
sequence corresponding to cach portion of said input
codeword, an additonat set of ourput symbols.

44. The apparatus of claim 43 wherein the means for

generating a respective set of output symbols comprises:

10

15

16

means for selecting for each portion of said input code-
word, based on the symbols in said each portion, an
entry from among one or more entries in & codebook,
the selected entry comprising said respective sct of
output symbols.

45. The apparatus of claim 44 wherein the means for
selecting an entry comprises:

means for selecting, based on the block digital sum of

channe] symbols in the channel sequence correspond-
ing to said portion, said codebook from among a
plurality of codebooks.

46. The apparatus of claim 44 further comprising:

for portions of said channets sequence having a negative

block digital sum, means for inverting symbols in
comresponding portions in said input codeword.

47. The apparatus of claim 43 wherein said input code-
word is received over a communications channel.

48. The method of claim 43 wherein said input codeword
is rcad from a magnetic recording channecl.

49. The apparatus of claim 43 wherein the block digital
sum of said portions of said channel sequences correspond-
ing io said portions in said input codeword is zero.

50. The apparatus of claim 43 wherein said input code-
word comprises a first portion defining 2 first portion of said
channel sequence wherein the block digital sum of said first
portion of said channel sequence is x and wherein said input
codeword comprises 2 second portion defining a second
portion of said channel sequence wherein the block digital
sim of said second portion of said channel sequence is —x.

ook K Kk ok

UMN EXHIBIT 2008

LSI Corp. et al. v. Regents of Univ. of Minn.

IPR2017-01068





