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The cover page illustrates a hard disk drive used in modem computers. Hard 
disk drives are the most widely used information storage devices. The block 
diagram shows the principle of the state-of-the-art disk drives. Any information 
such as text files or images are first translated into binary user data, which are 
then encoded into binary channel data. The binary data are recorded in magnetic 
disks by a write head. For example, the magnetization pointing to the right (or 
left) represents "l" (or "O"). The magnetization pattern generates a voltage 
waveform when passing underneath a read head, which could be integrated with 
the write head and located near the tip of the stainless suspension. The voltage 
waveform is then equalized, i.e., reshaped into a proper form. This equalization 
step, along with a so-called maximum likelihood detection algorithm, allows us 
to detect the binary channel data with a high reliability. The trellis diagram shown 
with 16 circles and 16 arrows is the foundation of maximum likelihood detection. 
The detected binary channel data are then decoded back to the binary user data, 
which are finally translated back to the original information. 
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CHAPTHR 11 

Peak Detection Channel 

Peak detection channel is a simple and reliable method of data detection. 
Peak detection was the first detection channel utilized in magnetic disk 
drives. It was extensively used for several decades and is still found in 
many disk drive products. In this chapter we will describe the main 
principles of peal5 detection channel operation and consider the error 
rates of this channel. 

11.1 PEAK DETECTION CHANNEL MODEL 

A block diagram of a typical peak detection channel is shown in Fig. 11.1. 
It is based on the assumption that each transition results in a relatively 
sharp peak of voltage. The goal of the peak detection channel is to detect 
each individual voltage peak. 

The input analog signal is passed through two paths. One path quali­
fies a peak of voltage by rectification and threshold detection. When a 
voltage level exceeds some threshold, a comparator is turned on and a 
rectangular pulse appears· at the output of the threshold detector.1

'
2 The 

other path consists of a differentiator and a zero-crossing detector. A 
voltage peak will correspond to a zero-crossing after differentiation. The 
zero-crossing detector generates a short rectangular pulse for each zero­
crossing. If a zero-crossing is detected and it is located within the region 
where signal amplitude exceeds a specific threshold, a transition is de­
tected and a "qualified" pulse appears at the peak detector output. 

The "coincidence" scheme used in the peak detection channel makes . -,, 
it robust to find the positions of magnetic transitions. If only the threshold 
detector is used, the pulse generated by the rectifier is relatively wide, 
which cannot give the exact location of the transition. On the other hand, 
if only the zero-crossing detector is used, a lot of extra zero-crossings 

;i 
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Readback 
Signal 

V 
Differentiator 

K 
Zero-Crossing 
Detector 

.._--•I Rectifier. ~--~• Threshold 
_ _ Detector 

•. 
FIGURE 11.1. Block diagram of peak detection channel. 

~ 
L:_I 

Detected 
Transitions 

caused by noises will be mistaken as magnetic transitions. Only when 
· both a zero-crossing and a rectified pulse are detected simultaneously, a 
magnetic transition is found reliably. 

To distinguish between adjacent transitions and to combat instabilities 
of the disk rotational speed, each pulse of voltage is detected inside an 
appropriate detection window, also called a timing window and should· be 
,equal to the channel bit period: A special phase-locked loop (PLL) system 
is used to provide a detection window for each channel bit. The PLL 
updates its frequency based on detected pulses. Each incoming transition 
or voltage pulse is searched inside its detection window. As shown in 
Fig. 11.2, each pulse should be detected after the previous channel bit and 
before the next channel bit, so the timing window is equal to a channel 
bit period or bit cell. If a peak detection channel uses (1,7) modulation 

. encoding, the detection window is equal to 50% of the minimum timing 
distance between two transitions that are written in the magnetic medium. 

The performance of a detection channel is often characterized by 
channel bit rate as well as bit error rate (BER). Bit error rate Pe is the 
probability of mistaking a "O" as a "l", or mistaking a "l" as a "O" due 
to the noises, distortions, or interferences in the channel. The reciprocal 
of Pe means 1 error per 1/P e bits transferred in the channel. Obviously, 
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FIGURE 11.2. Clock and detection window in peak detection channel. 

347 

we would like Pe to be as small (ideally zero) as possible. The BER can 
be reduced through error detection and correction. At present, the corrected 
BER is usually in 10-12-10-11 range, while the raw (uncorrected) BER is 
typically 10-9-10-7. 

The.error rate at the threshold detector is determined by the probabil­
ity of drop-outs when the pulse amplitude falls below the specified thresh­
old or the probability of strong noise outbursts when total media and 
electronic noise exceeds the specified signal level. The error rate at the 
zero-crossing detector is determined by random shifts of the zero-crossing 
position from the correct peak location. Random noises cause fluctuations 
of the zero-crossing position in the differentiated readback signal. An 
error occurs when the zero-crossing position falls beyond the detection 
window, i.e., when zero-crossing is detected earµ.er or later than the cur­
rent bit cell. Next we will examine how to calculate BER. 

11.2 BER AT THE THRESHOLD' DETECTOR 

The error rate of the threshold detector may be calculated from the channel 
SNR. If the zero-to-peak signal voltage amplitude is V0_P and the rms 
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noise voltage is V rms,nt then the SNR at the threshold detector is defined 
as: 

SNR(dB) = 20 log : •-p . 
rms, n 

(11.1) 

To estimate the BER of the threshold detector in the peak detection channel, 
we assume that the noise voltage n in the recording channel is approxi­
mately Gaussian with a zero mean value and a standard deviation of 
<T = V rms,n- This means that the probability density of the noise voltage 
n is given by the Gaussian distribution: 

(11.2) 

Now we will consider the probability of errors in the threshold detec­
tor with a threshold fixed at 50% of the zero-to-peak signal amplitude. If 
there is no peak of voltage in the channel, we may detect a false transition 
when the noise outburst exceeds one-half of zero-to-peak signal voltage. 
The probability of this error event, i.e., mistaking a "O" for "l", is given 
by the following integral of the Gaussian distribution function: 

P011 = r . ~ 1---w exp(-t~)dn. 
v0_p/2 V 2'TT<T 

(11.3) 

Define the following integral of the Gaussian distribution as the comple­
mentary error function: 

erfc(x) = ,J;. r exp( -y2 )ay. 

Alternately, one can define a Q(x) function: 

1 f"" 2 1 ~ 1n Q(x) = ~ rn-- e-y 12dy = -
2 

erfc(x/ v 2), 
v 27T x 

which represents the probability that a unit-variance zero-mean Gaussi 
noise exceeds x. Then we can easily obtain that the BER is. 

1 ( Va-p ) 1 (VSNR) (VSNR) P011 = 2erfc 
2
V2<r = 2 erfc 

2
V2 = Q -

2
- • 

11.3 BEE 
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threshold detector is defined 

Vo-p. (11.1) 
T 
rms, n 

in the peak detection channel, 
·ecording channel is approxi­
md a standard deviation of 
density of the noise voltage 

.!t__) 
2a2- . (11.2) 

=rrors in the threshold detec­
·to-peak signal amplitude. If 
may detect a false transition 
zero-to-peak signal voltage. 
tking a "O" for "1", is given 
;tribution function: 

-- dn n
2

) 2a2- . (11.3) 

distribution as the comple-

(11.4) 

rfc(x/V2), 

riance zero-mean Gaussian 
1t the BER is. 

~) = Q(~). (11.5) 

11.3 BER AT THE ZERO-CROSSING DETECTOR 349 

Similarly, a "1" signal will be mistaken as "O" if a negative noise out­
burst exceeding a value of -V0_P/2 occurs. Such a BER can be derived as: 

I-Vo-p/2 1 { n2 } 
P110 = _

00 
V2'T{(T exp - 2a2 dn 

(11.6) 

=.!.erfc(VSNR) = Q(VSNR). 
2 2V2 2 

Therefore, the error rate at any bit is a constant if the signal amplitude 
is stable and the channel noise is Gaussian. The BER is a strong function 
of the channel SNR. The expected BER at the threshold detector for a 
channel SNR of 20 dB is 3 X 10-7, while that for a channel SNR of 24 dB 
at the threshold detector is <10-15. However, the factors not accounted 
for by the above model, such as the signal amplitude instability and 
medium defects, may greatly increase the threshold errors predicted 
above. 

11.3 BER AT THE ZERO-CROSSING DETECTOR 

Zero-crossing detector locates the transition by looking at the time deriva­
tive of voltage signal. The readback signal V(t) is mixed with noise n(t), 
both of which are differentiated, so the output signal of the differentiator 
is equal to V'(t) + n'(t). As a result, the zero-crossing locations in the 
signal are shifted from the transition locations, as shown in Fig. 11.3. 
These zero-crossing shifts are also called the peak-shifts or bit-shifts.1

'
2 

An error will occur at the zero-crossing detector if the zero-crossing 
shifts out of the detection window. Assume that the zero-crossing shift t8 

has a Gaussian distribution with a standard deviation rTt, then the probabil­
ity of a bit error due to the zero-crossing shift can be calculated as: 

Pe= 2J
00 ~ exp{-

2
t~2 }dt8 = erfc( ~ ~ ) = 2Q(Tw/

2
). (11.7) 

Tw/2 2'1rrTt °t 2 V 2rTt CTt 

The error rate at the output of the zero-crossing detector can be derived 
for the all "1" s NRZI pattern, whieh has an approximately sinusoidal 
readback waveform: V(t) = V0 sin(wt), where w = 21Tf = 7rlTw is the 
recording angular frequency. The signal at the output of the differentiator 
is: 

dV(t) 
V*(t) = V'(t) = -- =wV0 cos(wt) dt . (11.8) 

.. '-.. 
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dV(t)!dt dn(t)ldt dV(t)ldt+dn(t)!dt 

Differentiated Signal Differentiated Noise 
Differentiated 
Signal + Noise 

FIGURE 11.3. Zero-crossing and noise (after differentiation) in peak detection 
channel. Tw is the detection window or channel bit period. 

Therefore, the zero-crossings occur when 

V*(tn) =O, tn = (2n + l)Tw/2, n = 0, ±1, ±2, 

If the random noise after the differentiator is n*, then the zero-crossing 
is shifted by t5, and they are related by the following: 

V* (t + t) + n* = V*(t ) + dV*I t + n* = 0 n s _ n dt 
I 

s , 
n 

n* = -tsddV*I = -t/d2;/ . 
f In f tn 

Calculating the rms value of noise at the differentiator output, we obtain 
that · 

Vrms,n = \i«n*)2) = l~zt;/tnlTt. 

Combining Equations (11.8), (11.9), and (11.7), the BER atthe zero-crossing 
detector becomes 
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dV(t)/dt+dn(t)/dt 

Differentiated 
Signal + Noise 

irentiation) in peak detection 
period. 

J, ±1, ±2, ... 

n*, then the zero-crossing 
lowing: 

ts + n* = 0, 

!ntiator output, we obtain 

(11.9) 

e BER at the zero-crossing 

( VSNR*) '. wTw 
2
\/2 . (11.10) 

11.3 BER AT THE ZERO-CROSSING DETECTOR 35l 

where 'Va-p = wV0 is the zero-to-peak signal amplitude after differentia­
tion, and SNR* = <"Va-p!Vrms,n)2 is the SNR at the output of the differentia- · 
tor. 

Assume that the noise power spectral density from the readback head 
is approximately constant (white noise): 

'T}(w) = 'TJ, 

which is valid within the system bandwidth as determined by the cutoff 
anguiar frequency %· The ideal differentiator has the following :frequency 
response: 

H(iw) = iw, 

Therefore, the noise power after the differentiation is given by the integral: 

N* = (V* )2 = J(JJC uJ'T}dW = (JJ~'TJ = ~N rms, n 
O 

3 3 , (11.11) 

where N = % 'TJ is the noise power before differentiation. Since the differen­
tiated signal has an amplitude of wV0, the SNR after differentiation is 

w2"6 al 
SNR* = dN/3 = 3 d SNR, 

C C 

(11.12) 

where SNR = V5/N is the SNR before differentiation. Most of the signal 
energy is concentrated in the frequency range where w < we, so SNR* 
(after differentiation) may be smaller than SNR (before differentiation). 
For example, if w = %12.25, then the SNR is reduced by 2.3 dB due to 
differentiation. For the all 'T's pattern without modulation encoding, w 
= 7rlT w, so the bit-shift error rate becomes 

( VsNR*) ( VSNR) Pe = erfc 7T 
2
\/2 = erfc 2.42 

2
\/2 . 

The argument of the complimentary function is 2.42 times that in Equation 
(11.6). Therefore, in this case, the bit-shift error rate at the zero-crossing 
detector is much smaller than the threshold error rate at the threshold 
detector. In contrast, for the all ''l'' s pattern with (d, k) encoding, w = 
7T!Tw(d + 1), i.e., the detection window is now smaller than transition 
period. As a result, the bit-shift error rate will dominate if d 2c: 2. In 
general, the total BER in a peak detection channel can be expressed as 

. ;_ ... 
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where Pe,bs is the bit-shift error rate at the zero-crossing detector, and 
Pe,th is the threshold error rate at the threshold detector, both of which 
must be much smaller than 1. 

It must be cautioned that SNR is not the only factor that affects the 
error rate at the zero-crossing detector. Both liner intersymbol interference 
(ISI) and nonlinear transition shift (NLTS) can cause peak-shifts. In this 
case, the peaks and the zero-crossings in the readback signal are shifted 
from the desired transition locations, which should be at the center of the 
detection window. Furthermore, noise is mixed to the distorted signal, so 
the zero-crossings may be shifted even more from the center of the detec­
tion window, as illustrated in Fig. 11.4. Consequently, the BER at the zero­
crossing detector increases. Based on Equation (11.7), the bit-shift BER 
taking ISI and NLTS into consideration can be expressed as follows: 

_ 1 (Tw/2-LI) 1 (Tw/2+LI) 
Pe,bs - 2 erfc V2lTt +2 erfc V2lTt , 

where ±LI is the net bit-shift, and we assumed that the peak has equal 
probabilities to shift early or late. Note that peak detection channels are 
usually used with (1,7) or (2,7) RLL codes, so the transition separations 
are relatively long. In other words, for peak detection channels linear ISI 
is more significant than NLTS. The latter is a critical factor in PRML 
channels (Chapter 12). 

dV(t)ldt . 

ISi 

Differentiated Signal 

dn(t)!dt 

Differentiated Noise 

ISl+/5 

dV(t)!dt+dn(t}!dt 

Tw/2 . :,_, 

Differentiated 
Signal + Noise 

FIGURE 11.4. Bit-shifts caused by intersymbol interference (ISi) and noise · 
peak detection channel. 
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11.4 WINDOW MARGIN AND BIT-SHIFT DISTRIBUTION 

The output of the zero-crossing detector of a peak detection channel 
produces sharp pulses at the locations where the zero-crossings are de­
tected, as shown in Fig. 11.5. As we have discussed in the previous section, 

1 
,-;- ,'ji, 

'" f 111 

'" I 111 

'" I 111 

'" I 111 

'" I Jli 

'" I 111 

'" I 11: 
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Window 
(Bitcell) 

Channel Clock 

I a, 
I 
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I 
I a, 
I 
I 
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I 
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Window 
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1 
,7ii 1hil1 
11 111 I Ill I 
1111• r 1111 
1,111 I Ill I ,,,,. 1 •,11 ,,,,, I 1111 ,,,,, t 1,11 ,,,,. I luJ 

" I I 

Detection 
Window 
(Bitcell) 

FIGURE 11.5. The distribution of the readback pulses (top) and the output of 
zero-crossing detector (bottom). 
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an error occurs when the corresponding pulse falls outside the detection 
window. The error rate at the output of the zero-crossing detector can be 
measured by counting the pulses falling outside the prescribed detection 
window. However, the error rate of an actual magnetic recording channel 
tends to be very low, so the pulse counting measurement may take a long 
time. In fact, the raw BER of a magnetic disk drive is typically -10-9• At 
such a low probability level, more than 1010 bits of data should be collected 
and analyzed to obtain reliable statistics. This would require > 104 disk 
revolutions and at least several minutes of measurement time for each 
experimental condition, just to capture the data bits. 

An effective and fast method for evaluating error performance is 
based on the window margin analysis.3 To understand the principle of 
window margin, let us imagine that we are able to measure the exact 
position of each pulse at the output of the zero-crossing detector and to 
accumulate the histogram of such positions, as shown in Fig. 11.6. The 
height of the histogram H(tk) at each timing position t = tk corresponds 
to the total number of pulses having a timing shift of tk. The sum of H(tk) 
equals to the total number of detected pulses. 

I H(t) 
I 
I 

T7 

1 \ 

1 

-J ~ 

~ ~ .... 

I 
r t 

I 
_; . ' r I , 

I 
I 

-Tw/2 

FIGURE 11.6. Histogram of peak shifts at the output of zero-crossing detector. 
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Once we know the histogram, the number of pulses with a bit-shift 
value larger than ts, N(ts), can be expressed as the sum of H(tk) for Jtkl > 
ts; 

N(ts) = ~ H(tk) + ~ H(tk), 
tk>ts tk< -ts 

Obviously, the total number of pulses in the histogram is N = N(t = tot s 

0). Th~ larger th: ts ~alue, the smaller the N(t5 ) value. If we plot N(ts)/Ntot 
vs. ts m a logarithmic scale, we get a bit-shift plot as shown in Fig. 11.7. 
The horizontal axis of this plot represents the bit-shift value (in nanosec­
onds), and the half detection window (or half timing window) equals to 5 ns. 
When the pulse from the output of the zero-crossing detector deviates 
more than 5 ns from its nominal position, i.e., the center of the detection 
window, the peak detection channel makes an error. If the half detection 
window is chosen to be ts < 5 ns, then N(ts)/Ntot is the corresponding bit 
error rate. In this sense, the bit-shift plot shows the logarithmic BER as 
a function of the half timing window. 
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FIGURE 11.7. An example of a bit-shift plot. 
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The great advantage of a bit-shift plot is that it can be acquired very 
fast. The bit-shift plot is usually a smooth curve. Therefore, even though 
the actual measurement points stop at a BER of ~10-5, these points can 
be curve-fitted and then extrapolated to a much lower BER as shown by 
a solid line in Fig. 11.7. It is predicted from the curve fitting that the BER 
is 10-9 if the half timing window is 4.1 ns. In other words, if we specify 
a BER of 10-9 and a half timing window of 5 ns, there is still 0.9 ns left 
to accommodate any additional error sources, which is often called the 
timing window margin. The timing window margin is often normalized by 
the half detection window, so it becomes 0.9/5 = 18% in this case. In short, 
the timing window margin is defined as the percentage of the half timing 
window (or half detection window) which is left at a specified BER level. 

A parabolic curve fitting method is often used in bit-shift plots. This 
is based on the following mathematical approximation (for x P 1): 

erfc(x) = e-x2 ;cv;. x), 
ln[erfc(x)] = -x 2 -ln(v';x) = -x 2. 

It follows from Equation (11.7) that 

1n[N(ts)] = 1n[erfc(-ts ) ] = _ _!;_, 
Ntot Y2<Tt 2uf, 

which is valid if only Gaussian noise exists at the zero-crossing detector. 
Obviously, the larger the standard deviation (<Tt), which measures the 
random peak shifts, the slower the BER drops. A small noise will result 
in a sharply descending bit-shift plot. 

Figure 11.8 demonstrates a useful representation of a bit-shift plot: 
the logarithmic BER vs. the percentage of the half timing window for 
different SNR ratios. If SNR = 23 dB, the 50% timing window margin is 
reached at an error rate of 10-6• In comparison, if SNR = 25 dB, the 50% 
margin is reached at an error rate of 10-10• Both curves predict error rates 
well below 10-12 at the full half detection window (0% timing window 
margin). Generally speaking, if the same timing window margin is re­
quired, a higher SNR tends to give a much lower BER. 

A simple and practical way to measure the bit-shift distribution of~ 
peak detection channel is to vary the detection window of its zero-crossing 
detector and to count the actual number of pulses detected outside .a 
given detection window. The number of error bits divided by the total 
number of bits counted is the BER. In a real disk drive, the bit-shift 
distribution reflects complicated interactions among noises, linear ISI, and 
nonlinear distortions.2

'
3 Since the generation of bit-shift plot is fast, it is 
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FIGURE 11.8. The dependence of the 50% window margin on system SNR. 
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100 

an efficient tool for testing magnetic recording components and channel 
performance. 

As mentioned previously, the slope of the bit-shift plot reflects the 
noise level. A small noise leads to a steep bit-shift plot. Conversely, a 
large noise level results in a relatively flat bit-shift plot. Peak-shifts due 
to ISI typically cause a flat part in bit-shift plot. The flat part arises from 
the fact the bit error rate increases as a result of peak-shifts, as shown in 
Fig. 11.4. In other words, a larger detection window is required to achieve 
the same BER, so the bit-shift plot is moved to the right with respect to 
that without ISI, as shown in Fig. 11.9. The leftmost curve is obtained 
from a data pattern consisting of isolated transitions with the read head 
at the nominal on-track position. In this case, the time margin at an error 
rate of 10-9 is 50%. The middle curve is generated for the same pattern 
but with the read head in an off-track position. When the head is shifted· 
away from the track center, the readback signal amplitude drops, and at 
the same time more medium noise is read from adjacent medium regions. 
Therefore, the off-track signal has a lower SNR (Chapter 14), and this 
curve is less steep. Now the time margin at an error rate of 10-9 becomes 
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FIGURE 11.9. Examples of bit-shift plots. Left: isolated transition pattern and on­
track reading; middle: same pattern in off-track position; right: data pattern with 
adjacent transitions. 

(8.0 ns - 6.4 ns)/8.0 ns = 20%. The rightmost curve is obtained for a data 
pattern consisting of both isolated and adjacent transitions. A certain 
number of pulses are now shifted from their nominal positions, resulting 
in a flat part in the curve. This is the least desirable case among the three, 
in which there is no time margin left if the required BER is 10-9, i.e., the 
actual error rate of the peak detector will be ~10-9• 

The last curve in Fig. 11.9 can be further illuminated by Fig. 11.10. The 
peak-shift due to ISI interacts with the random noise and the histogram of 
the bit-shift distributions for adjacent transitions are shifted ±2.4 ns from 
that of isolated transitions. The distribution of isolated transitions has an 
amplitude of ~ 10 times higher, meaning that approximately one out of 
every 10 transitions in this pattern is shifted. The initial part of curve 1 
in Fig. 11.9 (until about 2.4 ns bit-shift) is slowly decreasing as the error 
events are dominated by those of isolated transitions. When the error rate 
level of ~ 10-1 is reached at a bit-shift of about 2.4 ns, the error events 
are caused by both isolated and adjacent transitions. Consequently, the 
curve has a nearly flat part just beyond 2.4 ns as the peak shifts of adjacent 
transitions slow down the decrease of the BER. 
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FIGURE 11.10. Bit-shift histogram for the data pattern corresponding to curve 1 
(rightmost) shown in Fig. 11.9. 
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CHAPTER 12 

PRML Channels 

When recording densities are low, each transition written on a magnetic 
medium results in a relatively isolated voltage peak and a peak detection 
channel works well to recover written information. At high channel densi­
ties, however, the peak detection channel can not provide reliable data 
detection. Superposition of pulses (linear ISI) shifts peaks of readback 
signal and increases the probability of errors in the zero-crossing detector. 
At the same time, the signal amplitude is lowered at high densities (roll­
off) and the errors in the threshold detector also increase. 

The partial-response maximum likelihood (PRML) channels were pro­
posed to overcome the problem of linear ISI and are now the dominant 
detection schemes in commercial magnetic disk drives.1

-
7 The PRML de­

tection method is not based on voltage peaks, but rather takes into account 
the fact that the signals from adjacent transitions interfere. PRML channels 
consist of two relatively independent parts: partial response (PR) equaliza­
tion and maximum likelihood (ML) detector, which will be discussed in 
this chapter. 

12.1 PRINCIPLE OF PARTIAL RESPONSE AND MAXIMUM 
LIKELIHOOD 

The basic idea of partial response is to introduce some controlled amount 
of ISI into the data pattern rather than trying to eliminate it. The idea 
was first introduced in the field of digital communication and has proven 
to be a very powerful concept for magnetic information storage as well. · ,· 
It turns out that magnetic recording channels can be transformed into PR 
channels which satisfy two fundamental properties: (1) the superposition 
of voltage pulses from adjacent transitions is linear; (2) the shape of 
the readback signal from an isolated transition is exactly known and 

361 
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determined. A block diagram of a typical PRML channel is shown in Fig. 
12.1. 7 It consists of n variable-gain amplifier (VGA), an analog equalizer, 
an an,alog-to-digital converter (ADC), a digital equalizer, an ML detector, 
and a clock/gain recovery circuit. The circuit blocks (except the ML detec­
tor) transform the readback signal into the partial response signal as 
required. 

The analog readback signal from the magnetic head should have a 
certain and constant level of amplification. Any variation in isolated read­
back peaks is compensated with the VGA, which gets a control signal 
from the clock and gain recovery loop. 

A PR channel operates within a certain bandwidth, meaning that the 
spectral components beyond the bandwidth have to be cut off. This is done 
with the continuous time filter or analog equalizer. The other function 
sometime1i performed by the analog equalizer is to modify the frequency 
response of the channel. The modification of the frequency response is 
sometimes required to adjust the shape of the readback signal from the 
head. For example, it may be necessary to adjust the pulse width to make 
it proportional _to the distance be.tween transitions. The analog equalizer 
is implemented as, a line_ar filter with a programmable frequency response 
including a variable cutoff frequency and boost. The analog signal at 
the equalizer. output generally has a s)ightly different shape than the 
unmodified signal directly from the head. '-

The signal from the analog equalizer is sampled (or digitized) with 
the ADC. The sampling is initiated by a clock signal at the rate of exactly 
one sample per channel bit period. The frequency and phase of the clock 

Variable 
Conti nous 

Analog-to-Digital FIR Filter Maximum - r-+ Time Filter f-+- r+ (Digital - Likelihood Gain Converter 
Amplifier 

(Analog 
(ADC) Equalizer) (Sequence) 

Equalizer) Detector 

gain l clock 

control 
signal Clock and ,. 

Detected Gain Recovery 
NRZ 
Data 

FIGURE 12.1. Block diagram of typical PRML channel. 
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signal is adjusted by the clock recovery loop. The signal at the ADC 
output constitutes a stream of digital samples or discrete-time data. Digital 
samples are often processed ( filtered) by an additional digital filter. This 
digital filtering operation can improve the quality of analog equalization. 
The principle of the finite impulse response (FIR) filter will be discussed 
in Section 12.2. · 

The samples at the ADC output are used to detect the presence of 
transitions in the readback signal. If the signal quality is good, a simple 
threshold detector can be used to compare sample values to a threshold. 
However, much more reliable detection at high recording densities can 
be achieved with an ML detector. Unlike the peak detection channel, the 
PRML channels do not assume that the readback signal should contain 
relatively narrow peaks. The decisions of PRML channels are based on a 
sequence of the ADC samples of the signal, which are not necessarily 
taken at the signal peak level. 

The partial response equalization and the ML detector are at the heart 
of a PRML channel. We will introduce their principles here, but defer the 
details to Sections 12.2 and 12.4. 

12.1.1 PR4 channel 

A special class of partial-response channel, Class N partial response (PR4) 
system, is the first widely used PR channel. The isolated pulse shape in 
a PR4 system is shown in Fig. 12.2, where T is the channel bit period, 
and the transition is written at time instant t = 0. The sample values at 
integer number of bit periods before the transition are exactly zeroes. 
However at t =. 0 and at t = T, the sample values of the pulse are equal 
to 1. The pulse of voltage reaches its peak amplitude of 1.273 at one-half 
of the bit period. 

The samples of the isolated PR4 pulse shown in Fig. 12.2 at the 
output of ADC will be .... 00011000 .... Of course, value "1" is used for 
convenience and in reality it corresponds to a certain ADC level, which 
may be a number between O and 2n- l, where n is the number of bits in 
ADC. The fact that the isolated transition has two nonzero samples, one 
at the transition location and the other at the next transition location is 
very important. If the next transition is written, the pulses will interfere. 
However, the other sample values are zero, so the interference are easily . ,, 
predictable. 

A dibit is formed when the second transition is written immediately 
after the first one (i.e., one channel period later), which results in a dipulse 

L , ,, 'I 
I 'I, 

; hi 
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PR4 ISOLATED VOLTAGE PULSE 
1.5.--------~------.-------.----~-----,-----,------,,---------,--~ 

1.273- · · · ·. 

1 

0.5 

0.5 ~-~--~--~--~--~--~--~-~--~ 
-3T -2T -T 0 T 2T 3T 4T 

FIGURE 12.2. Shape of isolated pulse in PR4 system. 

response shown in Fig. 12.3. It is generated by the linear superposition 
of voltages from two isolated pulses with opposite polarity: 

0001 1 0 0 0 -from the first transition 
+ 0 0 0 0 -1 -1 0 0 -from the second transition 
= 0001 0 -100 

The samples of a dibit are{ ... ,0,0,1,0,-1,0,0, ... }. 
What happens if we have three consecutive transitions (tribit)? It is 

easy to check that the answer is { ... ,0,0,1,0,0,l,0,0, ... }. Another useful 
pattern is the low-frequency square recording pattern consisting of transi­
tions two channel periods apart. Obviously, the sequence of resulting 
samples is{ ... ,+l,+1,-1,-l,+l,+l,-1,-l,+l,+l, ... }. 

From the sequence of samples from the ADC output we can ~asily 
reconstruct any data patterns that are written on the medium. If the data 
are in NRZ form (i.e., 1 and O represents positive and negative medium 
magnetization, respectively, then the current value a(lc) of the data pattern 
is the sum of the current sample s(lc) and the bit two channel periods 
earlier: 

a(lc) = s(lc) + a(lc-2). (12.1) 

 
Page 27 of 95



CHAPTER 12 pRML Channels 

VOLTAGE PULSE 

T 2T 3T 4T 

in PR4 system. 

t d by the linear superposition 
,-enera e . 
~s with opposite polarity: 

-from the first transitio~. 
-from the second transition 

,1,0,-1,0,0ti }~ansitions (tribit)? It is 
!e consec~ Ov1 0,0, ... }. Another use~l 
... ,0,0,1, ' ' ' . ting of trans1-
, recording pattern cons1s . 
, Obviously, the sequence of resulting 
-1 -1 -1 +1,+1, ... }. il 

l 

' ' ' DC output we can eas y 
s from the A d' If the data 
are written on the me mn:- dium 

ositive and negative me -
resents P 

1 
(k) of the data pattern 

he current va ue a . d 
h b ·t two channel peno s 

s(k) and t e 1 

(le) + a(lc-2). 
(12.1) 

12.1 PRINCIPLE OF PRML 365 

PR4 DIPULSE 
1,5,--------.-----~-~--~--~-~--~-------.----~ 

,,, 
: I \ : 
. I \· 

I 

0.5 · · · · · . . . . . /. 

. I 

. V 

0.5 

r· 
I : 

: \ 
\ 

I 
I 

·i ..... -:- ..... . 
·I 
: I 

I 

.1 . 

.............. ' ...... \ .. . 
:\ , . 
. \ I : 

' _, 

1.5 
-3T -2T -T 0 T 2T 3T 4T ST 

FIGURE 12.3. A dipulse response. 

Applying Equation (12.1) to an isolated transition: 

Samples in PRML system: 
Recovered NRZ data: 

For a tribit: 

Samples in PRML system: 
Recovered NRZ data: 

... 00001100000 .. . 

... 00001111111 .. . 

... 0000 1001000 ... 

... 0000 1011111. .. 

The last example is especially interesting: the second pulse in the 
tribit has zero samples, almost completely suppressed by the first and 
the third transitions due to linear superposition. However, we can still 
easily recover the data based on the samples. Therefore, once the pulses 
are reduced to a "standard" shape, the data pattern is easily recovered 
because the superposition of signals from adjacent transitions is known. 
In the last example, we know that sample "l" of a transition is canceled 

 
Page 28 of 95



366 CHAPTER 12 PRML Channels 

by "-1" of the next transition. Since a positive voltage pulse is always 
followed by a negative pulse, and vice versa, arbitrary linear superposition 
of the samples of isolated pulses leads to only three possible values: {-1, 
0, + 1}. Therefore, ADC output in the PR4 channel consists of only three 
distinct sample levels: {-1, 0, +1}. In realifyi however, the sample values 
will deviate from the nominal values because of noises, NLTS, etc. 

A practical way to characterize the quality of the PR4 channel is to 
analyze the statistics of samples at the ADC output. If all parts of the 
channel are working properly, the ADC samples should take only nominal 
values {-1,0,+1}. As a result, a histogram of sample levels will consist of 
three distinct peaks, as shown in Fig. 12.4 (left). However, the presence 
of noise, NLTS, and nonideal equalization leads to the distortions of the 
sample values, and the three peaks of sample values may overlap one 
another, as shown in Fig. 12.4 (right). 

Another way to characterize the quality of a PRML channel is to 
analyze the so-called "eye diagrams" or "eye patterns" generated by an 
oscilloscope. To obtain an eye pattern, a random data pattern is written 
on the disk If the clock signal of the channel is input to the oscilloscope 
synchronization (trigger) and the analog equalizer output is taken as the 
oscilloscope signal, the superposition of random equalized waveforms 
will be observed on the oscilloscope screen. Since all these waveforms 
are synchronized to the channel clock, an interesting "focusing" pattern 
is observed: all the waveforms at clock points pass through the three 
points corresponding to {-1,0,+1}, as shown in Fig. 12.5. 
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FIGURE 12.4. Sample value distributions for good (left) and poor (right) PR4 
signal quality, respectively. 
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FIGURE 12.5. An ideal eye pattern for PR4 system . 

367 

If the sample distributions do not overlap, or equivalently, the "eyes" 
in the eye diagram are open, signal detection can be done using a simple 
comparator (threshold detector). In reality, however, the samples do over­
lap as shown in Fig. 12.4. In this case, the ML detector is needed to 
achieve reliable data recovery. The gain of the ML detector over a simple 
comparator leads to much. lower error rates, typically by about three or 
more orders of magnitude. While l.t is possible that the ML detector will 
still be able to decode the pattern in the case of strongly overlapping 
samples, the probability of errors will be much lower if the histogram is 
nonoverlapping. We will examine the principle of the ML detector next. 

12.1.2 Maximum likelihood detector 

Samples at the output of ADC ideally have a small number'c:>f levels, such 
as { -1,0, + 1} for the PR4 system. A threshold detector compares the current 
sample value to an amplitude threshold and immediately decides what 
the ideal sample value should be. For example, if sample >0.5 then ideal 
sample = 1, if sample <-0.5 then ideal sample = -1, if -0.5 < sample 
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< 0.5 then ideal sample = 0. For a stream of noisy samples such as {0.8 
0.3 -0.7 -0.2 0.6 0.9 1.1 0.2}, the threshold detector output is {1 0 -1 0 
1 1 1 O}. However, sequence "111" can not exist in the PR4 channel. 
Sequence "11" corresponds to an isolated voltage pulse, so the next transi­
tion should be of opposite polarity, meaning that the possible sequences 
are "1100", "1001 "11-1-1", etc., but not "1110". Apparently an error has 
occurred. 

Unlike the threshold detector, the ML detector does not make immedi­
ate decisions on whether the incoming ADC sample is +l, 0, or -1. 
Instead, it analyzes a sequence of samples and then chooses the most 
probable sequence. Therefore, the ML detector is also called the sequence 
detector, or Viterbi detector after its original inventor. ML detector recog­
nizes that sequence "111" is forbidden, and tries to find the most probable 
ideal sequence which matches the samples. In the above example, there 
are several allowable sequences: {1 0 -1 0 1 1 0 O}, {1 0 -1 0 0 1 1 O} or 
{1 0 -1 0 0 0 1 1}. These sequences can be compared with the received 
sequence of samples in order to choose the most probable sequence: 

0.8 0.3 -0.7 -0.2 0.6 0.9 1.1 0.2 Samples 
1 0 -1 0 1 1 0 0 Sequence #1 
1 0 -1 0 0 1 1 0 Sequence #2 
1 0 -1 0 0 0 1 1 Sequence #3 

Sequence #1 takes 0.6 and 0.9 as "1", and 1.1 as "O"; sequence #2 takes 
0.6 as "O", and 0.9 and 1.1 as "1"; sequence #3 takes 0.6 and 0.9 as"O", 
and 1.1 and 0.2 as "l". It appears that sequence #2 is the most probable. 
We can verify our intuition by calculating the mean-squared distance (MSD) 
between the samples s(k) and the assumed sequence b(k): 

N 

MSD = ~[s(k) - b(k)]2 
k=l 

Sequence #1: MSD = 1.68 

Sequence #2: MSD = 0.68 

Sequence #3: MSD = 2.08 

Sequence #2 is the closest to the sequence of detected samples and at the 
same time is allowed by the PR4 channel. In other words, sequence #2 is 
the most likely among all the candidate sequences, so the.ML detector 
takes it as the sequence that was transmitted through the channel. 

The principle of ML detection can be summarized as follows: 

1. Decisions are made based on a sequence of samples, instead of 
one current sample. 
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2. For each sequence of samples, a list of allowable sequences is 
generated. 

3. Each of the allowable sequences is compared with the received 
sequence of samples and respective MSD (or another appropriate 
distance function) is calculated. The sequence with the minimum 
distance, i.e., the maximum likelihood, is selected to be the result of 
the detection. 

4. Decisions of the ML detector are always made with some delay. 

12.2 PARTIAL RESPONSE 

Having introduced the basics of the PRML channels, now let us look at 
the PR channel (excluding the ML detector) in more detail. 

12.2.1 PR4 channel bandwidth and frequency response 

The presence or absence of a transition in a PRML channel is decided 
based upon the numerical values of the samples. The samples are taken 
only once per channel period, and the minimum separation between 
adjacent transitions equals to the channel period. One cannot help asking 
whether the sampling frequency in the PRML channel is high enough to 
recover the recorded transition. 

The sampling theorem (Nyquist theorem)3 states that any band-limited 
analog signal with a cutoff frequency of fmax can be uniquely recovered 
from its discrete samples taken with a sampling interval of T ::5 1/2fmax· 
In other words, if a band-limited analog signal is sampled with a sampling 
rate 2:.2f max, the information contained in the signal is not lost. Based on 
the Nyquist theorem, sampling once per channel period T in the PRML 
channel is appropriate only if the spectrum of the analog readback signal 
is concentrated below the frequency f max = 112T. 

The spectrum of the head readback signal is discussed in Chapters 3 
and 6. The frequency spectrum of a linear channel is usually defined as 
the Fourier transform of its impulse response, i.e., the dipulse response. A 
good approximation of the experimental spectrum of the channel is ob-
tained if a random pattern transmitted through the channel is displayed · ·,, 
with a spectrum analyzer. Approximately an equal number of positive 
and negative transitions are written on the magnetic medium, so there 
should be no spectrum content at zero frequency, i.e., the DC content is 
zero. However, the readback signal contains high frequency components. 
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The highest frequency in the signal spectrum corresponds to the fastest 
changing slope of the signal. A fast-changing narrow pulse will have a 
broader spectrum than a slowly changing wide pulse. Since the random 
pattern contains all spectral components with frequencies of l/2nT, where 
n = l, 2, 3, ... , the experimental spectrum should resemble that of kVsp(k) 
or fVsp(f) [Equation (3.23)], where Vsp(f) is the Fourier transform of the 
single (isolated) pulse. 

If we fix the channel bit period and write a random pattern with 
increasing pulse widths, the spectral energy distribution will shift to a 
lower and lower frequency range. Figure 12.6 shows the spectral energy 
distribution for several different values of PW50!T (channel density). For 
PW50!T = 0.5, the highest spectral energy occurs at about 112T, but signifi­
cant spectral components extend up to the clock frequency (l!T). This means 
that for a system with low ISI, channel bandwidth.should be close to the 
clock frequency. For PW50 /T = 2, however, the signal spectrum is effec­
tively concentrated below the half of clock frequency given by 112T. The 
tail of this spectrum is still outside the "half-bandwidth" (1!2T) range, 
but the power of these high frequency components is relatively small.8 

CHANNEL SPECTRUM 
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FIGURE 12.6. Magnetic recording channel spectra: (1) PW50 /T = 0.5; (2) PW5o 
= 2; PW50!T = 3. 
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Therefore, the spectrum can be readily equalized into a spectrum with. a 
cutoff frequency of 1/2T, and sampling at a rate of 1/T becomes appropriate. 
However, note that the PRML channel may not work properly for systems 
with low channel densities . 

If the noise power is uniform within the bandwidth, the total noise 
power within f ::S 1/2T will be exactly half of that within f ::S 1/T. In this 
case, the fact that the PRML channel bandwidth is limited to 112T gives 
the PRML channel a gain of~ 3 dB in SNR over the peak detection channel. 

Nyquist's interpolation formula states that an analog signal g(t), with 
a cutoff frequency ::Sl/2T and samples of g(nD, where n = 0, 1, 2, 3, ... , 
can be expressed as3

: 

(t) = ~ ( Dsin[( 1r/D(t -nDJ 
g ::'a g n ( 1r/D(t - nD · 

(12.2) 

In other words, each sample of "1" corresponds to a sinc(x) function (with 
an appropriate phase difference): 

h(t) = sin[(1r/T)tJ = . (m) 
( 1r/Dt srnc T , 

which is the inverse Fourier transform of the low-pass filter. The analog 
signal is equal to the convolution of discrete samples and h(t). The Fourier 
transform of Equation (12.2) is 

00 

G(f) = ~ g(nDe-iC2 -rrf)nT, 0<f<l/2T. (12.3) 
n=O 

Since the PR4 channel has a bandwidth of 1/2T, the equivalent repre­
sentation of PR4 channel can be given as in Fig. 12.7, where an isolated 
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FIGURE 12.7. Nyquist interpolation formula: recovering analog waveform from 
discrete samples, as illustrated for the PR4 channel. 
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pulse represented by samples " ... 0110 ... " is passed through an ideal 
low~pass filter with a bandwidth of 1/2T. Therefore, the analog isolated 
pulse in the PR channel is given by Equation (12.2): 

. m . mt - n 
sm- sin --T--

s(t) = mT + _n(_t ___ T)_ 

T T 

Now let us calculate the frequency response of the PR4 channel, which 
is the Fourier transform of the channel impulse response. The isolated 
pulse is called the "step response" of the PR4 channel, corresponding to 
a "step" (or transition) of magnetization. The samples due to the step 
response are { ... 0,0,0,1,1,0,0,0 ... }. The impulse response of the channel 
is the derivative of its step response, which generates samples 
{ ... 0,0,1,0,-l,0,0 ... }, the same as the samples of a dipulse response. 
According to Equation (12.3), the frequency response of the PR4 channel 
is: 

H(f) = 1 - exp(-i477[T), jH(f)I = 2 sin(277[T), 

which is shown in Fig. 12.8. Note that the spectrum peaks at the midband 
frequency 1/4T. The PR4 spectrum is very similar to the experimental 
spectrum of a magnetic recording channel when the channel density is 
~2, as shown in Fig. 12.6. The similarity is an important clue that magnetic 
recording channel could be turned into a PR4 channel with a minimum 
amount of equalization. 

12.2.2 Partial-response polynomial and classification 

The PR4 channel is only a special class of PR schemes. A convenient way 
of describing different partial response schemes is to use PR polynomials, 
which are somewhat different from those of cyclic codes in Chapter 8. 
The PR polynomials describe the correspondence between the NRZ input 
data pattern and the ideal samples. The NRZ input data pattern is gener­
ally given by a sequence of bits {ak}. The PR polynomial Pis an operator 
which determines the current channel sample sk based on the current and 
previous NRZ bits: sk = P[ak,ak-v ... ,ak-n]. As we have already seen from 
Equation (12.1), the PR4 channel is described by the following operation: 
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FIGURE 12.8. Frequency response of PR4 channel. 

The simple operation can be presented by a PR polynomial as shown 
below.4'8 

First let us define a fundamental polynomial operator D: 

which is called the "delay operator" because it delays the input bit by 
one bit period. The definition of delay operator allows simple arithmetical 
operations such as addition, subtraction, multiplication, power, etc. For 
example, applying the delay operator twice is defined as the second power 
of D: 

When a magnetic head reads a disk, it responds only to changes 
of magnetization, i.e., it differentiates the NRZ bits. The differentiating 
function of a head is described with an operator: 

(1 - D)ak = ak - ak-1· 
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Since NRZ bits take values 0 and 1, operator (1 - D) will result in + 1 or 
-1 samples, depending on the direction of the magnetization change. 
Operator (1 - D) is the simplest polynomial, corresponding to generating 
positive or negative samples at the transition locations. Taking absolute 
values after the 1 - D operation generates NRZI bits. Obviously, an 
isolated pulse expressed in NRZ data (or magnetization) { ... 000111 ... } 
is transformed into NRZI data { ... 000100 ... } after the differentiation. 

In a PR4 system each voltage pulse has two samples. In other words, 
if a transition of magnetization occurs, it results in a sample equal to "l" 
at the transition location and another sample at the next sample period. 
This can be described with a "spreading" operator (1 + D). If ak = 1, (1 
+ D)ak will result in sequence "11". Therefore, a PR4 system can be 
described as a polynomial (1 - D)(l + D) = 1 - D2

• In other words, the 
current PR4 sample is 

which is the same as Equation (12.1). 
Partial-response channels, as listed in the following table, were origi­

nally proposed in digital communication to combat ISI.2 Because of the 
similarity of the PR4 spectrum and the frequency response of magnetic 
recording channels, the PR4 channel (Class IV) became the darling of the 
magnetic data storage industry in the 1990s. 

Name 

PRl 
PR2 
PR3 
PR4 
PR5 

Polynomial 

l+D 
(1 + D)2 = 1 + 2D + D2 

(1 + D)(2 - D) = 2 + D - D2 

(1 + D)(l - D) = 1 - D2 

-(1 + D)2(1 - D)2 = -1 + 2D2 - D4 

Impulse response samples 

... 0 1 1 0 ... 

... 0 1 2 1 0 .. . 

... 0 2 1 -1 0 .. . 

... 0 1 0 -1 0 .. . 

... 0-1 0 2 0-1 o ... 

If we ignore the differentiating operator (1 - D) and look only at the 
coefficients of the polynomial (1 + D), we get the samples of an isolated 
pulse: {1,1} in the PR4 channel. The operator (1 + D) determines how the 
transition sample is spread over the neighboring bit periods. The PR4 
channel has been extended to a general family of channels as defined by 
the following polynomials8: 

(1 - D)(l + D)n, n = 1, 2, 3, etc. 

12.: 

Th 
iso 
wl 
pa 
+ 
is 
PF 

Ne 

F 
EF 
E2 

in 

F 
w 
b 
S' 

\,I 

l 
{. 
i: 

 
Page 37 of 95



CHAPTER 12 PRML Channels 

erator (1 - D) will result in + 1 or 
ion of the magnetization chan_ge. 
,mial, corresponding to generating 
nsition locations. Taking absolute 
:i.erates NRZI bits. Obviously, an 
(or magnetization) {. • · 00~11!- · ·} 
100 ... } after the differentiation . 
. has two samples. In other words, 
it results in a sample equal to :'l" 
;ample at the next sample 1:'.:nodi 

1g" operator (1 + D). If ak - l, ( 
Therefore, a PR4 system can be 
D) = 1 _Dz.In other words, the 

in the following table, were origi- . 
on to combat ISI.z Because of t~e 
! frequency response of magnetic 
lass N) became the darling of the 

L990s. 

Impulse response samples 

... O 1 1 0 · · · 

... 0 1 2 1 o ... 

. . . O 2 1 -1 0 · · · 

... O 1 0 -1 0 · · · 
D4 ... 0-1 0 2 0-1 O ... 

·ator (l _ D) and look only at the 
we get the samples of an isolated 
rator (1 + D) determines how the 
eighboring bit periods. The PR4 
family of channels as defined by 

= 1, 2, 3, etc. (12.4) 

12.2 PARTIAL RESPONSE 375 

The PR4 system corresponds to n = 1. If we set n = 2, the samples of the 
isolated pulse will be given by the operator (1 + D)z = 1 + 2D + Dz, 
which corresponds to {1,2,1}. This type of channel is called the "extended 
partial response 4" or EPR4 channel. If n = 3, (1 + D)3 = 1 + 3D + 3Dz 
+ D3

, and the isolated pulse has samples {1,3,3,1}. This type of PR channel 
is called the EzPR4 channel. The following table summarizes the popular 
PR channels used in magnetic recording: 

Name Polynomial Isolated pulse samples Impulse response samples 

PR4 (1 - D)(l + D) ... 0 1 1 0 ... . . . 0 1 0 -1 0 ... 
EPR4 (1 - D)(l + D)2 ... 0 1 2 1 0 ... ... 0 1 1 -1 -1 0 ... 
E2PR4 (1 - D)(l + D)3 ... 0 1 3 3 1 0 ... ... 0 1 2 0 -2 -1 0 ... 

The isolated pulses in the extended PR4 channels are wider than that 
in PR4 channel: the EPR4 pulse extends over 3 bit periods and EzPR4 
pulse over 4 bit periods. This means that a transition in an EzPR4 system 
will "interfere" with the next three transitions when they are detected. 
In other words, the channel density PW5o!T is much higher in EzPR4 
system than in PR4. 

The sample values such as "2" or "3" above are somewhat arbitrary, 
we will normalize the maximum sample value to "1" hereafter in the text. 
Using this notation, an EPR4 isolated pulse has sample values 
{ ... 0,1/2,1,1/2,0, ... }, as shown in Fig. 12.9. The EPR4 analog pulse shape 
is obtained with Nyquist's interpolation formula: 

. m . 7!{t -T) . 7!{t - 2n 
1 smT sm T 1 sm T 

s(t) = 2~ + 7T(t - T) + 2 n<_t - 2T) (12.5) 

T T T 

The superposition of pulses in the EPR4 system results in five sam­
pling levels: { -1,-1/2,0,1/2,1}. The current channel sample value can be 
found from the NRZ bit pattern using the EPR4 polynomial: 

sk = (1 - D)(l + D)2ak 

= (1 + D - Dz - D3)ak (12.6) 

which is the linear combination of the current data bit and the 3 previous 
data bits. 
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EPR4 ISOLATED VOLTAGE PULSE 
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FIGURE 12.9. Isolated pulse for EPR4 system. 

The EPR4 system is often used with 8/9(0,4) or 2/3(1,7) modulation 
code, which results in different impulse responses. The dipulse response 
(impulse response) of EPR4 system with the d = 0 constraint can be 
derived as follows: 

0 1 
1 

1 
0 2 2 

+ 0 
1 -1 1 

0 2 -2 

0 
1 1 ! 1 

0 = 2 2 - 2 -2 

With the d = l constraint, the EPR4 dipulse response becomes: 

+ 
0 ~ 1 

0 0 

1 
2 0 

= 0 ½ 1 0 -1 -½ 0 

The E2PR4 isolated pulse samples are: { ... ,0,l/3,l,l,l/3,0, ... }. The 
shape of the analog isolated pulse is shown in Fig. 12.10. There are seven 
possible sample levels in an E2PR4 system: {-1,-2/3,-l/3,0,l/3,2/3,1} b 
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E2 PR4 ISOLATED VOLTAGE PULSE 
1.5,-------,------,------,---~--~-----r----r-------r--~ 

1 .... 

2/3 

1/3 

0 t--------~--'-'--'...-........ . 

-2T -T 0 T 2T 3T 4T 5T 

FIGURE 12.10. Isolated pulse shape for E2PR4 system. 

cause of linear superposition. An E2PR4 system is usually used with the 
(1,7) encoding. The dipulse response samples for the E2PR4 system with 
the (1,7) code is given by: 

+ 
0 1/3 1 

0 0 
0 1/3 1 

1 1/3 
-1/3 -1 

2/3 -2/3 

0 0 
-1 -1/3 0. 
-1 -1/3 0 

The eye diagrams and sample value distributions of EPR4 and E2PR4 
systems are more complicated than those in PR4 channel. For example, 
Figure 12'.11 presents the eye diagram for the EPR4 system. There are five 
distinct "focusing" points and the EPR4 histogram will consist of five 
separate peaks. Similarly, the E2PR4 system will have seven distinct "fo-. 
cusing" points, as shown in Fig. 12.12, and the E2PR4 histogram will-.· 
consist of seven separate peaks. 

Frequency responses of EPR4 and E2PR4 systems are calculated simi­
lar to that of PR4 as the spectra of the dipulse responses, as shown in 
Fig. 12.13. Changing.from PR4 to E2PR4 with increasing order of channel 
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EPR4 EYE DIAGRAM 

T T 

FIGURE 12.11. EPR4 system eye diagram. 

E2PR4 EYE DIAGRAM 

0 

-1/3 

-2/3~~~~:::::,.i~:,, 

-1 

T 

FIGURE 12.12. Eye diagram of E2PR4 system. 

T 
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12.2 PARTIAL RESPONSE 

FREQUENCY RESPONSES OF PR CHANNELS 
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FIGURE 12.13. Frequency responses of PR4, EPR4, and E2PR4 systems and experi­
mental channel frequency response for PW5ofT = 2 (circles). 

polynomials, the peaks of the frequency responses shift toward the lower 
frequencies. This is not surprising because the isolated voltage pulses for 
EPR4 and E2PR4 become wider with respect to a fixed channel bit period. 
Note that E2PR4 provides the closest fit to the channel frequency response 
for PW5ofT = 2. This means that little equalization is required to ·make 
the recording channel an E2PR4 system. 

While the PR4 channel is most widely used now, there are certain 
advantages to using higher-order PR systems such as EP.R4 and E2PR4. 
As shown in Fig. 12.13, the channel frequency response for PW5ofT = 2 
is much closer to that of EPR4 or E2PR4 than that of PR4. As a result, 
equalizing the channel frequency response to PR4 will require more ampli­
fication of the high-frequency components above 0.25/T. The "boost" of 
high-frequency components will inevitably amplify the noise in the system 
and degrade the channel error rate. If the noise is additive Gaussian noise, 
EPR4 equalization gains 2-3 dB in SNR over PR4. Therefore, EPR4 an9-
E2PR4 systems allow higher channel densities, consistent with the fact 
that these systems have more nonzero samples per isolated pulse. 
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Another advantage of the EPR4 and E2PR4 systems is that they are 
more practical to use with the 2/3(1,7) code than PR4 if we do not want 
to sacrifice user bit density. While a PR4 pulse extends over two channel 
periods, an E2PR4 pulse extends over four channel periods. Calculations 
show that the E2PR4 system with the (1,7) code allows almost the same 
user density as the PR4 system with the 8/9(0,4/4) code (see the next 
section). Using the (1,7) code doubles the minimum distance between 
adjacent transitions, and thus decreases nonlinear distortions such as 
NLTS and partial erasure. 

The main disadvantage of EPR4 and E2PR4 channels is the increased 
complexity of the ML detector required. As we will discuss in Section 
12.4, the PR4 channel allows an extremely simple realization of the ML 
decoder compared with the extended PRML. EPR4 and E2PR4 systems 
also require more sophisticated schemes for the clock and gain recovery 
(Section 12.3). 

12.2.3 Channel and user densities of PR4, EPR4, and E2PR4 
channels 

The standard definition of channel density is the ratio of the PW50 pf 
unequalized isolated pulse to the channel bit period T. However, PRML 
equalization modifies the shape of the isolated pulse. For example, if a 
significant high-frequency boost is present in the PRML channel, the 
equalized isolated voltage pulse will have a smaller PW50 than the un-
equalized one. · · 

In an ideal case, the pulse width before equalization should match 
that after equalization, so the equalizer does not introduce excessive noise 
boost and the channel density is optimal for data recovery. In this case, 
the channel density before equalization should be close to that after equal­
ization. Therefore, we can take the ideal equalized isolated pulses of PR 
channels to calculate the channel densities as given by PW5ofT, assuming 
that PW50 is measured at 50% of the unipolar pulse amplitude. Using the 
isolated pulses shown in Figs. 12.2, 12.9, and 12.10, we obtain that 

Dch = P~so = {~·
65 !:: ::i4, 

2.31 for E2PR4. 

For example, if PW50 of the isolated pulse from the magnetic head is 16. 
ns, the optimal channel bit period for a PR4 system will be closed t 
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16.5/1.65 = 10 ns. In practice, the channel density for PR4 tends to be -2, 
which is ~20% higher than the optimal value of 1.65. This is possible by 
making a proper tradeoff between the pulse slimming with a PRML 
equalizer and the noise boost. The achievable bit error rate in practical 
PR4 channels with Dch = 2 is usually better than 10-9_ 

PRML channels are typically characterized in terms of user density: 
Du = DchR, where R is the code rate. The user density represents how 
many user bits of information can be stored in a unit of the medium (as 
measured by PW50). Let us compare PRML systems with the peak detec­
tion channel. Most peak detection systems use 2/3(1,7) encoding and the 
channel bit period is one-half of the flux change period B. According to 
Equation (3.17), the resolution of the channel is -70% when PW5ofB = 1 
or PW5ofTch = 2, which is acceptable. Therefore, the peak detection channel 
density is 2. The corresponding user density is 2 X 2/3 = 4/3 = 1.33. For 
a PR4 system with 8/9(0,4/4) encoding and a channel density of 1.65, the 
user density is 1.47. An E2PR4 system with 2/3(1,7) encoding has a natural 
channel density of 2.31, which gives a user density of 1.54. Note that this 
is almost the same as that of the PR4 system with the 8/9 code. However, 
since the d = 1 constrairLt increases the actual distance between transitions 
on the medium, nonlinear distortions are reduced. The following table 
provides a comparison of user densities for different detection methods: 

Method 

Peak detection (70% resolution) 
Peak detection (80% resolution) 
PR4 
EPR4 
E2PR4 

User Density 
2/3(1,7) code 

1.33 
1.00 
1.10 
1.33 
1.54 

User Density 
8/9(0,4/4) code 

0.89 
0.67 
1.47 
1.77 
2.05 

The comparison of user densities has limited values in terms of judg­
ing the relative merit of these channels. More reliable comparison should 
take into consideration their sensitivity to noise, nonlinear distortions, 
equalization, etc. Typically about 30% gain in user density can be achieved 
using PRML instead of peak detection. 

12.2.4 Principles of equalization 
. :_. 

The goal of equalization is to modify the frequency response of a magnetic 
recording channel so as to match it with the frequency response of a 
desired PRML scheme. Consider channel spectra shown in Fig. 12.14. The 
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FREQUENCY RESPONSE PR4 

0.1 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
NORMALIZED FREQUENCY 

FIGURE 12.14. Channel spectrum (curve 1), and the frequency responses of PR4 
channel (curve 2) and equalizer (curve 3). 

unequalized channel spectrum (curve 1) must be transformed with an 
equalizer so as to match the desired PR4 frequency response (curve 2). 
This transformation is performed with a linear filter with the frequency 
response given by curve 3. 

The function of an equalizer can also be interpreted as that it trans­
forms (reshapes) the sources pulse s(t) into the target pulse p(t).5,7 Let 
S(w) be the spectrum (Fourier transform) of s(t), P(w) the spectrum of p(t), 
where w = 21Tf is the angular frequency, then the transfer function of the 
reshaping filter (equalizer) is 

P(w) 
H(w) = S(w)' 

The inverse Fourier transform of H(w) is the impulse response h(t) of the 
filter. In time domain, the target pulse obtained by the equalizer is the 
convolution of the source pulse with the impulse response h(t):- :_-. 

p(t) = [,, h( r)s(t - r)dr. 
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· r)dr. (12.8) 
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There are many different approaches of designing a PRML equalizer. 
A simple way to realize the desired frequency response is to use a continu­
ous time filter (CTF) with programmable cutoff frequency and boost. By 
changing these two parameters, a family of frequency response functions 
is obtained. A more flexible solution is based on digital finite impulse 
response (FIR) filters or programmable analog transversal filters.7 

The impulse response of a digital FIR filter has a finite number of 
nonzero samples as the name indicates. It is based on the sample version 
of Equation (12.8): 

N 

p(k) = ~ h(m)s(k - m), (12.9) 
m=O 

where p(k), h(k), and s(k) are the samples of p(t), h(t), and s(t), respectively. 
The digital FIR filter is implemented using delay registers (denoted by D 
or z-1), multipliers (denoted by triangles), and adders (denoted by I), as 
showninFigure12.15.Eachnonzeromultiplierrepresentsatap(orabranch) 
of the filter. The more taps in the filter, the more complex it is. The sampling 
theorem states that if the samples are taken with a sampling frequency that 
is at least twice higher than the bandwidth of the channel, then the 
equivalent continuous signals p(t), h(t), and s(t) can be obtained. Therefore, 
the PR equalization can be achieved with a digital FIR filter with sufficient 
sampling frequency and number of taps. Some mixed-design implementa­
tions of FIR filters use similar architecture, but analog signal levels ob­
tained from sample-and-hold circuits instead of digital samples. 

A programmable analog transversal filter realizes Equation (12.8) 
based on the continuous time signals p(t) and s(t): 

N 

p(t) = ~ h(mr)s(t - mr), (12.10) 
m=O 

s(k) s(k-1) s(k-2} s(k-N} ---
D D . • D 

h(O) 

FIGURE 12.15. Structure of digital F1R filter with N + 1 taps. 
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where r is the delay time in each delay lines, which replace the delay 
registers in Fig. 12.15. The architecture of the transversal filter is very 
similar to that of FIR filter. The source pulse s(t) is taken as the input, 
then the output of each delay line is multiplied by some coefficient h(m r) 
using an analog multiplier, and finally the outputs of all the multipliers 
are added together to give the target pulse p(t). 

To design either a digital FIR or an analog transversal equalizer prop­
erly, it is important to select the delay time and the total number of taps. 
In a digital FIR filter, the samples are processed at the channel clock rate. 
In contrast, in an analog transversal filter, the delay lines are fixed and 
the delay time must be sl/2f max, where fmax is the channel bandwidth. 
For example, for a PR4 signal at 100 Mflux/s, the signal bandwidth is 50 
MHz, so any delay time less than 10 ns would be appropriate. 

Determining the total number of taps is somewhat more complicated 
than choosing the delay time. The number of taps determines the total 
length of the impulse response of the equalizer and, therefore, the detail in 
the frequency response of the filter. The acceptable rule of thumb is that the 
total length of the delay lines should not be less than the duration of the 
pulse to be equalized. In most PRML channels the function of equalization 
is distributed between a continuous time filter at the channel front-end and 
a digital FIR filter. The FIR filters typically have 6-10 programmable taps. 

The frequency response of the equalizer is obtained from Equation 
(12.3): 

N 

H(w) = .Lh(k)exp(-iwkr). (12.11) 
k=O 

For example, let the delay time r = 5 ns, N = 11 (12 taps), and the set of 
coefficients h(k) = {l 1 -1 -1 11 -1 -1 1 1 -1 -1}, then the amplitude 
(absolute value) of the frequency response of the equalizer is shown in 
Fig. 12.16. By choosing this set of coefficients we have realized a kind of 
"band-pass" filter at frequencies between 40 and 60 MHz. 

To provide reshaping, the FIR filter coefficients must be determined. 
from the desired frequency response. Analytically, the "reshaping" prob, 
lem can be solved if the digitized waveforms of the source isolated voltag 
pulse and the target isolated pulse are available. Let the input and outpv. 
pulses be defined by their values in the sequence of points t1,t2, ... ,tM, "" 

si,j = s(ti _ 7jJ,Pi = p(tj). The quality of equalization is measured with the mea. 
squared error (MSE) or distance between the equalized and target signals: 

E(h) = ~c~:si,jhj _ Pir, 
l ] 

where hj are the equalizer coefficients. 

12. 
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FIGURE 12.16. Example of the frequency response of an equalizer. 

The best equalization is achieved when the distance is at its minimum. 
This occurs when 

:~ = f [2si,1(7si,jhj - Pi)]= 0, l = 1, ... , M, (12.13) 

This results in a system of linear equations: 

(12.14) 

or in matrix forms: 

(12.15) 

where S = (si}, H = (hi), P = (pi). The solution to Equation (12.15) is 
given by the formula: 

(12.16) 

Therefore, if the input and output signal shapes are available, Equation 
(12.16) gives the set of equalizer coefficients that minimizes the MSE 
between the equalized and target pulses. 

For example, consider the following set of coefficients: 

h = {0.22,-0.84,0.12,0.46, -0.04,0.67, -0.36,0.26,0.62,0.22,-1.0,0.22} 
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These coefficients were calculated so as to reshape the response of an 
inductive head with PW 

50 
= 40 ns to the isolated pulse of the PR4 channel 

at 60 Mb/s. The frequency response of the resulting equalizer is shown 
in Figure 12.17. If the equalizer is followed by a 30-MHz-bandwidth low­
pass filter, the isolated pulse shown in Fig. 12.18 (left) will be transformed 
into the nearly ideal PR4 isolated pulse shown in Fig. 12.18 (right). 

1 

0.8 

0.6 

0.4 

0.2 

10 15 20 OD 5 
Freauencv. MHz 

FIGURE 12.17. Frequency response of a PR4 equalizer. 
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FIGURE 12.18. Isolated pulse before (left) and after reshaping (right). 
shaped pulse is shown together with the ideal PR4 pulse. 
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In practice, the analytical calculation of the equalizer coefficients is 
time-consuming and suboptimal. Analytically calculated tap coefficients 
{hi} do not necessarily provide ~he best error rate of the PRML channel. The 
disagreement between the theory and the practice is due to the following: 

1. The noise in the magnetic recording channel is correlated (e.g., 
medium noise), and an equalizer modifies the correlation proper­
ties of the noise. The "ideal" equalizer may create undesirable noise 
patterns and degrade the error rate of the ML detector. In this 
situation, certain "misequalization" improves the error rate perfor­
mance of the PRML channel. The "optimal" equalizer allows a 
certain trade-off between the desirable target pulse shape and the 
noise boost at the equalizer output. · 

2. Magnetic recording channel is nonlinear. A certain residual level 
of nonlinear distortions is typically present in the readback signal, 
even after write precompensation. Therefore, the equalizer optimal 
for low-density readback signals (e.g., isolated pulses) becomes 
suboptimal for high-density signals, which often contains more 
nonlinear distortions. A certain trade-off between ideal equaliza­
tion of isolated transitions and high-frequency patterns (dibit, tribit, 
and series of transitions) appears to improve the error rate of the 
PRML channels. 

In practice, the analytically calculated equalizer coefficients are used 
only as the initial approximation, they are adjusted by writing a typical 
data pattern on the disk (e.g., random pattern) and using an adaptive 
procedure to minimize some "quality" measure.8 The ultimate measure 
of channel quality is the bit error rate at the output of the ML detector, 
but a faster optimization algorithm can be based on minimizing the MSE 
between the received samples and their ideal values. 

For example, an optimization strategy is based on the gradient optimi­
zation algorithm. If the set of coefficients at the kth step of the optimization 
procedure is 

(12.17) 

the algorithm tweaks each tap coefficient hi to minimize the MSE value 
E(k). It changes hi, checks the new value of MSE, and determines ah 
update vector: 

(12.18) 
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for which MSE is decreasing. The updated set of tap coefficients is calcu­
lated as 

(12.19) 

The procedure is repeated until the MSE value is minimized, as schemati­
cally illustrated in Fig. 12.19. 

12.3 CLOCK AND GAIN RECOVERY 

The correct operation of any PRML system depends on taking samples 
of the readback signal in the exact "focus" positions of the eye diagram. 
As shown in Fig. 12.5, shifting the clock slightly from the correct position 
is enough to .distort sample values substantially. Therefore, the correct 
clock signal must be recovered from the data signal. 

The clock signal.in a data detection channel is generated by a voltage­
controlled oscillator. A clock recovery circuit, based on a phase-locked 
loop (PLL), adjusts the phase of the oscillator depending on the value of 
the phase error, as .shown in Fig. 12.20. Input signal (i.e., readback data 
signal) is supplied to the phase detector, which calculates the phase error 
function by comparing the input signal with the output of the voltage­
controlled oscillator. If the calculated phase error equals zero, the clock 
position is correct, and the oscillator frequency (and phase) stays exactly 
in the correct position. When the phase of the input signal and the phase 
of the oscillator diverge due to some reason, such as the instability of 
disk rotation, the phase error signal deviates from zero and the frequency 
of the oscillator' is shifted to cancel out the phase error. 

FIR Equalizer Quality Module 

---+ (MSE Calculation} 
h(1),h(2), ... , h(N) 

Taps Adjustment 
Algorithm 

' 

FIGURE 12.19. Block diagram of adaptive adjustment of equalizer taps. 
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FIGURE 12.20. Typical structure of phase-locked loop for clock recovery. 

The clock recovery system solves two main problems. First, prior to 
reading the pattern, it is necessary to 1lign the phase of the channel clock 
to the correct position of the samplilfg. This is referred to as the initial 
phase acquisition. The second problem is data tracking, i.e., following the 
relatively slow instabilities of the disk rotational speed. To avoid fast 
noisy phase shifts and to provide the stability of clock recovery, the phase 
error signal is passed through an integrator, which is a low-pass filter. 
Note that the meaning of data tracking here is different from that of 
tracking servo to be discussed in Chapter 15. 

For the initial phase acquisition, each data sector starts with a special 
synchronization pattern.5 ·7 For the PR4 system, the synchronization pat­
tern in NRZ form is given by {110011001100 ... }, i.e., it consists of transi­
tions evenly separated by two channel bit periods. The ideal PRML 
samples of this pattern are { + 1, + 1,-1,-1, + l,+ 1,-1,-1. .. }. The readback 
signal from the synchronization field resembles a sine wave, which is 
sampled close to its peaks, as shown in Fig. 12.21 (top). If the initial 
sampling phase is incorrect, as shown in Fig. 12.21 (bottom), the direction 
and the amount of phase shift required to reach the correct sampling 
point can be determined based on the first several samples. In fact, the 
sequence of two consecutive samples {s(l),s(2)} determines the tabulated 
phase update. For example, if {s(l) = + 1, s(2) = + 1}, the phase update 
equals 0. If {s(l) = 0, s(2) = 1.273 (peak of the signal)}, the phase update 
equals T/2. 

The correct clock phase is obtained typically within the first several 
bytes of the synchronization pattern, which is followed by a special ad­
dress marker. When the channel recognizes the address mark, it switche~ . 
itself into data tracking mode, i.e., it recognizes the end of the synchroniza- · 
tion pattern, as shown in Fig. 12.22. 

The data tracking mode requires slow updates of the channel clock 
to compensate the slow instabilities of disk rotation. Assume that s0(k) is 

I 
, I 

 
Page 52 of 95



390 CHAPTER 12 PRML Channels 

Correct Sampling Phase 

-1 

Incorrect Sampling Phase and Phase Updates 

+1 -

-1 

FIGURE 12.21. Synchronization pattern for PR4 channel. 
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FIGURE 12.22. Synchronization pattern, address mark, and data pattern signal. 

the ideal value of the signal at the kth sampling point, and instead, some 
value s(k,r) is obtained with a phase shift of r. The resulting error is e(k,r) 
= s(k,r) - s0(k), which depends on the value of phase shift. To minimize 
the error, we can use a simple gradient minimization algorithm. This can 
be achieved by finding the derivative of the squared error: 

de2(k, r) = d(s(k, r) - so(k))2 = 
2 

(k ~ ds(k, r) 
d d 

e ,r, d . 
T T T· 

(12.20) 

If the derivative given by Equation (12.20) is known, the next phase can 
be calculated from the previous phase as: 

ds(k, r) 
rk+1 = Tk - ae(k, r) ~, (12.21) 

where a is a positive convergence parameter. Equation (12.21) is reiterated 
and it will converge to the point of the minimum phase error. · · : 

Consider the signal and sampling points shown in Fig. 12.23, where 
four signal points {sl, s2, s3, s4} are sampled earlier than the correct clock 
positions, corresponding to ideal values { + 1, 0, -1, O}. The directions of 
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FIGURE 12.23. Calculation of phase updates for PR4 signal. 

the phase update signals will be determined from Equation (12.21). At the 
sample point sl, the value of the signal is less than the ideal one, so e(k,r) 
< 0. However, the derivative ds!dr at this point is positive, so the phase 
update signal is positive and the sample should be shifted to the right ac­
cording to Equation (12.21). Similarly, for sampie point s2, e(k,r) > 0, but 
ds!d r < 0, so the phase update signal is also positive. The same can be said 
about the other two sample points. Therefore, the algorithm given by Equa­
tion (12.21) correctly predicts the directions of the phase updates. 

To modify the current phase based on Equation (12.21), we need to 
know the current error value e(k,r) and the derivative of the signal s(k,r). 
The error value can be easily calculated using the threshold-detected data 
as the ideal value-even if we make some errors, the overall phase error 
should be correct due to averaging of the individual signals by the inte: 
grator. In contrast, it is more complicated to calculate the derivative of the 
signal. It is usually estimated using a sequence of samples. For example,Jf 
the sequence of samples for a PR4 system is {+1,0,-1}, then the derivatiV~ 
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in the centralpoint is certainly negative because it is on the negative slope 
of a dipulse. If the sequence of samples is {-1,-1, + 1}, then the derivative 
at the second sample point should be positive because it is on a positive 
slope, as shown in Fig. 12.21. A table of the expected derivatives can be 
constructed and used for clock recovery. 

Since all the decisions about the data, samples, and clock phase up­
dates are based on the assumption that the system amplification is correct, 
i.e., the "1" level is an a priori known value, a correct gain control must 
be provide in a PRML channel. The gain control signal is calculated from 
the squared error similar to that given by Equation (12.21). If a sample 
s(k) is received instead of the ideal value so(k), the error due to the system 
gain deviation is given by e(k,y) = ys(k) - s0(k), where y is the system 
gain. The derivative of the squared error is 

de
2f; y) = d( ys(k) d~ so(k))2 = 2e(k, y)s(k). (12.22) 

Therefore, the system gain should be updated according to: 

Yk+1 = 'Yk - f3e (k, y)s(k), (12.23) 

where /3 is another positive convergence parameter. The algorithm in­
creases the system gain if the absolute value of a sample is smaller than 
that of the corresponding ideal value, and reduces the system gain if the 
opposite is true. 

12.4. MAXIMUM LIKELIHOOD DETECTION 

12.4.1 PRML state diagram and trellis ' 

The maximum likelihood detection can be best understood based on the 
concept of state diagram, which describes all the possible states of the 
magnetic recording system and the transitions between these states.2,3 

The state diagram consists of two distinct parts: states and transitions. A 
state represents a unique physical situation at a given time, which may 
be specified by the current medium magnetization, and possibly its his­
tory, i.e., the medium magnetization one or several bit periods earlier. A 
convenient representation of the medium magnetization is provided by the 
NRZ data. A transition is the "event" relating the current state and the next · ·,, 
state. There are only two types of transitions in magnetic recording: either 
the medium magnetization is changed between the current and the next bit 
periods or it is not. Note that the transition here is more broadly defined 
than a "magnetic transition" first introduced in Chapter 2. 
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State diagram is usually represented as a graph consisting of nodes 
(states) and oriented links between these nodes. The links represent transi­
tions from one node to another. For example, a simple state diagram 
describing a memoryless magnetic recording system, such as PR1 and 
peak detection channel, is shown in Fig. 12.24. The meaning of the state 
diagram is very simple. The system may have two states, determined by 
current magnetization-either "O" or "1". If the current magnetization is 
"1" and the next magnetization is "1", the system stays in state "1" (right­
hand loop). Similarly, if the current magnetization is "O" and the next 
magnetization is "O", the system stays in state "O" (left-hand loop). If the 
current magnetization is "O" and the next magnetization is "1", the system 
changes its state from "O" to "1" (upper arrow). If the current magnetiza­
tion is "1" and the next magnetization is "O", the system goes to state 
"O" (lower arrow). 

The NRZ state diagram for a PR4 channel is shown in Fig. 12.25a. 
The difference between the peak detection and the PR4 is that in the latter 
the state diagram has memory or is dependent on history. A state in the 
peak detection channel is completely described by the current magnetiza­
tion, but a state in the PR4 channel is completely described by the current 
magnetization as well as the previous magnetization. This is because the 
isolated pulse in PR4 extends over two bit-periods and the presence of 
the previous transition affects the current channel sample value. The state 
diagram shown in Fig. 12.25a has four states: medium magnetization may 
be either "O" or "1" at the current or previous bit period. For example, 
if the current state is "10", it means that the current magnetization is "O" 
and the previous magnetization was "1". If the next magnetization is "1", 
the next state becomes "01". 

The important feature of this state diagram is that we have only two 
possible paths leading to each state. This is because the medium magnetization 
can either stay in the same direction or change its sign. For example, we 
can arrive at state "10" only if the previous medium magnetization is "l" 
and current magnetization is "O". Since there are only two possible stat 

1 

0 

0 

FIGURE 12.24. State diagram of a memoryless channel. 
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FIGURE 12.25. (a) NRZ state diagram of PR4 system. (b) PR4 state diagram with 
sample values. 

with current magnetization being "1" -they are "11" or "01", only two 
paths leads to state "10". 

An equivalent representation of the PR4 state diagram is shown in 
Fig. 12.25b, where PR4 sample values instead of current NRZ data are 
indicated along the transition paths. Each change of magnetization can 
generate only one sample value in the PR4 channel if we agree on the 
signs of magnetization. For example, change from "0" to "1" corresponds 
to a positive pulse, and change from "1" to "O" corresponds to a negative 
pulse. One has to be very careful in order not to confuse the states and 
the samples. First, if the magnetization between the previous state and the 
next state does not change for two consecutive bit periods, no magnetic 
transitions are generated and the samples should be equal to zero as 
shown by the lower and upper loops in Fig. 12.25b. If state "00" goes to . ,· 
state "01", the magnetization is changed from"0" to "1" and corresponds 
to a positive transition. This transition has samples {1,1}, so the current 
sample equals 1. If no magnetic transition is written next, the magnetiza-
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tion will change from the state "01" to state "11". This corresponds to an 
isolated transition and we expect to read the second sample value {1} 
from the isolated pulse. 

To find the sample values in a state diagram of any PRML channel, 
we can use the corresponding PR polynomial H(D). For example, the PR4 
polynomial is 1 - D2

, so the channel sample is determined by the differ­
ence of 2 NRZ bits: sk = ak - ak-z· If the PR4 state changes from "11" to 
"10", ak = 0, ak-z = l, thus sk = ak - ak-z = -1. A universal state diagram 
can be constructed as shown in Fig. 12.26, where the number of NRZ bits 
to uniquely define a state is n, which is the order of polynomial H(D). 
Therefore, PR4 and E2PR4 channels require 2 and 4 NRZ bits, respectively. 
The state diagram with sample values is more useful because it visualizes 
how the ideal sample values in a PRML channel change with the magneti­
zation pattern. 

The equivalent representation of state diagram is the trellis, which is 
obtained by tracing the time sequence of state changes. Take the PR4 
channel as an example, we first write down the four states at the current 
and at the next time instant. Then we trace the possible links between 
these states, as shown in Fig. 12.27. Typically we indicate the correspond­
ing ideal sample value at each link. The concept of trellis is very important. 

State at k State at k+1 

NAZ bit at k+ 1 

Sample value at k+ 1 

H(D)ak+1 

FIGURE 12.26. Universal state diagram with paths indicated by the current NRZ 
bits (top) or the current sample values (bottom). 
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k k+1 

FIGURE 12.27. Trellis for PR4 system. 

When the ML detector makes its decisions, it actually "extends" the trellis 
frame shown in Fig. 12.27 for several consecutive time instants k, k + 1, 
le + 2, etc., and estimates the likelihood of possible trajectories in the 
trellis structure. 

Now consider the trellises for EPR4 and E2PR4 channels, which are 
more complicated than that of PR4. In the EPR4 system we have to trace 
the history of three consecutive changes of magnetization which gives us 
23 = 8 possible states: "111", "110", "101", "100", "011", "010", "001'' and 
"000", as shown in Figure .12.28. To find the samples corresponding to 
the transitions between EPR4 states, we use EPR4 polynomial (Equation 
12.6). For example, when state "110" changes to state "101", the sample 
value is sk = ak + ak- I - ak-z - ak_3 = 1 + 0 - 1 - 1 = -1. Since we 
typically normalize all the samples with the maximum value, which is 2 
for EPR4, so the normalized sample value is - 1/2.. . :, 

The trellis for the E2PR4 system has 24 = 16 states. However, if d = 
1 encoding is used, the number of states in E2PR4 will be reduced. In 
fact, the d = 1 constraint will eliminate all the states which have adjacent 
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FIGURE 12.28. Trellis for EPR4 system. 
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magnetic transitions. In other words, the states with NRZ data "1101", 
"1011", "1010", "0101", "0100", and "0010" will be eliminated. The re­
sulting trellis is shown in Fig. 12.29, which is greatly simplified from the 
unconstrained case. 

12.4.2 Maximum likelihood or Viterbi detection algorithm 

When several transitions in a PR4 state machine are traced from state to 
state, the PR4 trellis is extended by adding the same diagram at each 
subsequent time instant. Consider the trellis extension shown in Fig. 12.30. 
Assume that at time instant k the exact state of the system is known to 
be "01". When the next channel sample comes from the ADC output, the 
system goes to another state. If the ideal channel sample equals 1, the 
system will go from state "01" at time k to state "11" at time k + 1. If the 
channel sample equals 0, the system will go from state "01" at time k to 
state "1 0" at time k + 1. However, the incoming channel sample is distorted 
by noise, so both trajectories are possible between time instants k and k 
+ 1. Therefore, no decisions are taken at this point, and two states ("11" 
and "10") are considered as possible candidates for the system at time k 
+ 1.2,3 

Each of the possible states is assigned a certain number, or a "path 
. metric," which corresponds to the squared difference between the channel 

, sample s(k + 1) and the ideal channel sample s0(k + 1). For example, the 
path metrics for states "11" and "10" at time k + 1 are 

Mk+1C"ll") = [s(k + 1) - 1]2, 

Mk+1("10") = [s(k + 1) - 0)2. 

The next channel sample s(k + 2) causes the system to go to a different 
state at time k + 2. As seen from Fig. 12.30, there are four alternatives at 
this time: state "11" may change into states "11" and "10", while state 
"10" may change into states "00" and "01". Therefore, all four states are 
to be considered at time k + 2. Each trajectory leading to a particular 
state will have an accumulated path metric. For example, the metric for 
state "10" at time k + 2 is obtained by adding the squared difference 
between the channel sample s(k + 2) and the ideal sample ( -1) to the 
metric Mk+iC"ll"): 

Mk+2("10") = Mk+1 ("11") + (s(k + 2) + 1)2. 

When the next sample s(k + 3) is received, the system is going from 
time instant le + 2 to k + 3. As seen from Fig. 12.30, there are eight possible 

. ·.~ .. 
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FIGURE 12.29. E2PR4 trellis with d = 1 constraint. 
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G 
k k+1 k+2 k+3 

0 0 
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e e 

FIGURE 12.30. Candidate trajectories in PR4 trellis. 

trajectories at this step, since there are four possible state at time k + 2. 
However, at time k + 3 two competing trajectories are converging to a 
state. Distance metrics (or path metrics) have been assigned the two 
competing trajectories, one of which should be discarded by comparing 
the path metrics. For example, two trajectories converging to state "11" 
at time k + 3 will have the following metrics: 

M(l)k+i"l1") = Mk+z("ll") + (s(k + 3) - 0)2, 

M(2)k+3 ("11") = Mk+z("0l") + (s(k + 3) - 1)2. 

If M(l)k+i"ll") < M(2)k+i"ll"), then the trajectory "0l"-"11", shown 
in Fig. 12.30 with a dashed line, will be discarded. In this case, the accumu­
lated path metric at time k + 3 for state "11" will be equal to 
Mk+i"ll") = Mk+z("11") + (s(k + 3) - 0)2. Note that after four of the 
eight competing trajectories are discarded, only four possible paths are 
continued through the trellis. 

The Viterbi algorithm is based on the fact that only one surviving 
trajectory will remain after several consecutive steps through the trellis. 
The process of discarding erroneous paths from the trellis is illustrated 
in Fig. 12.31. AB the next sample comes to the PRML channel, the trellis 
is extended to time instant k + 4. Similarly to Fig. 12.30, there are eight 
possible trajectories at this time and four of them will be discarded by 
comparing their path metrics. However, note that all the dashed trajecto­
ries coming from states "11" and "10" at time k + 3 are discarded at time 
k + 4. Therefore, all the trajectories leading to these states up to time k 
+ 3 should also be discarded. This leaves us with only two surviving 
trajectories up to step k + 3: {"01", "11", "10", "01"} and {"01", "10", 
"00", "00"}. 

The continuation of this process to time instant k + 5 is illustrated in 
Fig. 12.32. Now all the trajectories coming from state "00" at time k + 4 
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FIGURE 12.31. Extension of trellis shown in Fig. 12.30 to time instant k + 4. 

are to be discarded. Tracing all the paths in the trellis coming to state 
"00", then the trajectory {"01", "10", "00", "00"} starting at time k is 
eliminated. This leaves only one surviving trajectory {"01", "11", "10", 
"01"} up to time k + 3, which constitutes the solutions of the Viterbi 
algorithm. Now we have to start from time instant k + 3, and repeat the 
process to find the next only surviving trajectory. 

0 

G) 
k 

The Viterbi algorithm can be summarized as follows: 

l. Starting from the known state, calculate the path matric for each 
possible trajectory in the trellis leading to the current state. 

2. If two trajectories converge to the same state, select the one with 
a smaller path metric and discard the other. Trace the trellis and 
eliminate all the discarded trajectories. 

3. Continue this process until only one surviving trajectory is left at 
some number of steps N behind the current step le. The trajectory 
constitutes the output of the ML detector up to step k - N. 

0 0 
0 

"' e "' 
"' ~ 

/ 

G) 
k+1 k+2 k+3 

FIGURE 12.32. Extension of trellis (Fig. 12.31) to time instant k + 5. 
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It is important to understand that the ML detector can provide deci­
sions only after some delay, i.e., after one surviving path is found. There­
fore, a special "path memory" is required to trace the history of the 
trajectories in the trellis. In general, it is impossible to predict how fast 
the competing paths will converge, but the probability of disagreement 
decreases exponentially with the number of steps. 

Note that for any PRML scheme, once a trajectory is split into compet­
ing paths, zero samples will not update the ML decisions. A sequence of 
zero samples will effectively continue the "paralleY' paths through the 
trellis. Therefore, a long sequence of zero samples, or equivalently a long 
string of zeroes in the NRZI data pattern, will increase the delay of the 
Viterbi algorithm. To eliminate long strings of zeroes, RLL encoding with 
(0,4/4) or (1,7) codes are used. 

Another problem in the ML detector is the occurrence of a catastrophic 
or quasi-catastrophic sequence, which creates parallel paths through the 
trellis, i.e., the trajectories that will never converge to the same state. These 
sequences exist for a periodic pattern and in general have a very low 
probability of occurrence. To get rid of these sequences, special scramblers 
(randornizers) are used. 

The number of steps that should be kept in the ML memory depends 
on the number of states n in the trellis. Theoretically, a memory of about 
one hundred steps may be necessary. In practice; however, a trajectory 
with the minimum metrics after a reasonable number of steps is considered 
to be the winning trajectory. Therefore, keeping about S(n + 1) steps in 
the ML memory is generally enough for most practical applications. 

12.4.3 Interleave and sliding threshold in PR4 channel 

The PR4 polynomial is H(D) = 1 - D2
. The current sample s(lc) is obtained 

from NRZ data {ak} as s(k) = (1 - D2)ak = ak - ak-Z· It means that the 
current sample depends only on the current NRZ bit and the NRZ bit 
two channel periods earlier, but not on the previous NRZ bit. Since the 
rule holds for any time instant, we can split the sequence of samples in PR4 
channel into even and odd sequences and process them independently. For 
each of the even or odd sequences, we obtain a greatly simplified trellis 
as shown in Fig. 12.33, which is often called the interleaved PR4 trellis. 

The interleaving property of the PR4 greatly simplifies the design cf. 
PR4 systems: even.and odd samples are processed simultaneously in two · 
simple ML detectors, each running at half of the original channel data 
rate, and are later combined into a single NRZ data stream, as shown in 
Fig. 12.34. 
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FIGURE 12.33. Interleaved PR4 trellis, equivalent to 1 - D channel. 
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FIGURE 12.34. Interleaving ML detection for PR4 channel. 

An interesting feature of PR4 interleaving is that the ML detector for 
the interleaved PR4 trellis shown in Fig. 12.33 can be realized with a 
simple threshold-detector-type scheme. To see how the ML detection can 
be obtained, we need to calculate the error metrics for the interleaved·. 
PR4 trellis. The metric is calculated by squaring the difference between 
the channel sample s(k) and the ideal sample which may cause the corres­
ponding transition from one state to another. The table of possible transi­
tions and the corresponding metrics of the ML detection follows, 

From State To State Ideal Sample Squared Error 

1 1 0 [s(k) - 0]2 = s2(k) 
1 0 -1 [s(k) - (-1)]2 = s2(k) + 2s(k) + 
0 0 0 [s(k) - OJ2 = s2(k) 
0 1 1 [s(k) - 1]2 = s2(k) - 2s(k) + 1 
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We can now perform a simple transformation. Subtract s2(k) from the 
error metric of every possible path and divide the resulting error by 2, 
we obtain the following table: 

From State To State Ideal Sample [Squared Error - s2(k)]/2 

1 1 0 0 
1 0 -1 s(k) + 1/2 
0 0 0 0 
0 1 1 -s(k) + 1/2 

The squared error is now reduced to the sum or difference of the 
sample s(k) and the threshold (1/2). This is very important for the hardware 
implementation of the Viterbi algorithm. The actual calculation of the 
metrics and their updates is demonstrated in Fig. 12.35. Assume that at 
instant k, state "l" has an accumulated metric Ml(k) and state "O" MO(k). 
When the next sample s(k+ 1) comes, the metric is updated as follows: 

MO(k + 1) = min{MO(k), Ml(k) + s(k+l) + l/2L 

Ml(k + 1) = min{Ml(kt MO(k) - s(k+l) + 1/2}. 
(12.24) 

There are only three possible extensions from the current step k to 
the next step k + l in the trellis, as shown in Fig. 12.36. The first extension 
takes place when the current state is "O". In this case, both the trajectories 
leading from "O" to "O" and from "O" to "1" should win over the competing 

M1 (k+1) 

-s(k+ 1 )+ 1 /2 

0 

MO(k) MO(k+1) 

FIGURE 12.35. Metric updates for interleaved PR4 trellis. 
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Current State O Current State 1 

0 

Current State not known 
(parallel extension) 

FIGURE 12.36. Three possible trellis extensions in interleaved PR4 trellis. 

trajectories from state "1". Writing Equation (12.24) for this case, we obtain 
that 

MO(k) - s(k+l) + 1/2 < Ml(k), 

MO(lc) <Ml(k) + s(k+l) + 1/2. 

The inequalities (12.25) are equivalent to the following: 

MO(k) - Ml(k) <s(k+l)-1/2. 

This means that it is enough to only look at the "difference metric": 

D(k) = MO(k) -Ml(k), 

to determine whether state "O" was detected. If we now calculate th' 
"updates" of the metrics MO(k + 1) and Ml(k + 1) using Equation (12.2 
the resulting "difference metric" at step le + 1 equals: D(k + 1) ~ s(k 
- 112. 

Similarly, we may consider the cases of the extension from state 
and of parallel extension. In summary, we obtain the following se 

. simple rules for calculating the metrics and updates: 
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Current State= 0: s(k+l) > D(k) + 1/2; D(k + 1) = s(k+l) - 1/2. 

(12.27) 

Current State = 1: s(k+ 1) < D(k) - 1 / 2; D(k + 1) = s(lc+ 1) + 1 /2. 

(12.28) 

Current State Unknown: D(k) - 1/2 < s(k+l) < D(k)+ 1/2; (12.29) 

D(k + 1) = D(k). 

For example, Equation (12.27) means that if the channel sample s(lc+ 1) 
exceeds the current difference metric D(k) by 1/2, state "O" is detected 
and the new difference metric is given by s(k+l) - 1/2. 

Equations (12.27)-(12.29) allow us to realize the PR4ML channel with 
an extremely simple scheme called the sliding threshold, as shown in Fig. 
12.37. Assume that D(l) = 0 at the first step. If the incoming sample s(2) 

I 

1(!»0, 
I I 

I 
I 

0 

FIGURE 12.37. Realization of PR4ML detector with sliding threshold (top), and 
the corresponding trellis (bottom). The shaded states are the ML detector output. 
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> 112, e.g., s(2) = 0.75, state "0" is detected and the difference metric D(2) 
is set to 0.25, i.e., the metric plays the role of an adjustable threshold. If 
the next sample is within the window from -0.25 to 0.75, the state cannot 
be determined, the difference metric is kept unchanged and the decision 
of the detector is postponed. However, once the incoming sample goes 
below the window, state "l" is detected and the parallel trajectory associ~ 
ated with state "O" in the trellis is discarded. In essence, the difference 
metric D is the center of a sliding detecj:ion window from D - 0.5 to D 
+ 0.5. The window follows the samples, and the decisions of the ML 
detector are made after comparing the sample with the detection window. 

Unfortunately, this simple realization of the ML detector can be used 
only for the interleaved PR4 system. Other types of PRML detectors 
cannot be simplified to such an extent, and usually require real-time metric 
calculation for each state (8 states for EPR4 and up to 16 states in E2PR4). 

12.4.4 Error events in maximum likelihood detection 

An error occurs in the ML detector when the accumulated path metric 
for the wrong path through the trellis is smaller than the path metric of 
the correct path. While there are many possible trajectories that may 
diverge and converge in the trellis, only some of them are the dominant 
sources of errors. 

When a sequence of channel samples sic = {s1,s2, ... ,sN} is coming to 
the ML detector, each of these samples equals the sum of the "ideal" 
noise-free sample s2 and noise nk: sk = s2 + nk. Assume that two trajecto­
ries in the trellis diverge at k = 1 and converge back at k = N. The correct 
trajectory has noise-free samples s2, while the erroneous trajectory has 
different sample values st When the correct and the erroneous trajectories 
converge at time k = N, the accumulated path metrics for these two 
trajectories are: 

N N 

M (Correct) = ~ (sk - s2)2 = S n/ 
k=l k=l 
N N 

M (Wrong) = S (sk - sf)2 = S (s2 .+ nk - sp2 

k=l . k=l 
N N N 

= S (s2 - s~)2 + 2 S«s2 - sDnk + Sn/ 
k=l k=l k=l 
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The ML detector will make an error if M(Correct) - M(Wrong) > 0, i.e., . 

N N 

M (Correct) - M (Wrong)= - ~ (si - sf)2 - 2~ (sf - s1)nk > 0. (12.30) 
k=l k=l 

Only the second term in Equation (12.30) may become positive. Therefore, 
the smaller the amplitude of the first sum, the greater the probability of 
error of the ML detector. The first sum is called the squared distance between 
the two trajectories in the trellis. 

For any type of PRML channels, certain trajectories in the trellis have 
a minimum squared distance between one another: 

N 

d~ = ~ (sf - sk)2. (12.31) 
k=l 

For example, the PR4 system trellis shown in Fig. 12.30 has a minimum 
squared distance of 2. Other sequences have squared distances equal to 
4, 6, etc. A wrong trajectory or its corresponding samples sequence is 
usually called an "error event." The squared distance between the error 
event and the correct sequence of samples is called the squared distance of 
the error event. 

Finding all the possible error events is a complicated task, which is 
difficult to achieve in general. However, knowing the typical and dominant 
error events is necessary to analyze the errnr performance of PRML chan­
nek The following table describes the sequences of samples correspond­
ing to all the possible transitions from a state at step k to a state at step 
k + 3 in the PR4 trellis: 

To: "11" "01" "00" "10" 
From: 

"11" 000 0 -1 0 0 -1 -1 0 0 -1 
-101 -1 -1 1 -1 -1 0 -1 0 0 

"01" 100 1 -1 -1 1 -1 -1 1 0 -1 
0 0 1 0 -1 0 0 -1 0 00 0 

"00" 1 1 0 1 0 0 1 0 -1 11 -1 
011 0 0 1 0 0 0 0 1 0 

"10" 010 0 0 0 0 0 -1 01 -1 
-111 -1 0 1 -1 0 0 -11 0 

This table is very interesting. It demonstrates that there are only two 
possible three-element sequences between each two states. Note that all 
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these sequences differ by the same sequence {-1,0,1}. These are exactly 
the samples of a dipulse in the PR4 system. This means that a typical short 
error event in the PR4 system looks like an extra or missing dipulse and 
no other short error events are possible. Therefore, the ML detector in the 
PR4 channel is sensitive to a specific noise burst resembling a dipulse 
response as shown in Fig. 12.38. In comparison, a single extra pulse or 
two unipolar noise bursts will not confuse the ML algorithm to the same 
degree. In other words, a dipulselike noise burst is more likely to cause 
an error event in the Viterbi detector. 

The theory of Viterbi detection proves that longer error events have 
smaller probability to occur in the trellis. The probability of the error 
event typically falls off almost exponentially with the length of the error 
event. This means that the shortest error events create the main contribu­
tion to the total error rate of the system. The dominant error events in 
PRML channels are thus found to be as follows: 

1. For the PR4 system with 8/9 rate code, the most probable error 
events are {1, 0, -1}, {1, 0, 0, 0, -1}, {l, 0, 0, 0, 0, 0, -1}, etc. Of 
course, both polarities of dipulses are possible, e.g., { -1, 0, 1}. 
These error events have a squared distance of 2, which is the 

I 

' 

n(k) 

~ 

I 

I 

n(k+1) 

noise 1 

I 
I 

I 

' 
noise 2 

I 

n(k+2) 

FIGURE 12.38. Illustration of dangerous (noise 1) and "harmless" (noise 2) noise 
samples in PR4ML detection. 
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minimum squared distance. Other error events have a squared 
distance of 4 or higher, and their contribution to the error rate of 
the system is negligible. 

2. For the EPR4 system with 8/9 rate code, the most probable error 
events are {1/2, 1/2, -1/2, -1/2}, {1/2, 1/2, 0, 0, -1/2, -1/2}, {l/2, 0, 
-1/2, 0, -1/2, 0, 1/2}, etc. The minimum squared distance is 1. 
Other error events may have a squared distance of 1.5, such as 
{1/2, 0, -1, 0, 1/2} and {1/2, 1/2, -1/2, 0, 1/2, -1/2, -1/2}. 

3. For the E2PR4 system with 8/9 rate code, the most probable error 
event is {1/3, 1/3, -1/3, 0, 1/3, -1/3, -1/3} with a minimum squared 
distance of 6/9 = 0.67. 

4. For the E2PR4 system with (1,7) code, the only minimum distance 
error sequence is {1/3, 2/3, 0, -2/3, -1/3}, so the minimum squared 
distance is 10/9 = 1.11. The next probable error event has a squared 
distance of 12/9 = 1.33 and is given by {1/3, 2/3, 0, -1/3, 1/3, 0, 
-2/3, -1/3} 

The knowledge of minimum distance error events can be used to estimate 
the error rate of the ML detector. In the case that there is only additive 
white Gaussian noise (AWGN) in the channel, the error rate can be readily 
determined analytically. The error events may be caused by the noises in 
the samples so that the received samples are s(k) = s0(k) + n(k) where 
s0(lc) are the ideal samples. Using the vector representation, we may plot 
the correct and wrong sequences of samples in an N-dimensional space, 
where N is the length of the error event, as shown in Fig. 12.39. In any 
real channels, we receive samples plus noise instead of ideal samples. 
The Gaussian noise in the N-dimensional space has an isotropic distribu­
tion and is described by a noise "sphere" in which all directions are 
equivalent. Therefore, any received sequence of samples is lying some­
where inside the sphere. A correct sequence will be recognized by the 
ML detector if the received vector is closer to the correct sequence than 
to the wrong sequence. According to Equation (12.30), if the distance 
between the correct and wrong sequences is d, the probability of an error 
event is simply the probability of the following event: 

N 

- ~ (s~ - s{)nk > d2 /2. 
k=l 

In the case that the sample noises are AWGN, the probability of an error, 
event in the ML detector is Q(d2!2a-), where the Q-function is defined in 
Chapter 11 [see Equations (11.2)-(11.5)], and a- is the standard deviation 
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FIGURE 12.39. Vector representation of correct/wrong sequences and noise. The 
ML detector makes no error if jCRj < jERj. 

of the noise term -If=1 (s2 - spnk. Note that the Q-function is a very 
steep function when the argument is > 10. 

At reasonably low error rates, the main contribution to the error 
rate is from the minimum distance error events because other error 
events have much larger distances from the correct vector and the 
contributions from such error events are typically several orders of 
magnitude smaller. Therefore, the error rate of the ML detector is 
determined by Q(d2min/2a-), where drnin is the minimum distance in the' 
channel trellis. 

Now let us compare the error rate of the ML detector with that of.a 
simple threshold detector. The distance between the PRML ideal sample~ 
is A, which is 1 for the PR4 system, 0.5 for the EPR4 system, and 1/3 for 
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the E2PR4 system, respectively. The threshold detector can distinguish 
between any two ideal samples if the sample noise is less than N2. 
Therefore, the error rate of the threshold detector is given by Q(N2£TJ, 
where £Ts is therms noise of each sample, which is different from al Note 
that, for the minimum distance error events, 

so the ML detector error rate is 

The last expression means that if one of the sample values in the received 
vector exceeds half of the minimum distance, an error event will occur, 
which is consistent with Fig. 12.39. 

For the PR4 system, drrun = V2, A = l, so the ML detector error rate 
is Q(0.7/0"s), while that of the threshold det~ctor is Q(0.S/0s). Simply put, 
the PR4ML detector has an SNR gain of 3 dB over the simple threshold 
detector. For the EPR4 system, drrun = 1, A = 1/2, so the ML detector error 
rate is Q(0.5/0"s), while that of the threshold detector is Q(0.251£T). An SNR 
gain of 6 dB over the simple threshold detector is realized. For the E2PR4 
system with (1,7) encoding, dmin = 10/9, A = 113, so the ML detector 
error rate is Q(0.556/0"s), while that of the simple threshold detector is 
Q(0.167/0"s). The SNR gain in the last case is 10.5 dB. 

The above results do not tell us the relative merit of the three PRML 
detectors, which is ultimately established by error margin analysis (see 
Section 12.5). Note that the value of £Ts in each case is normalized by the 
maximum sample amplitude just like the sample values. Consequently, 
for a given readback signal and noise, the O"s value will be dependent 
on what PRML channel is implemented. The above results are obtained 
without taking noise correlation, nonlinearities, media defects, and inter­
ference signals into account. If the noise statistics is not known, the proba­
bility of errors must be estimated based on comparing the path metrics 
for the correct and the erroneous trajectories. 

The ML detector makes an error when a wrong path through the 
trellis is chosen instead of a correct o~e. The received sequence of samples 
at the input of the ML detector is noisy and can be represented by s(k)· ., 
= s0(k) + n(k), where s0(k) are ideal PRML sample values, and n(k) are 
the noise samples. If an error is made during the detection process, a 
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11wrong" sequence of samples b(k) is detected. Note that an arbitrary 
11wrong" sequence b(k) can always be represented as b(k) = s0(k) + m(k)A, 
where m(k) is the number of levels between so(k) and b(k) and A is the 
minimum step between ideal PRML sample values. For example, A = 1 
for the PR4ML system. Assume that an error event has a finite length of 
N samples, then an error occurs in the ML detector if 

N N 
~ [s(k) - s0(k)J2 > ~ [s(k) - b(k)]2. (12.32) 
k=l k=l 

Substituting s(k) = s0(k) + n(k) and b(k) = s0(k) + m(k)A into Equation 
(12.32), we obtain that 

N N 
~ [n(k)]2 > ~ [n(k) - m(k)AJ2, (12.33) 
k=l k=l 

Opening the brackets in Equation (12.33), we obtain the following condi­
tion for the occurrence of an error event in the ML detector: 

, 1 N A 
N ~ m(k)n(k) > 2. 

~[m(7c)]2 k=l 

(12.34) 

k=l 

This means that an error occurs if a linear combination of noise samples, 
given by the left side of Equation (12.34), exceeds a threshold equal to 
A/2. The coefficients m(k) describe how the 11correct sequence" samples 
are different from the "wrong" sequence samples, i.e., they are the sample 
values of the error events. Therefore, the ML detector works like a 
linear noise filter. Remember that a typical error event for the PR4 channel 
with (0,4/4) code is the error sequence m(k) = {-1,0,1}, corresponding 
to detecting a false dipulse instead of zero signal or missing a real 
dipulse. It follows from Equation (12.34) that such an error occurs when 
ln(k) - n(k - 2)1 > 1. 

The noise correlation greatly affects the error rate of the PRML chan­
nel, and the correlated noise in multidimensional space is no longer spheri­
cal. An intuitive model of the correlated noise is shown in Fig. 12.40. The 
"negatively" correlated noise, corresponding to the type 1 rioise in Fig. 
12.38 distorts the spherical distribution into the direction of the erroneous 
sequence, while the "positively" correlated noise bends the noise distribu­
tion along the correct sequence of data. Obviously, the negative noise 
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FIGURE 12.40. Influence of correlated noise on error rate of the ML detector. 

415 

correlation is not good for achieving a lower error rate and thus should 
be avoided. · 

12.5 PRML ERROR MARGIN ANALYSIS 

Like any magnetic recording systems, PRML channels should provide 
extremely low BER (10-9 or better). When the system is optimized, the 
channel BER is low and direct error rate measurements from the output 
of the PRML channel are time consuming. For example, if the error rate 
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is on the order of 10-s and at least 100 errors are to be processed to obtain 
a reliable statistical estimate of the channel error rate, this means that at 
least 1010 bits are to be read from the channel and analyzed. Assume that 
the channel data rate is 100 Mbit/s, then the error rate measurement will 
take at least 1.5 minutes just to acquire the data. 

A standard way of analyzing the error rate performance of the channel 
is stressing the system and checking how many errors appear at the 
system output. There are several ways to stress the PRML channel.10- 12 

One approach is to add noise from a noise generator to the system input 
and measure the errors at the system output for different noise levels. 
The ML detector will make .a large number of errors at high noise levels 
and the number of errors will gradually decrease when the amplitude of 
the external noise becomes smaller. Another way is to move the head 
away from the on-track position in order to increase the noise level in 
the readback signal. In this "off-track'; test the dependence of the number 
of errors on the off-track position can be obtained. 

While both of the described approaches are widely used, they do not 
fully reflect the system in normal conditions. Externally injected noise 
has different correlation and spectral energy distribution from head and 
medium noises. Off-track stressing is often used to characterize off-track 
system performance (Chapter 14), but it does not reflect the normal system 
in the on-track position. The degradation of PRML system performance 
is often due to NLTS, PE, and transition noises, which are different from 
the off-track noise and are not fully reflected in the off-track test. 

A flexible way for stressing the PRML system is provided by the 
sequenced amplitude margin (SAM) method, 11 which is somewhat similar 
to the time margin analysis for the peak detection channel. The SAM 
algorithm is based on determining how close the ML detector is to making 
an error when it selects surviving trajectories in the trellis. 

Consider a portion of the trellis for the PR4 system as shown in Fig. 
12.41, where we assume that the correct data pattern is known a priori. 
There are two cases in which we can make this assumption. One is when 
there is an actual Viterbi detector in the system and the error rate is low 
so that the outputs of the Viterbi detector can be trusted. Another case~ 
more related to a test equipment environment. In this case, the known 
pattern of data is written on a disk, and proper synchronization betwei?n 
written and read data is provided. _ . .L 

The correct path through the trellis is shown in Fig. 12.41 as the thicl 
line, i.e., a transition from state "01" to state "11" has occurred, with~'.' 
ideal sample value of s0(k+ 1) = 1. In a real system, some noisy samp}~i 
value s(k+ 1) = s0(k+ 1) + n(k+ 1) is received. At step k+ 1 we already Mf:/ 
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k k+1 

___ o ___ 0 

FIGURE 12.41. Part of the PR4 system trellis. The correct trajectory is shown as 
the thick line. 

two accumulated path metrics: M("ll") and M("0l"). The Viterbi detector 
makes a correct decision at step k + 1 if 

M("0l") + [s(k+1) - 1)2 < M("ll")+[s(k+l) - 0]2, 

or 

B(k+ 1) = M("0l") - M("ll") + [n(k+ 1))2 - [s(k+ 1) - 0)2 < 0. (12.35) 

More generally, the left side of Equation (12.35) can be rewritten as 

B(k+ 1) = M("S1") .- M("S2") + [s(k+ 1) - m1]2 - [s(k+ 1) - m2J2, (12.36) 

where 51 and S2 are the two previous states leading to the correct state, 
ml and m2 are the corresponding ideal sample values, and s(k+ 1) is the 
sample value. 

The sample s(k+ 1) equals ml + n(k+ 1). The difference between ml 
and m2 is constant, at least for the standard realization of Viterbi detectors. 
For examples, 1ml - m21 = 1 for PR4, jml - m2I = 112 for EPR4, and 1ml 
- m21 = 1/3 for E2PR4 system. Therefore, 

B(k+ 1) = M("S1") - M("S2") - (ml - m2)2 - 2(m1 - m2)n(k+ 1), (12.37) 

An error will occur if B(k+ 1) > 0. 
If we know path metrics for the two previous states leading to the 

correct state, we may easily calculate the left side of Equation (12.37). 
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Even if B(k+ 1) is always less than zero, it has a distribution of values as 
shown in Fig. 12.42. Since the distribution (histogram) of B(k+ 1) is known, 
we may integrate it from a variable threshold C to +oo: 

Q(C) = I:P(B)dB, (12.38) 

where Pis the probability density function (PDF) of B. If it is Gaussian with 
a mean value of zero, then the function is the same as the Q-function defined 
previously. The value of Q(O) corresponds to the error rate at the nominal 
threshold since an error occurs if B(k+ 1) > 0. Similarly, Q(C) represents 
the expected error rate if the decision threshold in the Viterbi algorithm is 
reduced to C. In this case, an error occurs if B(k+ 1) > C. 

In essence, the SAM algorithm is based on dbtaining a histogram of 
the differences of the path metrics and integrating it with a variable 
threshold. During the normal operation of the ML detector, the threshold 
is set to "O", i.e., the correct trajectory is selected when the accumulated 
path metric M(correct) - M(wrong) < 0. This nominal threshold value 
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FIGURE 12.42. illustration of the SAM plot generation. Left: distribution of val 
B(k+ 1). Right: SAM plot obtained by integrating P(B) with variable threshold._ 
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corresponds to a sequenced amplitude margin of 100% in Fig. 12.42. Decreas­
ing the decision threshold to C such that the correct paths are selected 
based on M(correct) - M(wrong) < C, where C is a negative number, 
causes the errors at the output of the ML detector to increase accordingly. 
A plot of the error rate vs. the decision threshold is called the sequenced 
amplitude margin (SAM) plot, as shown in Fig. 12.42 (right). The very 
small error rates are often extrapolated from the experimental points at the 
relatively large error rates to save time. The mean value of B tends to be 
the minimum squared distance in the trellis, so the sequenced amplitude 
margin(%) can be defined as follows: 

c+ d2 . 
Margin (%) = d2 _= 

nun 

Note that the definition here is different from the operation margin, which 
is understood as the "room" left to the nominal decision threshold to 
maintain the error rates below the specified level. If the decision threshold 
is C < 0 at the specified error rate level, then 

Operation Margin (%) = 1 - Margin (%) = d~~. 
mm 

For example, if the specified error rate is 10-10, which is reached when 
the decision threshold is reduced to minus one-tenth of the minimum 
squared distance, then the operation margin at 10-10 is 10%. Obviously, 
a steeply descending SAM plot is desired to have a large operation 
margin. 

A typical histogram of path metric difference is illustrated in Fig. 
12.43. The minimum distance errors correspond to the main peak of the 
distribution. The next distance error events may create one or more addi­
tional peaks. However, the dominant source of errors in the PRML channel 
is generated by the minimum distance error events, so the reasonable 
normalization of the sequenced amplitude margin is to assign the 0% 
margin to the peak of this distribution, or the mean value of B, as was 
done previously. 

Note that an equivalent SAM plot can be obtained based on Equation 
(12.34). If the probability density function of the left side is p(f), where 

N 

~m(k)n(k) 
f = '-k=_~'----

~ [m(k)J2 

k=l 

\ 
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FIGURE 12.43. Histogram of the path metric differences in the ML detector. 

then the error rate of the PRML channel is 

Q(A/2) = r p(f)df. 
A/2 

In the case of the PR4ML channel, the 100% margin is assigned to A = 1, 
and the 0% margin is assigned to A = 0. Note that the standard deviation 
off is not the same as that of B. 

Some experimental SAM plots· are shown in Fig. 12.44, where the 
differences between equalization result in horizontal shifts of the SAM 
plot. Misequalization boosts the noise in the system, and off-track position 
introduces additional noise into the system. Both reduce the SAM plot 

. slope and the operation margin. 
. The SAM plot is a powerful tool for evaluating the performance 

of PRML channels. Changes in the slope and shifts of the SAM plot 
similar to those shown in Fig. 12.44 are important clues to determining 
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Sequenced Amplitude Margin 
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FIGURE 12.44. Examples of SAM plot: optimal equalization and on-track mea­
surement (curve 1); misequalized signal (curve 2); off-track measurement (curve 
3). 

what are affecting the error rate. The SAM plot also predicts the actual 
BERs in the real operation conditions. For example, the SAM plots in 
Fig. 12.44 are calculated based on 106 samples and extrapolated to 
10-9 level so that the operation margin at an error rate of 10-9 can 
be predicted. 

12.6 PERFORMANCE OF PRML CHANNELS 

PRML channels achieve their best performance when the readback signal 
is accurately equalized to the desired target shape without excessive noise 
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amplification, and simultaneously the magnetic recording channel is 
maintained linear. Any deviation of the isolated pulse shape and any 
nonlinear distortion in the channel will greatly degrade the error rate of 
the PRML channel. However, these do not translate into the same impact 
on the ML detection process. As discussed in the previous sections, the 
ML detector is affected by the noise correlation properties. The noises 
and nonlinear distortions that do not match the probable error patterns 
are much less critical. For example, relatively low-frequency modulation 
of the system gain will not affect the performance of the ML detector.13,14 

A simplified analysis of the error rate of the PRML system is based 
on considering two different noise sources. The first noise source is a 
random, irregular noise n, introduced by head, media, electronics, and 
clock jitter. The second noise source is "shape distortion" noise d. This 
distortion term describes regular deviations of the pulse shape from ideal 
due to misequalization, pulse asymmetry, and nonlinear distortions. These 
distortions are regular in the sense that they mc.1y be predicted. For exam­
ples, distortions caused by NLTS may be described as a deviation from 
an ideal dipulse shape; distortions caused by misequalization can be 
described as a deviation from a target isolated pulse. 

Using the definition of the random and shape distortion noise terms, 
the totalnoise of each sample equals n(k) + d(k). Equation (12.34) can 
now be rewritten as 

N N 
~ m(k)n(k) ~ m(k)d(k) 
k=1 + k=1 > :1: 

N N 2' 
~ [m(k)]2 ~ [m(k)J2 

(12.39) 

k=1 k=1 

which is the condition of an error event. Nate that the last term in Equation 
(12.39) represents the "correlation" of the shape distortion pattern with 
the error events in the ML detector. In other words, if the shape distortion 
"matches" the shape of the error event, this term will become large and 
the probability of error will increase. 

Consider the PR4 system. The most probable error pattern for PR4 
detection is given by m(lc) = {1,0,-1} or {-1,0,1}. Therefore, NLTS and PE 
are extremely dangerous because they match the error pattern. In fact, 
the reduction of dipulse amplitude by any means is "matched" with the 
most probable error pattern. Similarly, any misequalization that results 
in different signs of distortion two bit periods apart is also critical for a 
PR4 system. 
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The left side of Equation (12.39) consists of two terms, each being 
the linear combination of the corresponding noise component with the 
coefficients of the error sequence m(k). Let the probability density function 
(PDF) of the first term be p(f) and that of the second term be g(f), and 
assume that the two noise terms are statistically independent, then the 
PDF of the left side of Equation (12.39) is given by the convolution of 
both distributions: 

P(f) = f p( f - x)g(x)dx. 

Therefore, the error rate of the PRML channel is 

where 

00 00 

G(A/2) = f P(f)df = f Q(A/2 - x)g(x)dx, 
A/2 

00 

Q(A/2) = f p(f)df, 
A/2 

(12.40) 

(12.41) 

Note that A is the distance between the ideal PRML sample values. There­
fore, the total error rate G(N2) of a PRML system is the convolution of the 
error rate function Q(N2) of a linear and ideally equalized system with the 
probability density function of the distortion term. The latter includes the 
shape distortions due to nonlinearities and misequalization. 13 

Function Q(~2) represents the error rate due to the random noise 
term. It has a well-known bell-like (or "waterfall") shape, with its slope 
determined mainly by the standard deviation of the random noise and 
by the particular set of coefficients m(k). Note that the standard deviation 
of the noise in the ML detector depends on the system equalization, which 
may alter the noise bandwidth and may boost noise at some frequencies . 

In the presence of misequalization, which excludes the boost effect of 
equalization on random noise, the PRML signal samples at clock locations 
contain a discrete set of noise values d (k), resulting from the superposition 
of the misequalization errors at current and neighboring pulses. For exam­
ple, if an ideal isolated PR4 pulse has values {0,1,1,0} and the misequalized 
pulse samples are {0,0.9,1,0.l}, then the set of d(k) is {±0.1,±0.2}. Any 
linear combination d (k) in Equation (12.39) will result in additional errors. 
In the case of m(k) = {1,0,-1}, the distribution g(f) for a random data 
pattern can take these discrete values: {0,±0.05,±0.1,±0.15}. 

\. 
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The main impact of NLTS and PE is to decrease PRML sample ampli­
tudes for adjacent transitions, which generates a set of d (k) and additional 
discrete values in the distribution g(f ). Figure 12.45 demonstrates the 
histogram of g(f) in a low-noise channel. The distribution was obtained 
using simulated signals with artifidally introduced NLTS equal to 25% 
of the bit period. Note that g(f) consists of a main peak at the zero location 
and a number of additional peaks. The most distant noticeable peak at 
approximately f = ± .33 has an amplitude of about 10% of the main peak 
amplitude. 

According to Equation (12.41), the convolution of the distribution 
of the random noise term with g(f) gives the total error rate, which is 
approximately the superposition of many shifted distributions Q(N2) 
weighted with the amplitudes of the corresponding peaks. The result of 
the convolution is shown in Figure 12.46. Note that the resulting error 
rate at about 33% margin is close to 10% of the original Q(N2) value at 
0% margin. 

Nonlinear distortions are especially critical in PRML channels because 
they are matched to the probable error patterns. This is true for all PRML 
systems such as PR4, EPR4 and E2PR4 because the most probable error 
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FIGURE 12.46. Convolution of Q(f) (left curve) with H(f) in Fig. 12.46. The result 
(right curve) is close to a shifted copy of Q(f). 

events for all of them have a dipulse shape. The minimum distance error 
sequences are listed in the following: 

PR4: 
EPR4: 
E2PR4: 

(1, 0, -1} 
[1/2, 1/2, -1/2, -1/2} 
(1/3, 2/3, 0, -2/3, -1/3} 

The shape of these error events indeed matches the dipulse shape. There­
fore, any nonlinear distortions, which reduce the dipulse amplitude, will 
increase the probability of errors in the ML detector. 

A moderate amount ofNLTS can be precompensated in the write process 
by intentionally delaying a transition in the presence of previous transi­
tions. The effects of write precompensation are demonstrated in Figs. 12.47 
and 12.48. The sample histograms without and with precompensation are 
shown in Fig. 12.47, which indicates that the separation between the 
sample values is greatly improved by precompensation. 

The SAM plots corresponding to the histograms in Fig. 12.47 are 
shown in Fig. 12.48. Precompensation of NLTS greatly increases the slope 
of the SAM plot, just like reducing the random noise in the channel. 
Consequently, the operation margin of the channel increases accordingly. 
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FIGURE 12.47. Sample values distributions without precompensation (left) and 
with precompensation (right). NLTS equals 10% of the bit period. The histograms 
are shown on a logarithmic scale. 

Sequenced Amplitude Margin 

FIGURE 12.48. SAM plots for PRML channel without precompensation (right) 
and with precompensation of NLTS (left). 
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At high recording densities when NLTS approaches 20% of the bit 
period, the situation becomes more complicated. If all the transitions in 
a random pattern are pr~compensated the sa~e amount that is optimal 
for a dipulse, the error rate performance is not optimized, as illustrated 
in Fig. 12.49. If a random data pattern is written on the disk and all the 
transitions in the pattern are precompensated using the same precompen­
sation parameter that is optimal for a dibit pattern, then curve 1 is gener­
ated. Apparently, this strategy does not work well because it may 
overcompensate many transitions. If the first, second, and third transitions 
in a group of adjacent transitions are precompensated with individually 
optimized parameters and the fourth and further transitions are assigned 
a precompensation parameter equal to that of the third transition, the 
SAM plot is improved significantly (curve 3). In contrast, for a pattern 
consisting of isolated transitions and dibits, i.e., without three or more 
transitions adjacent to one another, precompensating the second transition 
in each dibit produces the best SAM plot (curve 2) among the three cases. 

Sequenced Amplitude Margin 
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FIGURE 12.49. SAM plots with different precompensation strategies: (1) random 
pattern, same precompensation for all the transitions; (2) isolated dibit patterii, 
same precompensation; (3) random pattern, precompensation for the first, second, 
and third transitions individually. 
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The adjacent transition interactions are very important when considering 
NLTS and write precompensation. 

As discussed in Chapter 10, the degree of intera<;tions between transi­
tions in a random pattern is determined by the head/medium combination. 
Another important nonlinear distortion is the interaction between old 
information and new information, which is called the hard transition shift 
(HTS) and will also affect the sample values like NLTS does. Figure 12.50 
demonstrates an extreme case in which the sample histogram is strongly 
dependent on the HTS. The HTS value for this particular head and me­
dium combination is about 12% of the bit period, while the NLTS value 
is close to 25% of the bit period. When the medium is effectively AC-erased 
and NLTS is precompensated, the channel samples are concentrated at 
their ideal values. However, when the medium is DC-erased and rewrit­
ten, the resulting interactions between NLTS and HTS (Chapter 10) cause 
strong distortions of the distributions, as shown in Fig. 12.50 (right). 

The related SAM plots are shown in Fig. 12.51. In the case where 
NLTS is not precompensated, the operation margin is the smallest (curve 
1). When the pattern is written with optimal precompensation on an AC­
erased medium, the operation margin improves greatly (curve 2). If the 
same is done on a DC-erased medium, however, the SAM plot shifts to 
the right (curve 3). To compensate the influence of the HTS on the data 
pattern, the polarity of each transition is taken into account and the value 
of the HTS is subtracted from the precompensation parameter of each 
hard transition. The procedure shifts the SAM plot to the left and improves 
the operation margin (curve 4). Unfortunately, the HTS shift cannot be 
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FIGURE 12.50. Sample histograms with NLTS precompensation for AC-erased 
medium (left) and for positive DC-erased medium (right). 
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1ka~ Sequenced Amplitude Margin 
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FIGURE 12.51. SAM plots for a PR4 system: (1) without NLTS precompensation; 
(2) with AC-erased medium and NLTS precompensation; (3) with DC-erased 
medium and NLTS precompensation; (4) with DC-erased medium and precompen­
sation of both NLTS and HTS. 

precompensated because the old information pattern is not known in a 
real detection channel. 

As mentioned previously, equalization affects the error rate of the 
PRML channel by modifying the system SNR and introducing specific 
shape distortions if equalization is not ideal. System SNR considerations 
are very important. To match the frequency response of the channel to 
the PRML frequency response, a boost in certain frequencies is required of 
equalization. Theoretical calculations for Gaussian noise and the optimal 
density range predict that the SNR loss can be 2-3 dB for PR4, and 1-1.5 
dB for EPR4 and E2PR4 systems. When actual measurements are done in 
real recording systems, spectral distributions of medium and electronic 
noises are mixed and the results are usually less pessimistic for PR4 and 
more pessimistic for extended PRML schemes. The results may be furth~r. 
altered by the pulse shape, which can be asymmetrical and very different 
from the Lorenzian pulse. Therefore, the actual degradation of SNR caused 
by equalization is almost impossible to predict, and should be measured 
experimentally. 
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Shape distortions introduced by an equalizer can be destructive or 
beneficial. Some of the shape distortions are more destructive than the 
others. For example, if the isolated PR4 pulses samples are ( ... , 0, 1.1, 
0.9, 0, ... }, the dipulse samples are ( ... , 0, 1.1, -0.2, -0.9, 0, ... }; if the 
isolated pulse sample are { ... , 0, 0.9, 1, 0.1, 0, ... }, then the dipulse 
samples are( ... ,0, 0.9, 0.1, -0.9, -0.1, 0, ... }. The first dipulsewill cause 
less PRML errors because its first sample is pushed up to 1.1. In contrast, 
the second dipulse will be more subject to errors because its first sample 
is pushed down to 0.9 and the third sample is -0.9. Like random noises 
and nonlinear distortions, pulse shape distortions due to rnisequalization 
will be more prone to errors if they reduce the dipulse amplitude. 

A real recording channel is somewhat nonlinear, so the optimal equal­
ization is actually pattern dependent. Consider the SAM plots shown in 
Fig. 12.52. At first, an isolated pulse is captured and the equalizer coeffi­
cients are calculated so as to reshape it to the targeted isolated pulse. 
Next, the equalizer thus obtained is applied to a data pattern consisting 
of isolated transitions. Finally a SAM plot (curve 1) is generated. Obvi-

Enor 
Rat, 

0.0 

-1.8 

-2.7 

-3.6 

-5.4 

-6.3 

-12 

-8.! 

10 20 30 

' 
Sequenced Amplitude Margin 

A 

40 50 60 70 80 90 JOO Marrin¾ 

FIGURE 12.52. SAM plots for PR4ML channel: (1) optimal equalization for iso­
lated transitions, pattern consisting of isolated transitions; (2) optimal egualization 
for isolated transitions, random pattern with NLTS precompensation; (3) equaliza­
tion adjusted for random pattern, random pattern with NLTS precompensation; (4) 
equalization adjusted for random pattern, pattern consisting of isolated transitions. 
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ously, the equalizer works well because the operation margin is large. 
However, if the same equalization is applied to a random pattern with 
the optimal write precompensation, a much worse SAM plot (curve 2) is 
generated. If the equalizer is adjusted for the random pattern with NLTS 
precompensation so as to optimize the system error rate, an improved 
SAM plot (curve 3) is obtained, but this equalizer is not optimal for the 
pattern consisting of isolated transitions (curve 4). In short, different data 
patterns have different optimal equalizations, which must be carefully 
considered in the design and characterization of PRML channels. 
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