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Q. I: Assignment Papers.(cover sheet a document{s})

Name of Assignee
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PATENT APPLICATION

TRANSMITTAL

(Only for new nonprovisionai applications under 3? CFR 153(1)»

 

  
 

 
 

 
  

 
   
 

 
 

 

 
 
 
 
 

 
  

 

 

 
 

' APPLICATION ELEMENTS
See MFEP chapter 600 concerning utility patent application contents.

 Fee Transmittal Form.
(FTOFSEIH? or equivalent}

2. Applicant claims small entity status.See 37 CFR 1.2r.

3. Specification. [Total Pages 60 ]
Both the claims and abstract must start on a new page
{Fortnfonnadon on the preferred arrangement. see MPEF' § 608.019»

4.. Drawingis). (35 U.S.C. 113) [Total Sheets 11
- 5. Inventor's Oath or Declaration. [Total Sheets 2

{fluctuating substitute statemgnrs under .3? CFR 1.64 and assignments serving as an
oath or declaration under 37 CFR 1.636)]

a. I Newly executed (original or copy)
b. A copy from a prior application (3? CFR 1.63{d})

 

 
  

 

  

  
 
 

 

 
 
 

  
 

 

 

  

10. El 37 CFR 3.73M Statement. El Power of Attorney.{when there is an assign-ea)

11. 1:1 English Translation Document.

 

(if appiicabl'e)

6' Application Data Sheet. is” No” he'bw' 12. I: information Disclosure Statement.
See 3? CFR 1.?6 [PTOlAIAH-l or equivalent) tPTOlSBlOE or PTO-1449)

Copies of citations attached

 

 

 
 

 
 
  

 

13. El Preliminary Amendment.

14- |:| Return Receipt Postcard.
(near-r 503;- rsmurd lie spooficallyiremized)

15. I: Certified Copy of Priority Documentis).
{it foreign priority is claimed)

16. I] Nonpubllcation Request.Under 35 U313. 122(c)(2xayn. Applicant must attach lon‘n PTOlSBlB5 or
equivalent.

1?. Battier:

7. El CD-ROM or co-n.
in duplicate. large table or Computer Program (Appendix)

I: Landscape Table on CD  
 

 

 

3. Nucleotide andior Amino Acid Sequence Submission.
{if applicable, items a. — c. are required)

a [:1 Computer Readable Form (CRF)
b: Ci Specification Sequence Listing on:

  
 

I. E co-nom orCD-R {2 copies); or
ii. E] Paper

c. D Statements verifying identity of above copies
 
 

 

 

 

 

'Note: {1) Benefit claims under 3? CFR 1.?B and foreign priority claims under 1.55 must be included in an Application Data Sheet (ADS).
{2) For applications filed under 35 U.S.C. 111, the application must contain an ADS specifying the applicant if the applicant is an

assignee, person to whom the inventor is under an obligation to assign. or person who otherwise shows sufficient proprietary
interest in the matter. See 37 CFR 1.46lb).

13. CORRESPONDENCE ADDRESS

27683 OR B Correspondence address below

  

  

 
  

 

 

-E%E_-3-18-16 '
Name . Registration No.
PrimiTpe DaVld BOWIS Atiome iA-ent 39,915 .

This collection of information is required by 37 CFR 153(1)}. The information is required to obtain or retain a benefit by the public which is to file (a nd by the
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 3? CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to
complete. including gathering. preparing. and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form andior suggestions for reducing this burden. should be sent to the Chief Information Officer,
U.3. Patent and Trademark Office. U.S. Department ofCommerco. PO. Box 1450. Alexandria. VA 22313-1450. DO NOT SEND FEES OR COMPLETED
FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.0. Box 1450. Alexandria, VA 22313-1450.

ii’you need assistance in completing the form, salt 1‘-300-PTO~9199 and select option 2.
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US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Papenivork Reduction not or 1995. no persons are required to respond to a collection of information unless it contains a valid OMB control number.

_ . Attorney Docket Number 47583.5U802
Application Data Sheet 37 CFR 1.76 _ _

Title of Invention CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

The application data sheet is part of the provisional or nonprovisional application forvvhich it is being submitted. The following form contains the
bibliographic data arranged In a format specified by the United States Patent and Trademark Office as outlined in 3? CFR 1.76.
This document may be completed electronically and submitted to the Office in electronic format using the Electronic Filing System (EFS) or the
document may be printed and included in a paper filed application.

 
 

   

 
 

 

  
  

Secrecy Order 37 CFR 5.2:

CI Portions or all of the application associated with this Application Data Sheet may fall under a Secrecy Order pursuant to
37 CFR 5.2 (Paper filers only. Applications that fall under Secrecy Order may not be filed electronically.)  

Inventor Information:

  
  

 

  
   

  
  

 attestInventor 1 =1- '-

Legal Name

__—
Residence Information (Select One) © US Residency 0 Non US Residency 0 Active Us Military Service

Mailing Address of Inventor:

Address 1 10Wandering Rill

Address 2

as _atattPtPtaePt
Posta- cats

Inventor 2

Legal Name

Residence information [Select One) (9 US Residency 0 Non US Residency 0 Active US Military Service

Mailing Address of Inventor:

-wrz.-=~m.:-».w:.1w_;4r.tmn-i...-...

 

 

  

 

    

 
  
  

  
  

Address 1

Address 2

2517 Clayton Arnold Road

City Thompson's Station StatelProvince TN

Pasta cats

All Inventors Must Be Listed — Additional Inventor Information blocks may be __.gm
generated within this form by selecting the Add button. '

 

 

Correspondence Information:

Enter either Customer Number or complete the Correspondence information section below. 1
For fur—lgtarlgiélgfgpggtiton see 37 CFR 1.33(a). M1002
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Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection ol information unless it contains a valid OMB control number.

Application Data Sheet 37 CFR 1.76 , ,

Title of Invention CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

El An Address is being provided for the correspondence information of this application.

Email Address it:dooketing@hayneoboone.oom iviAdflW

Application Information:

Title of the Invention EWE'EIESRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC
Attorney Docket Number I47583.5U802 Small Entity Status Claimed |:|

Application Type Nonprovisional

Total Number of Drawing Sheets (if any) Suggested Figure for Publication [if any)

 

    
 
 

 

 

 

 
 

 
  
  

 

 

  
 
 

 

  
  

 

  
  

  
  

 
 

 
 

Filing By Reference:

Only complete this section when filing an application by reference under 35 U.S.C. i 1 itc) and 37 CFR1.57[a). Do not complete this section if
application papers including a specification and any drawings are being filed. Any domestic benefit or foreign priority information must be
provided in the appropriate sectionisi below ii.e., ”Domestic Benefiti’National Stage Information” and ”Foreign Priority Info rmation "i.

 

Forthe purposes ofa filing date under 37 CFR 1.53ibi, the description and any drawings ofthe present application are replaced by this
reference to the previously filed application, subject to conditions and requirements of 37 CFR t.57(al.

 Application number ofthe previously Filing date {WYY—MM-DD} Intellectual Property Authority or Country
filed application

Publication Information:

[I Request Early Publication (Fee required at time of Request 37 CFR 1.219)

Request Not to Publish. I hereby request that the attached application not be published under

I: 35 U.S.C. 12203) and certify that the invention disclosed in the attached application has not and will not be the
subject of an application filed in another country, or under a multilateral international agreement, that requires
publication at eighteen months after filing.

 

 

  
  

Representative Information:

Representative information should be provided for all practitioners having a power of attorney in the application. Providing
this information in the Application Data Sheet does not constitute a power of attorney in the application (see 37 CFR 1.32).
Either enter Customer Number or complete the Representative Name section below. If both sections are completed the customer
Number will be used for the Representative Information during processing.

Please Select One: 0 US Patent Practitioner 0 Limited Recognition (37 CFR 11.9)

Customer Number 21-833
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US. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Applicatlon Data Sheet 37 CFR 1.76
Application Number

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTEAE

 
 

 
  '.'asall?Le.In42yuan-”w. 

 
Title of Invention

Domestic Benefit/National Stage Information:
This section allows for the applicant to either claim benefit under 35 U.S.C. 119(e), 120, 121I 365(0). or 3880:) or indicate
National Stage entry from a PCT application. Providing benefit claim information in the Application Data Sheet constitutes
the specific reference required by 35 U.S.C. 119(e) or 120. and 37 CFR 1.78.
When referring to the current application, please leave the “Application Number" field blank.

  

 

  
  

  

 
 rior Application Status Pending Eileen-tails!

' Filing or 371 (0) Date

Application Number Continuity Type Prior Application Number (YYYY-MM-DD)

Prior Application Status Stalemate;

Application . . Prior Application Filing Date Issue Date
Number Contrnurty Type (YYYY—MM-DD) Patent Number W-M M-D D)

Continuation of 131368197 2012-02-03 8817984 2014-08-2814458123

Prior Application Status \

Filing or 371 (c) Date

Continuity Type Prior Application Number (WW-MM-DD)

1 33881 97 Claims benefit of provisional 817462474 201 1 -02-03

Additional Domestic Benefiti'National Stage Data may be generated within this form

by selecting the Add button.

 

  

   

 
  

    
  

  

Application Number

Foreign Priority lnfonnation:

  
This section allows for the applicant to claim priority to a foreign application. Providing this information in the application data sheet

constitutes the claim for priority as required by 35 U.S.C. 119th) and 37 CFR 155. When priority is claimed to a foreign application

that is eligible for retrieval under the priority document exchange program (PDX)' the information will be used by the Office to
automatically attempt retrieval pursuant to 37 CFR 1.55(i){1) and (2). Under the PDX program, applicant bears the ultimate

responsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual

property office, or a certified copy of the foreign priority application is filed, within the time period specified in 37 CFR 1.55(g)(1).

Application Number

Additional Foreign Priority Data may be generated within this form by selecting the
Add button.

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition

Applications
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Approved for use through 04:30:20”. OMB 0051-0032
US. Patent and Trademark Office; U‘SY DEPARTMENT OF COMMERCE

Under the Papemront Reduction Act of 1095. no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Att D k tN n 4753350302

Application Data Sheet 37 lCFR 1.76 may DC e um er  Application Number Title Of Invention CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

 This application (1) claims priority to or the benefit of an application filed before March 16, 2013 and (2) also
contains, or contained at any time, a claim to a claimed invention that has an effective filing date on or after March

|:| 16, 2013.
NOTE: By providing this statement under 37 CFR 1.55 or 178, this application, with a filing date on or after March
16. 2013, will be examined under the first inventor to file provisions of the AIA.
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Approved for use through 04l30i201i'. OMB 0651-0032
U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number 47533.5U302

Application Number  
  

Application Data Sheet 37 CFR 1.76 
Title Of invention CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE  
 

Authorization or Opt-Out of Authorization to Permit Access:
 

When this Application Data Sheet is properly signed and filed with the application, applicant has provided written

authority to permit a participating foreign intellectual property (IP) office access to the instant application-as-filed (see

paragraph A in subsection 1 below) and the European Patent Office (EPO) access to any search results from the instant

application (see paragraph B in subsection 1 below).

Should applicant choose not to provide an authorization identified in subsection 1 below1 applicant must opt-out of the

authorization by checking the corresponding box A or B or both in subsection 2 below.

NOTE: This section of the Application Data Sheet is ONLY reviewed and processed with the INITIAL filing of an
application. After the initial filing of an application, an Application Data Sheet cannot be used to provide or rescind
authorization for access by a foreign IP officels). Instead, Form PTOr'SBi'SQ or PTOISBIGS must be used as appropriate.

1. Authorization to Permit Access by a Foreign Intellectual Property Office(s)

A. Priority Dgcument Exchange (PDX1- Unless box A in subsection 2 (opt-out of authorization) is checked, the
undersigned hereby gmnts the USPTO authority to provide the European Patent Office (EPO), the Japan Patent Office
(JPO). the Korean Intellectual Property Office (KIPO), the State Intellectual Property Office of the People‘s Republic of
China (SIPO)1 the World Intellectual Property Organization (WIPO). and any other foreign intellectual property office
participating with the USPTO in a bilateral or multilateral priority document exchange agreement in which a foreign
application claiming priority to the instant patent application is filed1 access to: (1) the instant patent application-as-filed
and its related bibliographic data1 (2) any foreign or domestic application to which priority or benefit is claimed by the
instant application and its related bibliographic data, and {3) the date of filing of this Authorization. See 37 CFR 1.14(h)

(1).

B. Seamh Results frgm U,S. Application to EPO — Unless box B in subsection 2 (opt~out of authorization) is checked,

the undersigned hereby grants the USPTO authority to provide the EPO access to the bibliographic data and search
results from the instant patent application when a European patent application claiming priority to the instant patent

application is filed. See 37 CFR 1.14(h){2).

 
The applicant is reminded that the EPO's Rule 141(1) EPC (European Patent Convention) requires applicants to submit a
copy of search results from the instant application without delay in a European patent application that claims priority to

the instant application.

 
2. Opt-Out of Authorizations to Permit Access by a Foreign intellectual Property Offlcels)

A. Applicant DOES NOT authorize the USPTO to permit a participating foreign IP office access to the instant

I] application»as-filed. If this box is checked, the USPTO will not be providing a participating foreign IP office with

any documents and information identified in subsection 1A above.

B. Applicant DOES NOT authorize the USPTO to transmit to the EPO any search results from the instant patent

[3 application. If this box is checked, the USPTO will not be providing the EPO with search results from the instant

application.

NOTE: Once the application has published or is otherwise publicly available. the USPTO may provide access to the

application in accordance with 37 CFR 1.14.
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US. Patent and Trademark Office; U.5. DEPARTMENT OF COMMERCE

Under the Pape nvork Reduction Act of 1995. no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number 47533.5U302

 

Application Data Sheet 37 CFR 1.76 g .
Application Number  Title Of invention CRYPTOGRAF’HIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

Applicant Information:
 

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title 37 of CFR
to have an assignment recorded by the Office.

Applicant 1

If the applicant is the inventor (or the remainingjoinl inventor or inventors under 37 CFR 1.45). this section should not be completed.
The information to be provided in this section is the name and address of the legal representative who is the applicant under 37 CFR
1.43; or the name and address of the assignee. person to whom the inventor is under an obligation to assign the invention. or person

who otherwise shows sufficient proprietary interest in the matter who is the applicant under 37 CFR 1.46. if the applicant is an

applicant under 3? CFR 1.46 (assignee, person to whom the inventor is obligated to assign, or person who othenivise shows sufficient
proprietary interest) together with one or more joint inventors, then thejoint inventor or inventors who are also the applicant should be
identified in this section.

@ Assignee 0 Legal Representative und U.S.C.117
er 35

0 Person to whom the inventor is obligated to assign. 0 Person who shows sufficient proprietary interest

If applicant is the legal representative1 indicate the authority to file the patent application, the inventor is:

Name of the Deceased or Legally lncapacitated Inventor:|:::
If the Applicant is an Organization check here. E

Mailing Address lnforrnatidn For Applicant:

Address 1 10 Wandering Rill

Address 2

City

Countryl

Phone Number

   
  
  
  

  0 Joint Inventor  
 

   
 

  .t
.

-i

r.t
3
s
S
:‘t..

State!Province CA

Postal Code 92603

Fax Number

Irvine

US

Email Address

 
Additional Applicant Date may be generated within this form by selecting the Add button.

Assignee Information including Non-Applicant Assignee Information:

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title

37 of CFR to have an assignment recorded by the Office. 

Page 7 of 591 ' IAlooz
EEC Ink-uh fl ’1 1’I

:.'~..-..‘-maJamal-nouns-

arr-meow

-.v.rue.-_-_r.a4.14.131.
:.-.

—.r.

w.wmr--.-.'.-.In..-”a
.-«nir-12.".II'W

9,-3.1

ewar{_n;—1;r_§t"./,,_wa-

'c-.r-.-.yu~.-.L-u:'-'-r:.-.A.«a..—-:-\.r::-;v-
13‘r,

 

.-.'rrx-rwu-r-r-.-.-.::..
 



IA1002Page 8 of 591

rluinlWI‘i‘Ii-Iu;

Approved for use through o4iaor2o1'r. OMB 0551-0032
US. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995r no persons are required to respond to a collection of information untess it contains a valid OMB control number.

_ . 47533.5USO2
Application Data Sheet 37 CFR 1.76

Title of Invention CRYPTOGRAF’HIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

 Attorney Docket Number 
  

 

 
Application Number  

 

Assignee 1

Complete this section if assignee information. including non-applicant assignee information, is desired to be included on the patent
application publication. An assignee-appiicant identified in the "Applicant Information" section will appear on the patent application
publication as an applicant. For an assignee-applicant, complete this section only if identification as an assignee is also desired on the
patent application publication.

If the Assignee or Non-Applicant Assignee is an Organization check here. [I

Prefix mMiddle Name Family Name Suffix

Mailing Address information For Assignee including Non-Applicant Assignee:

 
 

  
Address 1

Address 2

Phone Number Fax Number

Email Address

Additional Assignee or Non—Applicant Assignee Data may be generated within this form by
selecting the Add button.

Signature:

NOTE: This Application Data Sheet must be signed in accordance with 37 CFR 1.33m). However. if this Application
Data Sheet is submitted with the INITIAL filing of the application a_nd either box A or B is n_ot checked in

subsection 2 of the “Authorization or Opt-Out of Authorization to Permit Access” section, then this form must

also be signed in accordance with 37 CFR 1.14(c).
This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants is a juristic

entity (e.g., corporation or association). If the applicant is two or more joint inventors this form must be signed by a
patent practitioner, alljoint inventors who are the applicant, or one or more joint inventor-applicants who have been given
power of attorney {e.g., see USPTO Form PTOJAIAJ81) on behalf ofafljolnt inventor-applicants.

See 37 CFR 1.4(d) for the manner of making signatures and certifications.

Additional Signature may be generated within this form by selecting the Add button

  
 

  
 

 

  
  
  
 

 
 

  

 

 

 

 
  

Date (YYYY-MM-DD) 2015-03—13 
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Approved for use through 04i3w201?. OMB 0551-0032
U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Papenivork Reduction Act of 1995‘ no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Application Data Sheet 37 CFR 1.76 . ‘

Title of Invention CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MlNUTIAE

This collection ofinformation is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which 5'
is to file (and by the USPTD to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This '-
oollection is estimated to take 23 minutes to complete, including gathering, preparing, and submitting the completed application data

sheet form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to
complete this form andror suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and ;.
Trademark Office, U.S. Department of Commerce, P.0. Box 1450, Alexandria. VA 22313-1450. DO NOT SEND FEES 0R
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.0. Box 1450, Alexandria, VA 22313-1450.
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Attorney Docket No. 47583.5US02

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES

IN DYNAMIC MINUTIAE

Paul Timothy Miller, George Allen Tuvell

CROSS REFERENCE TO RELATED APPLICATIONS

This application is a continuation of co-pending US. Patent Application No.

14/458,123 filed August 12, 2014, which is a continuation of and claims benefit of priority to

US. Patent Application No. 13f366,197 filed February 3, 2012, now US. Patent No.

8,817,984, issued August 26, 2014, which claims the benefit ofU.S. Provisional Patent

Application No. 61/462,424 filed February 3, 2011, all of which are incorporated by

reference.

BACKGROUND

Technical Field _

The present disclosure generally relates to dynamic key cryptography used, for

example, for authentication between a client electronic device and a service provider,

encryption of data communications, and digital signatures and, more particularly, to

cryptography using dynamic keys derived from dynamically changing key material.

Related Art

Use of computers for connecting to a network (such as the Internet) and

connnunicating with a variety of services risks the privacy of many types of information

belonging to a user including, for example, the user’s relationships (e.g., social connections),

business secrets, banking details, payment options, and health records. The use of

cryptography is common to authenticate identities, protect data, and digitally sign the

summary (i.e. digest) of an action.

Cryptography generally uses an algorithm (e.g., Advanced Encryption Standard

(AES), Rivest Shamir Adelman (RSAD to combine cryptographic keys (which may be

symmetric, public, or private, for example) with plain text to form cipher text. Cryptography

keys are typically random numbers without any special meaning. The process of distributing
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cryptographic keys and storing them on a client computer (referred to as “key management”)

is difficult to perform securely and is often the point-of—attack for breaking the security of a

cryptographic system. The key represents a single sequence of data and thus a single point-

of-failure for the cryptographic system. Since the key normally must be present at the client

computer, finding the key and then copying it to another computer can allow an imposter

entity to masquerade as a valid entity.

Secure elements (e.g., smartcards) can securely store the cryptographic key and, in

some instances, generate the key in a secure environment. Access to the key was typically

controlled by requiring the user to enter a personal identification number (PIN); this ensured

that the user had to provide a secret before the secure element would allow use of the key.

Such access to a key is commonly known as two-factor authentication, and the two factors

are generally referred to as: “Something You Know” and “Something You Have”. A third

factor, “Something You Are”, can include, for example, biometric information. The factors

themselves are related in use but entirely separate in material. Possession of the physical

secure element (“Something You Have”) may be via validation of cryptographic functions

using the random number cryptographic key provisioned to a particular secure element

Whose use may be protected by a secret PIN (“Something You Know”). There is no implicit

binding between the key and the user.

The use of certificates in cryptography enabled the binding of a distinguished name

(e.g., a unique user) with a cryptographic key. Yet, still the cryptographic key is a random

number, and when the key is validated, the cryptographic system attributes the user in the

certificate to the usage of the key; the key matter itself has no relation to the user.

On the Internet, ensuring a real-world identity for the user is critical for protecting

data and privacy. Mobile users especially are at risk because they often do not use anti—virus

applications and many of the service providers use applications (apps) optimized for

simplicity, not security. This leaves much of the private data meaningful to both a user's

identity and a service's value inadequately protected. Since online service providers (OSP)

incur much of the risk, safety has become their responsibility.

The standard method for identifying a user to an online service is by entering a

usemame and password. The usemame is a known service index and, as such, can be stored

on the computer for convenience. The password is a user secret verifiable by the OSP; it
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should not be stored at the computer, where it can be compromised. However, because a

quality password has many characters which should be a mix of upper, lower, punctuation

and special characters, the password is often difficult and time—consuming to type. This is

especially true on a mobile computer using touch keypads that have various ‘levels’ of

keypads for characters beyond simple alpha-numeric. Thus, many mobile apps store the

password on the computer. Because mobile operating systems require mobile apps to be

signed in order to run, the apps themselves cannot be altered after installation. So, any data

stored by the mobile app is separate from the mobile app and often can be vulnerable to

attack. Furthermore, because the app cannot change, if encryption was used to protect the

cached password, there could only be one encryption key for all instances of the application.

This commonality made harvesting and cracking stored passwords on a mobile computer

relatively simple, even if the passwords were encrypted, since they all used the same key for

decryption.

Computer and computer identification has been attempted by calculating a hash of the

minutia found on a computer to uniquely identify the computer, often referred to as a

computer fingerprint. Computer fingerprints typically are used, among other things, to ‘lock’

software to a particular computer fingerprint and identify computers used in online actions to

profile the history and potential risk of particular actions. A typical computer identifier is

computed and remains static; to ensure reliability the computer fingerprint typically uses

computer minutiae (e.g., serial numbers) that normally do not change. Thus, current

computer fingerprints typically use a relatively small set of static minutia which may be

prone to spoofing. Some approaches to improving computer identification have sought to

increase the number of minutiae used in identifying the computer through the analysis of

time (both in clock and network latency) and bits of information left on the computer (i.e.

‘cookies’). However, as more minutiae are included in the computation, the probability that

changes occurred naturally to the minutia can result in a new computer fingerprint. This

falsely identifies a computer as ‘different’ when it is actually the same computer (often

referred to as ‘false negatives”). These changes to the minutia on a unique computer occur

naturally during normal use and can invalidate the computer fingerprint process or

inconvenience the user or service by forcing a re-initializatiOn of the computer fingerprint.
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SUMMARY

According to one or more embodiments of the present invention, methods and

systems for dynamic key cryptography use a wide range of minutiae as key material

including computer hardware, firmware, software, user secrets, and user biometrics rather

than store a random number as a cryptographic key on the computer. Methods and systems

for using dynamic key cryptography, according to one or more embodiments, can be used for

authenticating users to services, ciphering data for protection, and digitally signing message

digests. In one embodiment, dynamic key cryptography anticipates changes to computers

caused by industry updates to hardware, firmware, and software of computers.

In one embodiment, a method of dynamic key cryptography includes: selecting a

subset from a set of minutia types; for a particular device, sending a challenge to the device,

in which: the challenge includes information from which the device can collect actual values

of minutia corresponding to the selected subset of minutia types in order to form a

cryptographic key, the cryptographic key is never transmitted from the device across any

communication channel, and the cryptographic key is used to encrypt an actual response to

the challenge; pre—processing a set of responses to the challenge based on tracking updates of

minutia from which the selected subset of minutia types is selected, in which: the set of pre—

processed responses covers a range of all actual responses possible to be received from the

particular device if the combination of the particular device with collected actual values of

minutia is valid; comparing the actual response from the particular device to the set of pre-

processed responses; and validating the combination of the particular device with the

collected actual values if the actual response is included in the set of pre-processed responses

for the particular device.

In another embodiment, a method includes: selecting at least one type of minutia from

a plurality of minutia types; forming a challenge that conveys the selection of minutia types;

computing a plurality of pre-processed responses possible to receive from a valid device, in

which: each pre-processed response is computed using a key, each key is computed using

values that are possible for the selection of minutia types; sending the challenge to the

device; receiving an actual response to the challenge from the device, in which: the actual

response is computed using an actual key, the actual key is computed using: a deduction of

the selection of minutia types from the challenge and actual values of the selection of minutia
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types; comparing the actual response to the pre—processed responses for a match; and based

on whether or not a match was found, validating the combination of the device with the

actual values of the selection of minutia types.

In still another embodiment, a system includes a server configured to communicate

with a device, in which the server selects at least one type of minutia from a plurality of

minutia types; the server forms a challenge that conveys the selection of minutia types; the

server computes a plurality of pre-processed responses possible to receive from a valid

device, in which: each pre—processed response is computed using a key, each key is

computed using values that are possible for the selection of minutia types; the server sends

the challenge to the device; the server receives an actual response to the challenge from the

device, in which: the actual response is computed using an actual key; the actual key is

computed using: a deduction of the selection of minutia types from the challenge and actual

values of the selection of minutia types; the server compares the actual response to the pre-

processed responses for a match; and based on whether or not a match was found, the server

validates the combination of the device with the actual values of the selection of minutia

types.

In yet another embodiment, a computer program product includes a non—transitory

computer readable medium having computer readable and executable code for instructing a

processor to perform a method, the method including: selecting at least one type of minutia

from a plurality of minutia types; forming a challenge that conveys the selection of minutia

types; computing a plurality of pre-processed responses possible to receive from a valid

device, in which: each pre—processed response is computed using a key and each key is

computed using values that are possible for the selection of minutia types; sending the

challenge to the device; receiving an actual response to the challenge from the device, in

which: the actual response is computed using an actual key, the actual key is computed using:

a deduction of the selection of minutia types from the challenge and actual values of the

selection of minutia types; comparing the actual response to the pre-processed responses for

a match; and based on whether or not a match was found, validating the combination of the

device with the actual values of the selection of minutia types.

BRIEF DESCRIPTION OF THE DRAWINGS
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Figure l is a system diagram illustrating communication and security between a

client, a client device and a service provider facilitated by a dynamic key cryptography

provider in accordance with one or more embodiments;

Figure 2, comprising Figure 2A and Figure 2B, is a system diagram illustrating a

challenge, response and validation process performed by the system of Figure l in

accordance with an embodiment;

Figure 3 is a system diagram illustrating a service provider application (app) delivery

system in accordance with an embodiment;

Figure 4 is a system process flow diagram illustrating a system for registration of

c computer system and user minutiae and services in accordance with an embodiment;

Figure 5 is a system diagram illustrating a system to catalogue and model industry

minutia and user heuristics to create and update anticipated minutia databases in accordance

with an embodiment;

Figure 6, comprising Figure 6A and Figure 6B, is a system process flow diagram

illustrating a system for validation scoring, confidence rating and step—up authentication

processing in accordance with an embodiment;

Figure 7 is a system process flow diagram for an authentication and digital signature

system capable of incorporating three identity factors in accordance with an embodiment;

Figure 8 is a system process flow diagram illustrating a system for application

processing for local and update data security functions in accordance with an embodiment;

and

Figure 9 is a system diagram illustrating computer identity provider lifecycle

functionality and services to service providers in accordance with an embodiment.

DETAILED DESCRIPTION

In accordance with embodiments of the present invention, methods and systems of

dynamic key cryptography using dynamically changing keys composed of or derived from

dynamically changing key material provide cryptographic services such as authentication,

data protection, and digital signature by uniquely identifying a user’s computer or other

electronic device based on (1) the electronic device itself, e. g., a mobile phone or personal

computing device, and using a very wide range of hardware, firmware, and software minutia
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found on the computer; (2) secrets a user of the computer knows; and (3) biometric

information the computer might collect from the user. Dynamic key cryptography in

accordance with one or more embodiments enables secured actions for users of electronic

computers and, more particularly, provides authentication between a client electronic

computer and a service provider, encryption of data electronically stored or sent on a

communication channel, and digital signature for electronic digests of actions performed by

the user on an electronic computer.

The dynamic key cryptography system according to one embodiment anticipates

changes to the minutia caused by updates and natural usage of the computer and practically

eliminates false negatives that block valid users from a network service. Dynamic key

cryptography may provide a safe, reliable method to users of network services for

authenticating the user to network services that protects both the user and the network

services, protects the integrity and privacy of data, and provides for digitally signing the

digest of an action performed by the user on the electronic computer.

One or more embodiments may provide features such as: 1) simple user experience —-

no difficult passwords to remember or type, the user device or computer is invisibly

authenticated and the user can be asked to enter a second identity factor such as a secret PIN

or biometric (e.g., voiceprint) into the computer only if required by the service and protected

services can be automatically reconnected to a new device or computer when it is registered

by the user; 2) unprecedented security — using a wider range of hardware, firmware,

software, secret and biometric minutia to deliver a very accurate device or computer and user

identity that is more difficult to spoof, especially as some computer identifier values are not

static but are expected to change; 3) reliability — anticipating changes to the user device or

computer delivers a tolerant, yet secure authentication with fewer false negatives that anger

users and clog customer support services; and 4) service and data separation — delivered as an

integrated part of a mobile application (app), a “foundation” (e.g., dynamic key

cryptographic service) helps protect the app, encrypt service data stored on the user device or

computer, digitally sign actions and allows the service to react without affecting other

services, e.g., should data need to be wiped, only the app's data is affected, not the user's

other information such as the user’s pictures or messages.
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One or more embodiments may enable a more convenient method for connecting the

user and service. For example, instead of subscribers typing in cumbersome passwords (or

worse yet, storing them unencrypted on the computer), the dynamic key cryptographic

(dynamic key crypto) service and related client software can compute and manage the unique

properties of the user device or computer. The resultant identified computer can be used in

place of passwords to simplify the customer connection experience. Since the computer

itself is uniquely identified, it represents a safer method of identifying customers (e.g., users

or subscribers). By forming cryptographic keys which use minutia found on the computer,

the computer itself (as defined by its minutia) is validated, not a static key stored or intended

to be stored only on the computer. The discovery and copying of a single value (the secret

key) is significantly easier than the discovery and copying of a very large range of computer

minutia values. In addition, the writing of a single key in a computer’s memory effectively

counterfeits the uniqueness of a computer identified by a single, static stored value. To

counterfeit a dynamic key crypto—identified computer, it would be necessary to intercept

various methods to learn the minutiae values of the computer. Several direct and related

methods may exist for learning the value of a particular computer minutia; to effectively

counterfeit the computer, it may be that all methods for accessing all computer minutia

values would need to be intercepted and the fraudulent response returned. Furthermore,

since the dynamic key crypto system expects certain computer minutia values to change, a

successfully counterfeited computer would also need to ensure the fraudulent computer

minutia values change in an expected manner. Should a user's online activities require an

even higher level of trust, the platform (e.g., dynamic key crypto service and related client

software) can force the user to enter the user’s standard PIN into the computer to ensure a

valid user is the person using the computer.

Several technologies exist for processing security and assurance claims using static

values. These include passwords themselves and static ‘seed keys’ for functions like one-

time-password and challenge-respond security mechanisms. Even public key cryptography

is based off a static key pair (public and private). One or more embodiments of the dynamic

key crypto system may use a very large numeric representation (e.g., 100,000’5 of bits) of

computer and user minutia (e.g., any piece of information that can be definitively associated

with the computer and its user, including information from the general categories of what the
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user or computing device has, what the user knows, and what the user is) to form

cryptographic keys that support a range of security functions in a verifiable manner (a

cornerstone of security). In one or more embodiments methods based on the predictable

dynamic nature of the minutia may allow for verification of the minutia (as if they were a

single static value) but not all of the minutia is required to be static; most values of the

minutia can (and are expected to) change and evolve over time and the change of the minutia

values themselves increases the perceived randomness of the resultant dynamic crypto keys.

The validation of dynamic key cryptography based on changing minutia uses a complex

confidence scoring which isolates and evaluates the minutiae that have changed and uses

confidence weightings against the predictability of such changes. Changing minutia when

used as dynamic key material for dynamic key cryptography adds complexity to the

cryptographic system which can improve security as a one-time copy of the minutia values or

resultant key will likely fail later in time as the minutia values are expected to change.

Layering static minutia (e.g., hardware minutia, user secrets, some user biometrics),

slow-changing minutia (e.g., firmware minutia, some user biometrics), and predictably

changing minutia (e.g., software minutia) can create a very large set of key material (or

keyspace) which can be processed as subsets of minutia. These subsets of minutia function

as static keys over a particular time interval and provide increased security while being fault-

tolerant to normal and natural anomalies. Examples of categories of minutia include various

hardware, firmware, software, user secrets, and user biometric values. For example,

hardware minutia may include the make and model of the computing device (e.g., smart

phone or pad), an international mobile equipment identification (IMEI) number of the

computing device, or a circuit manufacturer’s ID number which may be readable from a

circuit chip element of the computing device. Similarly, examples of firmware and software

minutia may include which firmware and software codes are installed on the computing

device and characteristics such as what particular version or release date of firmware or

software are installed on the computing device. Other minutia may include such information

as geo-location from GPS (global positioning system) capability of the computing device. In

some embodiments, minutia may also include secrets a user of the computing device knows

(e.g., a PIN number or password) or biometric information the computing device might

collect from the user (e.g., a fingerprint, voiceprint, or retinal scan). In this manner, dynamic
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key cryptography can utilize minutia values from the three identity factors (“have”, “know”,

and “are”) to form a dynamic key so that dynamic key crypto purposes such as

authentication, data protection, and digital signature can benefit from the three identity

factors simultaneously.

Dynamic key cryptography key matter is a significant improvement over static

cryptographic keys of simply random numbers (as nearly all prior art cryptography uses).

Dynamic key crypto keys are permutations of a very large collection of minutia values, many

of which change over time; the result is a seemingly random number comprised of

independently meaningful minutia values.

To achieve fault tolerance over a possibly changing set of minutia, anticipated

changes to minutia and multiple subsets of minutia that provide back—up to any single subset

can be used. By using mass produced electronic devices (e.g., mobile units and computers)

which contain both a vast array of minutia and predictable evolution paths of minutia, a

dynamic encryption system of methods based on evolving minutia can be maintained for the

benefit of nearly any security function. In addition, since the range of minutia is so large,

certain cryptographic functions can be performed several times using different subsets of

minutia. In this manner, should one subset of minutia change, cryptographic checks using

other minutia subsets and the anticipated changes to the minutia can improve fault tolerance

and detection of spoofed minutia values.

Assertions regarding a computer’s uniqueness, confidence in the computer’s

uniqueness, and service—orientated directives (e.g., provision, lock-hold, erase, transfer,

blacklist) are formulated, controlled, and directed by the dynamic key crypto service. For

example, computer dynamic key crypto libraries (installed on various user devices) gather

the computer minutia values (e.g., from various user devices) and act on the computer

(selected one of the various user devices) in response to dynamic key crypto service

directives. The heuristics for the predictive and constantly changing minutia values are

performed in the dynamic key crypto service using data forwarded by the dynamic key

crypto libraries (from the various user devices) in addition to data gleaned from industry

sources. Industry data includes cataloguing publically available data (such as over—the-air

upgrades — including operating system (OS), firmware, and applications — and network

updates) over the range of possible computers. While nearly infinitely larger than the
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changes that can occur to a single computer (lending security via a broader search space) the

industry data is still finite and, therefore, useful in predictive heuristics regarding computers

in use.

Various embodiments may provide systems and methods for secure dynamic key

cryptography services including:

1) Registering online service providers (OSP) with the dynamic key crypto service to

create custom (for each OSP) computer dynamic key crypto libraries that conduct security

functions but are resistant to successful attacks by other services and prohibit collaborating

online service providers from profiling users.

2) Collecting and registering the minutia values with the dynamic key crypto system,

tying the minutiae to an online service provider account identifier.

3) Gathering industry information regarding updates to computer hardware, firmware

and software to create a catalogue of industry minutia values which may possibly appear on

registered computers when they are updated. The catalogued industry minutia values are

indexed and the possible minutia and current minutia are combined and permutations

intelligently stored to anticipate future minutia possibilities.

4) Identification based on a hash from a subset of minutia taken from a very wide

range of minutia found or collected by the computer including hardware, firmware, software,

user secrets, and user biometrics. The authentication can be performed as an intelligent

challenge and response which indexes minutiae and, when compared to possible responses

from anticipated minutiae, can ascertain minutia changes without having to actually

exchange the minutiae between the computer and dynamic key crypto services.

5) Scoring the confidence of a valid response based on the minutia used, the

anticipated and expected changes to the minutia used including non—computer factors such as

user PIN entry, geo-location, and biometrics. Different minutia can be intelligently chosen

for the challenge to achieve a response that yields a higher confidence score, increased

computer uniqueness, multiple identity factors, and particular minutia isolation.

6) Protecting the application and data running on a computer by using the minutia in

cryptographic functions such as encrypted memory, local identification, and heartbeat to

prohibit application self-destruction. Some cryptographic functions are computed using

more than one subset of minutia to allow back-up functionality should minutia used in the
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cryptographic function change. The high number of meaningful minutia enables a more

complex interaction between the user, the computer, and the software computing the

identifier. The increased “chatter”, a mix of meaningful and decoy reads of minutia, obscure

which minutia is meaningful, and thereby increases the difficulty of spoofing minutia values

and intercepting calls intended to counterfeit the original computer.

7) Digitally signing a digest of an action performed by the user on the computer by

ciphering the message digest with a key formed by minutia values which can include the

three factors of identity (“‘have”, “know”, and “are”, e.g., respectively, computer or device,

user secret, user biometric information).

8) Notifying a wide range of online service providers should a computer status

change. This enables a single event to trigger responses from a wide range of registered

online service providers so that security and service continuity are maintained.

9) Forcing a user to enter a service PIN, computer PIN or biometric on a registered

computer to include user minutia in the dynamic key cryptography function and ensure that a

valid user is controlling an identified computer.

Some embodiments of systems and methods allow the calculation of one or more

minutia value subsets to be based on a very wide possible range of minutia from various

categories including hardware, firmware, software, user secrets, and user biometrics. One

embodiment models predictive and anticipated changes that occur naturally and during the

use of a computer or device. The larger considered ranges of minutia found on a computer or

collected by a computer and the modeled dynamic nature of some minutiae enable a more

robust and secure authentication system which is less prone to spoofing.

One embodiment uses a computer identity provider service to collect computer

minutia information from the industry and uses this data to anticipate possible changes and

permutations to minutiae on registered computers. By anticipating changes in minutiae

found on the hardware, firmware, and software elements of a computer, embodiments are

more fault-tolerant to natural changes in the computer. In this manner, embodiments can

anticipate changes to minutiae and, through a challenge and response exchange between a

computer and dynamic key crypto service, synchronize changes to minutiae without actually

exchanging the minutiae between the computer and dynamic key crypto service.
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Since nearly all security functions such as authentication, encryption, and digital

signature are based on static keys and identifiers, embodiments of the present systems and

methods also allow for the in—system back up of some cryptographic functions and secure

transmission, synchronization, and updating of dynamically changing minutiae between the

computer and the dynamic key crypto service. The dynamic key crypto service and

computer enable the dynamically changing minutiae to be used in or used in place of

traditionally static security functions including authentication, encryption, digital rights

management, and data protection.

Figure 1 illustrates a system 100 in which a service user 20 may communicate

through a network 16 (e.g., the Internet, local area networks (wired and wireless), and

personal networks (e.g., P2P, Bluetooth, near field communications (NFC)) using a computer

18 (e.g., a mobile phone, computer system, smart phones, laptops, tablets, sensors, payment

terminals, and meters or any other communication capable electronic computer). The

computer 18 (also referred to as “electronic device”, “user device”, or simply “device”) may

operate by executing an operating system (OS) that may enable execution on computer 18 of

a dynamic key crypto library 56 and a service provider app 44. Service provider app 44 may

be provided by one or more of a number of various OSPs and may provide features specific

to a particular service provider 14 that provides the service provider app 44 to the service

user 20 and user computer 18. As shown in Figure 1, service provider app 44 may interface

with dynamic key crypto library 56, and both service provider app 44 and dynamic key

crypto library 56 may interface with computer 18 and its operating system. Service user 20

may communicate with service provider 14 over the network 16 using computer 18, for

example, using service provider app 44. A service user 20 may be a person that can have

several different types of computer 18 and may be a user of any number of service provider

systems 14. Likewise, a computer 18 may be used by more than one service user 20, for

example, family members sharing a smartphone or pad.

A dynamic key crypto provider 10 may provide various services and functions related

to minutiae found on the computer 18 or minutiae collected by the computer 18 from the

service user 20. The dynamic key crypto provider 10 may be a web service capable of

securely manipulating and analyzing large amounts of data such as performing calculations,

data modeling, permutation processing, interpolation, internet searches and complex database
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functions. The dynamic key crypto provider 10 may be cloud-based so it can have sufficient

computational speed and power to off—load intensive computational efforts from a sometimes

resource-constrained computer 18. The dynamic key crypto provider 10 may provide a

secured processing environment for the processing in some embodiments including

managing an enormous data—intensive query engine for complex data pattern matching,

modeling and processing of complex and numerous permutations. As shown in Figure 1,

dynamic key crypto library 56 may communicate with dynamic key crypto provider 10 and

may also communicate with the service provider 14 through Network 16. Dynamic key

crypto provider 10 also may communicate with online service providers via network 16 and

may communicate with the particular service provider 14 that provides the service provider

app 44 to the service user 20 and user computer 18. Service provider 14 may have a

customer-vendor relationship, for example, with dynamic key crypto provider 10 in which

service provider 14 is a customer receiving services from dynamic key crypto provider 10.

There can be any number of service provider systems 14 connected to the dynamic key

crypto provider 10. The service provider 14 may be an industry typical website usually

requiring a username and password. Examples of a service provider 14 include but are not

limited to social networking websites, corporate IT services, and online banking, healthcare,

and travel services.

Figure 2 shows an illustrative example for providing and using dynamic key

cryptography to ensure a valid service user 20 is using an authenticated computer 18 in a

system such as system 200 shown in Figure 2. As described in more detail below, system

200 may collect and catalog a number of minutiae values of computer 18 and service user 20

that may be useful for identifying the computer 18 and service user 20 in the sense that

computer minutia 64 and secrets and biometric minutia 26 can be used by the dynamic key

crypto provider 10 to form dynamic keys unique to each and every distinct computer 18 and

service user 20. In other words, each distinct computer 18 may have a method for using

unique computer minutia 64 and secrets and biometric minutia 26 in system 200 that

corresponds to that distinct computer 18 and service user 20, and each uniquely identified

computer 18 corresponds to one and only one distinct computer 18 and each uniquely

identified service user 20 may correspond to one and only one distinct service user 20. The

unique identification of a computer 18 may be processed by system 100, for example, by a
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service provider 14 or by the dynamic key crypto provider 10, and there be no meaningful

single identifier or identity key itself stored on the computer 18. System 200 shown in

Figure 2, illustrates an example of identifying and authenticating a specific computer 18 and

service user 20 via challenge, response and validation sequences performed by dynamic key

crypto provider 10. Each distinct computer 18 and service user 20 may be recognized, for

example, by specific computer minutia 64, specific secrets and biometric minutia 26,

combinations of computer minutia 64, combinations of specific secrets and biometric minutia

26 or combinations of both specific computer minutia 64 and combinations of specific

secrets and biometric minutia 26 found on the computer 18 or collected by the computer 18

from the service user 20 as cataloged by the dynamic key crypto provider 10.

Collection of minutia can include methods such as fuzzing and hashing that obfuscate

the actual values of minutiae that represents personal identifiable information before the

minutiae values are sent from the computer 18 to the dynamic key crypto provider 10 such

that the anonymity of a service user 20 is maintained. For example, phone numbers can be

hashed so that the actual phone number is not known. In another example, the geo-location

home of a service user 20 can be fuzzed by truncating the GPS coordinates so that the value

processed by the dynamic key crypto library 56 represents, for example, a multiple mile

radius, not multiple feet. In this manner, it would be difficult to determine the exact address

a computer 18 resides nearly every night that could be interpolated to be the home of the

service user 20. The fuzzy geo-location can be beneficial because the location of the

computer 18 can be tracked without invading the privacy of the service user 20 because, to

‘ the dynamic key crypto provider, the service user 20 can be anonymous. If a service

provider that knows the true identity of a service user 20 were to also know the geo-location

of the device, the privacy of the service user 20 could be abused. Thus, a separation of device

and user knowledge can exist so that the device (i.e. computer 18) of an anonymous service

user 20 can be tracked 24><7 and service providers (who do know the identity of service user

20) can ask for geo-location information from dynamic key crypto provider 10 only when

they require it so as to gain benefit of geolocation without a privacy invasion of the service

user 20.

As shown in Figure 2 at step 2001, in one example, computer minutia 64 can

represent a set of 390 distinct minutiae values that may be chosen for collecting and
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cataloging from the computer 18. In the particular example, there are 40 categories or types

of the minutia that are hardware minutia; 70 categories or types of the minutia are firmware

minutia; and 280 categories or types of the minutia are software minutia. Hardware minutia

may include such items as the device manufacturer, model number, serial number, and

international mobile equipment identification (IMEI) number, for example. Firmware

minutiae may include, for example, the name of the firmware vendor, version number,

revision number, revision date, communication and telephony services, location and GPS

data, and operating system. Software minutia, similarly for example, may include

application name, supplier identification, software release number, memory reads, software

cataloguing, clock and other counters, and date. Hardware minutia values typically cannot

change without changing a physical component of the computer 18. Firmware minutia can

be updated but usually their update is controlled by someone other than the service user 20.

Software minutia changes dynamically via various individual instantiations of service user 20

and includes elements that may require predictable, constant change in normal situations (i.e.,

frequently called contact phone numbers).

It is important to note that software minutiae values can often reflect customizations

performed by the service user 20. In this manner, software minutiae values can accurately

identify computer 18 devices that are otherwise extremely similar in hardware and firmware.

When the computer 18 is manufactured, devices are very similar, hence the need for serial

numbers, but, under security considerations, these hardware minutia identifiers are few in

number and can be easily spoofed. Significant customization affecting software minutiae

values is typically done within days, even hours, of ownership of a computer 18 by the

service user 20. Thus the software minutiae values diverge significantly at device

personalization and the addressable space continues to expand throughout the use of the

computer 18 by the service user 20. Therefore, the uniqueness of a computer 18 increases

with time after manufacturing, this is often referred to as entropy, or the natural tendency

towards chaos, and, thus, software minutiae are valuable in the security of dynamic key

cryptography functions. To illustrate the potential range represented by the values of minutia

if, for example, there were 300 minutia values each averaging four bytes in length, by

interleaving and mixing the minutia values to form dynamic crypto keys, the keys could
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represent a space defined by as 2 raised to the 9600th power (cryptographic keys of 2 raised
to the 1024 power are considered secure by the industry).

Nearly any data can be introduced into the system 200 by the definition and addition

of minutia classes. For example, PIN, password, service history and other service user 20

secrets can be entered and processed as if they were a class of minutia. For example, a

minutia index might refer to memory location where the minutia value could be read and

processed. If the minutia index for the PIN is sent to the device, instead of, for example,

reading a memory location, a PIN screen can be displayed on the computer 18, the service

user 20 can enter their PIN (or other secret value) and the information entered can be

processed as the minutia value in the method here described by system 200. A similar

process can be performed for biometric values, for example, facial geometry, voice patterns,

fingerprinting. In another example, the service provider app 44 might be analyzed and the

software structure itself provide minutiae values that can be challenged and validated to

ensure the run-time integrity of the calling application service provider app 44. Thus by

adding minutia classes, any information can be processed to get the benefits of system 200

(e.g., secure input for crypto key material, fuzzy validation matching, inferred minutia value

learning, confidence rating).

Step 2003 shows an example of specific values of the minutia 70 database for a

specific computer 18. The minutiae can be obtained via the dynamic key crypto library 56.

Various instances of the dynamic key crypto library can exist on a single computer ‘18 and

can be related to one or more instances and providers of a service provider app 44. In this

example, the first hardware minutia (H1) may be the IMEI number of computer 18, and for

the specific computer 18 of the example, the IMEI number may be encoded as “1234”. The

computer 18 may have specific values for the 40 different hardware minutia, H1 to H40;

specific values for 70 different firmware minutia, F1 to F70; 280 specific values for different

software minutia, 81 to S280, 2 specific values for service user 20 secrets, ?1 and ?2; and 5

specific values for service user 20 biometric minutia, B1 to BS, from which it may be

possible to accurately and uniquely identify the specific computer 18 and associated service

user 20 for computer 18. The actual minutia used and their index ordering as H1 to H40, F1

to F70, 81 to S280, ?1 to ?2, and B1 to B5 provide a particular cataloging scheme or a

cataloging of minutia DB 70 for the specific example illustrated in Figure 2. The
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combination of specific hardware, firmware, software, secret and biometric values found on

the computer 18 and collected from the service user 20 at a particular time or within some

pro—defined time frame may be referred to as the “current device image” as indicated at step

2003.

For a particular computer 18 and a particular scheme (e.g., H1 to H40, F1 to F70, S].

to $280, ?1 to ?2, and B1 to B5 of Figure 2) a number of possibilities for specific values of

the minutia can actually occur on the computer 18, be known by the service user 20 or

represent the biometrics of service user 20. For example, as indicated at step 2005, the

specific minutia value for index F1 may be either of F1A, F1B, or possibly others, referred to

as the anticipated minutia DB 98. All other computer minutia values remaining the same, a

change at the F1 index from a value of F1A to F1B, for example, represents one permutation

of computer minutia possible for a specific type of computer 18 (e.g., for computers running

the Android operating system). It can be seen that if five different values were possible at

index F1, then 5 permutations that change only F1 may be possible for each different

combination of the remaining computer minutia. Although all 5 values of F1 may not be

possible for every combination, the number of permutations is generally multiplicative so

that an estimate of the number of possible permutations can be made by multiplying together

the number of possible values at each index, for all the indexes H1 to H40, F1 to F70, $1 to

S280, ?1 to ?2, and B1 to B5. For the example shown in Figure 2, it can be seen that even

with only 2 or 3 values of possibility for each index, the number of permutations, or different

possible combinations of minutia, for all types of computer 18 can easily be practically

infinite. Thus, even for large numbers of computer 18 that appear otherwise identical, within

the millions of different possible combinations of minutia DB 70 and the related practically

infinite range of minutia values in the anticipated minutia DB 98, each single computer 18

can be uniquely identified by matching its unique computer minutia 64 and secrets and

biometric minutia 26 collected bycomputer 18. As an example, when a service user 20

receives a newly manufactured mobile device (i.e. computer 18), typically part of the out—of-

the-box initialization routine is to customize the computer 18 with service user 20 specific

information such as, for example, contacts, email and network connections. The

customizations these additions represent (i.e. minutia) can immediately differentiate two

examples of computer 18 that were manufactured one immediately after the other. As the
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service user 20 uses their computer 18, the usage continues to affect and differentiate the

minutiae that can be collected from the computer 18 (e.g., frequently called phone numbers).

By maintaining a database of all industry updates related to the collective industry of

instances of computer 18 — e.g., by collecting and cataloging all industry updates to

hardware, firmware, and software minutia —dynamic key crypto provider 10, for example,

may be able to know what all the possibilities 'are for the computer minutia 64 of a given

computer 18 so that system 200 may be able to recognize a computer 18 in spite of changes

not reflected or known by the current minutia DB 70. In fact system 200 may improve the

accuracy and fault tolerance of its recognition of devices (i.e. computer 18, computer minutia

64, service user 20 and secrets and biometric minutia 26) by exploiting knowledge of

changes (i.e. anticipated minutia DB 98) to the current device image (i.e. minutia DB 78).

When using combinations of computer minutia 64 for identifying a specific computer

18, system 200 may use intelligent minutia selection 114 to select a combination of minutia

from the total set of minutia (i.e. computer minutia 64 and secrets and biometric minutia 26).

In the specific method 2010 example illustrated in Figure 2, the combination of minutia

chosen is one hardware minutia, Hx, one firmware minutia, Fy, and one software minutia Sz.

Such a combination may be referred to as a “triplet”. Although a triplet Hx-Fy-Sz may

include one hardware, one firmware, and one software minutia as in the example illustrated

in Figure 2, a triplet could also include, for example, two hardware minutiae and one

software minutia, e. g., Hx-Hy—Sz. Also, for example, more or less than three minutiae could

be used at a time, e.g., a “quadruple ” such as Hx—Fy-Sz—Bb. Any combination of minutia

from the total set of minutia DB 70 may be used. Smaller subsets of minutia values constrain

the scope of change within the minutia values so the results can be rapidly validated. Longer

subsets of minutia values increase the potential change (and therefore security) and can be

useful in infrequent, but high security crypto actions like digital signature.

The particular values for x, y, and z are not specified for this example so that Hx

could be any one of the 40 hardware minutia Hl—H40 shown in step 2003, e.g., IMEI

number. Similarly, Fy could be any one of the 70 firmware minutia, and Sz could be any one

of the 280 software minutia shown, for example, in step 2003. A hardware minutia of a

particular computer 18 generally will not change without changing the entire computer 18

(and identity) itself, so whatever hardware minutia, Hx, is used, it may not be expected to
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change for the particular computer 18 being challenged, as indicated by “(no changes)” next

to H1-H40 in step 2005, so that the number of possibilities for each individual Hx is limited

to one. In the particular example illustrated in method 2030 of Figure 2, the firmware

minutia, Fy, is assumed to have nine different acceptable values for illustration, and the

software minutia, 82, is assumed to have twenty different acceptable values for illustration.

Method 2030 can vary the fault tolerance of the invention by varying the allowable range of

acceptable minutia values with respect to the range of possible minutia values for each

minutia value.

Although it may be the case that certain combinations of hardware, firmware, and

software values may be incompatible (e.g., a particular software update might require a

particular firmware update) the example of Figure 2 assumes that all updates are independent

so that the total number of permutations of acceptable device characteristic values for the

particular computer 18 being challenged is the product of the number of acceptable

possibilities for each component, Hx, Fy, 82, of the triplet Hx-Fy-Sz, or 1*9*20 = 180, as

indicated at step 2007. The number of acceptable permutations for a selected combination of

minutia, then, can be smaller than the number of possible permutations for the same triplet

and significantly smaller than the total number of permutations for all minutiae, as shown by

this example, e.g., 180 out of potentially millions of possible minutia values and 180 out of

the potentially infinite number of permutations as indicated at step 2005.

Selection of the particular combination of minutia (e.g., Hx, Fy, 82 for the example of

Figure 2) to be used for challenging a particular device may vary, not only from computer 18

to computer 18 and service provider 14 to service provider 14, but, for example, each time

the same computer 18 is challenged on behalf of the same service provider 14. The

intelligent minutia selection 114 may employ a number of considerations in selecting the

combination of minutia to be used for a particular challenge of a particular computer 18 and

service user 20. As shown step 2010, intelligent selection of the combination of minutia

(e.g., Hx, Fy, Sz for the example) may be based on need for uniqueness, predictability and

scope of possible changes. For example, selection of minutia may use expectations for

changes to the current minutia DB 70 database based on knowledge of the current computer

minutia 64, current secrets and biometric minutia 26 and knowledge of all minutia value

updates that can occur (i.e. anticipated minutia DB). Knowledge of all minutia value updates
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that can occur, whether or not the updates actually have occurred, can be gained from the

previously mentioned collecting and cataloging industry-wide of all computer minutia

updates and the heuristically determined trends caused by the use of computer 18 by a

particular service user 20 . Also, for example, if uniqueness and predictability are of

concern, minutiae may be chosen for which the values are known and are not expected to

change. If scope of possible changes is of concern, minutiae with a reduced capacity for

change or a tighter tolerance of acceptable change may be selected. Combinations of

minutiae can be selected to isolate a particular minutia by combining it with static minutiae.

Likewise, a static minutia can be grouped with minutia that changes rapidly to form a set that

changes in some manner to protect static minutia members. Minutia sets can be selected to

address specific purposes such as geo-location or user secrets. Minutia sets can combine

minutia from the various identity factors of something you have, something you know and

something you are. Minutia values can be selected to periodically ‘refresh’ validations of

specific minutiae.

The intelligent minutia selection 114 process can select minutiae from the different

minutia sources of hardware, firmware, software, user secrets and user biometrics. The

intelligent minutia selection 114 process chooses the minutia nearly randomly to widely and

unpredictably sample various computer minutia 64 and secrets and biometric minutia 26 such

that deducing a pattern for minutia sampling is difficult to infer. However, there may be

certain minutia pairings and groupings that readily show and determine changes to computer

minutia 64. In such cases, a ‘selected’ (versus ‘random’) subset of minutiae may be selected

by the intelligent minutia selection 114 process.

After the intelligent minutia selection 114 process determines the minutiae to be used,

the formulate challenge 116 process looks up the minutia index for that minutia from the SP

info and IDs 32 database; this allows the minutia index for one service provider 14 to be

different from another service provider 14. The indexes are then combined with a random

number using an algorithm defined for each service provider (as described in Figure 3,

specifically the SP info and IDs 32 database); again to provide differentiation and security

between service provider 14 instances. The challenge result from the formulate challenge

116 process can then be processed at step 2020 and given to the send challenge and await

response 118 process. Since the challenge contains nearly random information which serves
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as the actual challenge value, the transmission of the challenge need not be done via an

encrypted tunnel but it can be sent securely by send challenge and await response 118 if

desired.

As shown at step 2020, the formulate challenge 116 process can compute a

cryptographic key based on the selected combination of minutia (e.g., Hx-Fy—Sz for the

illustrated example). For example, each of x, y, and 2 may be a table index value (e.g., an

integer) to the corresponding hardware (H), Firmware (F) and Software (S) information in a

database of the particular service provider 14. The specific x, y and 2 table ordering and

properties for a particular service provider 14 is found both in the dynamic key crypto library

56 created specifically for the service provider 14 and in a database of information specific to

the service provider 14 maintained by the dynamic key crypto provider 10. The key may be

computed as shown at step 2020, for example, by applying a mathematical or cryptographic

function “Fn” to the combination of minutia values Hx+Fy+Sz. Thus, the cryptographic key

may cryptographically encode information from the selected combination of minutia, e.g.,

triplet Hx-Fy-Sz. The same minutiae references, for example the x, y and 2 table indexes,

can be computed by applying a mathematical or cryptographic function “Fn”, which may be

the same or a different function from that used earlier, to form a challenge value combining

the indexes with other information such a random number, as used in the example. Thus, the

challenge cryptographically encodes enough information for the computer 18 being

challenged to determine which minutia should be used in computing its actual response. It is

important to note, however, that even though the computer 18 may use the minutiae Hx—Fy-

82 and its own actual values for those minutiae in computing its response, no information as

to what are the actual values of the minutiae is included in the challenge or response nor is

directly gleanable from the response.

At step 2030, the dynamic key crypto provider 10 computes all responses that are

acceptable for the computer 10 to make. The acceptable response computations can be based

on the allowable range of possible changes to the defined subset of minutiae selected for the

challenge. These computations can be performed beforehand (e.g., independently — whether

prior, concurrently, or after — receiving the actual response from the computer 18) and stored

in valid responses DB 130 for comparison to the actual response from computer 18. The

challenge may be sent by dynamic key crypto provider 10 or by the service provider 14 to the

Page 31 of 591 22 MIOOZ

 
 

 

 
4,2,7»:z”mwmmmyous".'‘1{He-r“:,
 

 



IA1002Page 32 of 591

10

15

20

25

30

Attorney Docket No. 475 83.5US02

particular computer 18 being challenged. The range of possible changes may be processed

because of the constant and continuous collecting and cataloging of industry updates for the

total set of minutia from which the particular combination of minutia (e.g., Hx, Fy, S2 for the

example of Figure 2) to be used for challenging the particular device is selected. Because

every allowable response to a challenge is therefore known (e.g., computed at step 2030)

before the challenge is sent to the computer 18, the actual response that will be received from

the computer 18 to the challenge may be among the range of pre-processed acceptable

responses (and therefore among the acceptable changes) computed by the dynamic key

crypto provider 10 that is challenging the computer 18. As illustrated at step 2030, in this

particular example having no possible changes for hardware (e.g., one possible value), nine

possible changes or values for firmware and twenty possible changes for software, there are

180 allowable responses for the computer 18 to return to the challenge. Each of the 180

allowable responses may be calculated by the dynamic key crypto provider 10 in a similar

manner that the computer 18 will compute its actual response in response process 112, as

illustrated in step 2040.

At step 2040, the particular computer 18 being challenged may receive the challenge

and unpack the challenge to determine which minutia it should collect and use the values of

to form its response to the challenge. Having unpacked the challenge using information and

algorithms stored in the dynamic key crypto library 56, the response process 112 can use the

computer 18 to fetch the values of the selected computer minutia 64 or collect the values of

selected service and biometrics minutia 26 and build a key that may be identical to the key

computed by the dynamic key crypto provider 10 at step 2020. The particular computer 18

being challenged may form a response to the challenge by applying a mathematical or

cryptographic function “Fn”, which should be the same as that used at step 2020 or step

2030, to the key + challenge as shown in Figure 2. The computer 18 being challenged may

then communicate the response to return it directly to the dynamic key crypto provider 10 or

indirectly via the service provider 14. Again, since the challenge and response exchange may

contain a random number element, it can change every time, even if the same minutiae were

selected. As such, it does not need to be securely transmitted between computer 18 and

dynamic key crypto provider 10 over network 16, but it can be if desired. The dynamic key
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crypto provider 10 sends the computer 18 response to the validate response from computer

120 process for processing in step 2050.

As illustrated at step 2050, the validate response from computer 120 process can

therefore be determined by simply comparing the actual response received from the computer

18 to the allowable responses that are pre-processed by the dynamic key crypto provider 10

to determine if there is a match. Decrypting or decoding of a response is not necessary so the

validation can occur very quickly. On a match between the actual response and one of the

pre-processed responses, the validate response from computer 120 process may then know

what the particular actual minutia values from computer 18 are for the combination selected

(e. g., triplet Hx-Fy-Sz) by knowing which possible response has matched the actual. response

even though neither response contains any direct or decipherable information about the actual

minutia values. If a match is found, the subset of minutiae used in the challenge may be

regarded as being known or authenticated. For example, as seen at step 2007, if the actual

response matches the 172nd possible response “Resp172” or permutation, then the actual

device values must match those of Hx, the first possibility for Fy (e. g., Fy0), and the

twentieth possibility for 82 (e. g., Szl9) even though “Resp172” itself contains no direct

information regarding the actual minutia values being challenged.

The validate response from computer 120 process can use logical groupings of

minutia values to increase the confidence of a matched response. Groupings of related

minutia may be gleaned, for example, from the anticipated minutia DB 98 or discovered

heuristically. For example, if a set of minutiae is only changed via an industry update and all

minutiae within the set change to unique values in unison with the particular update, then

should a particular minutia value or values within the set of update related minutia not share

the expected values of other minutiae with regard to a single update set, then the validate

response from computer 120 could deduce the response related to the minutiae values within

the update logical grouping may be in error or fraudulent. As an example, should a

fraudulent entity alter the computer 18 to return falsified information when the minutia value

is collected by the response process 112 via the operating system on computer 18, the actual

minutia value would not be returned. In this manner, a fraudulent entity could make one

computer 18 look like another computer 18 or make one service user 20 appear as another

service user 20. The validate response from computer 120 can use logical groupings of
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minutiae and, for example, employ multiple methods for collecting what should be the same

value (i.e. a smartphone’s phone number can be learned through several methods) (1) Often,

multiple methods exist for reading a particular value such as phone number. The various

methods can be used and the returned minutia value compared for consistency. (2) Often

groups of minutia values are related such that a change in one should create changes

elsewhere (for example time and time zone.) In the validate response from computer 120

process, the minutia values related to one another can be verified to ensure changes are found

to be consistent throughout the related ‘group’ of minutia values.

Even if an exact match is not found, the allowable ranges from the set of possible

minutiae may be expanded or additional challenges using other, possibly related, minutiae

may be sent to the device in an effort to validate the device. If necessary, changes in the

computer minutia 64 of a computer 18 can be sent from the computer 18 to the dynamic key

crypto provider 10 using the registration subsystem 400 described in Figure 4.

If the response is not an expected response, then a validation failure process as

described in Figure 6B can alert the service provider 14 that the validation has failed.

At step 2060, on a match between the actual response and one of the pre—processed

responses, the update computer minutia 128 process may then know what the particular

actual minutia values from computer 18 are for the combination selected (e.g., triplet Hx-Fy-

82) by knowing which possible response has matched the actual response even though

neither response contains any direct or decipherable information about the actual minutia

values. The values from the valid responses DB 130 used in the response calculation can

then be used to update the values stored in the minutia DB 70 database.

Figure 3 illustrates a service provider application (app) delivery system 300 in

accordance with an embodiment. Figure 3 shows a system for delivering a service provider

app 44 to a computer 18 such that the service provider app 44 has included within it a

dynamic key crypto library 56 which is unique to the service provider 14 and performs

computer security functions on the computer 18.

The service provider app 44 may be similar to a typical industry application except

that service provider app 44 makes application programmer interface (API) calls to a

dynamic key crypto library 56 that was compiled as a library with the application source

code 42 to form the final executable form of the service provider app 44. The service
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provider app 44 can be shared with the dynamic key crypto provider 10 for analysis to

generate minutia values that can validate the integrity of service provider app 44 when

service provider app 44 is running on a computer 18. Service provider app 44 may contain or

wish to store data that the service provider 14 requires to secure and make private.

Within the dynamic key crypto provider 10 there may be a service provider

registration 30 process for registering service provider systems 14 to use system 300. The

service provider registration 30 process records and generates data specific to the service

provider 14 and stores that data in the SP info and IDs 32 database. Such data can include

preferences like PIN utilization (i.e. force a system PIN, use a service PIN, etc.) and

minimum scores to allow connection. The SP info and IDs 32 database may be, for example,

a list of customers and partners for whom a custom dynamic key crypto library 56 has been

created. The SP info and IDs database 32 may include key material used to identify and

encrypt data of the service provider 14 throughout the system 300 and a table for indexing

minutia. Such SP info and IDs 32 database may uniquely identify the service provider 14

and ensure that features and elements of system 300 used by the service provider 14 are

secure and separate from other service provider systems 14 that might use the system 300.

This provides service separation of data and identifiers such that multiple, independent

service provider systems 14 cannot collude, compare data and infer what might be considered

private data or tendencies of a service user 20.

The SP info and IDs 32 data unique to a service provider 14 may be used in a custom

library creation 34 process to make a dynamic key crypto library 56 which contains data

elements of the SP info and IDs 32 database. In addition to data unique to the service

provider 14, the custom library creation 34 process can create code custom to a particular

service provider 14. Such custom code can include different encryption algorithms (e. g.,

AES, RSA, Elliptical curve), different hashing algorithms (e.g., secure hash algorithm (SHA-

1), message digest (MDM)), unique system encryption keys, unique look up table routines

and orderings, different hashing methods for combining minutia values into dynamic crypto

keys (e.g., interleaved bit transformations, reverse—ordering, bit inverse, bit shifting), and

minutia definitions and classes uniquely available to a particular service provider 14. All of

the customizations when compiled form a dynamic key crypto library 56 unique to the

service provider 14 such that a breach of a dynamic key crypto library 56 for one service
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provider 14 may not affect the dynamic key crypto library 56 of another service provider 14.

In addition, even if the exact same minutia values are used to form a dynamic crypto key on

the exact same computer 18, the resultant dynamic crypto key for one service provider 14

may be different than the resultant dynamic crypto key for another service provider 14; thus

the responses for different instances of service provider 14 would be different even if the

exact same challenge was sent.

Because of the different SP info and IDS 32 databases used in the formation of the

dynamic key crypto libraries 56, two instances of service provider 14 (e.g., two different

online service providers), for example, may be prevented from being able to compare

information gleaned from the computer 18 and conclude their individual service provider

apps 44 are residing on the same cOmputer 18. This prohibits the profiling of a service user

20 based on multiple instances of service provider 14 connected to their computer 18.

Likewise, because of the unique computational possibilities introduced in the custom

library creation 34 that formed the dynamic key crypto library 56, a successful attack against

the privacy and security included within a particular dynamic key crypto library 56, may not

be successful against a dynamic key crypto library 56 related to another service provider 14.

The dynamic key crypto library 56 is responsible for, among other activities:

1) reading computer minutia 64 found on the computer 18 and facilitating entry by

service user 20 of secrets and biometric minutia 26 into computer 18 that can validate that an

appropriate service user 20 is using an identified computer 18;

2) communicating computer minutia information across the network 16;

3) responding to dynamic key crypto provider 10 challenges to establish a computer’s

unique identity, protect data, and perform digital signatures using computer minutia 64 found

on the computer 18 and secrets and biometric minutia 26 input by service user 20 into

computer 18;

4) processing requests from the dynamic key crypto provider 10 to possibly hold,

transfer, or a delete service provider app 44 and itself (dynamic key crypto library 56); and

5) randomizing or obfuscating dynamic key crypto library 56 activity through various

mechanisms that make it difficult to intercept sensitive actions.

The dynamic key crypto library 56 created uniquely for the service provider 14 may

be sent to the service provider 14 securely over a network 16 in the send custom library to
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service 38 process using any of several methods. The dynamic key crypto library 56 may

include program logic designed to perform security functions both directed by and on behalf

of the service provider app 44 by interacting with the computer 18. With newer forms of

computer 18 (e.g., smartphones and tablets), a dynamic key crypto library 56 that functions

as part of the service provider app 44 when it is running is a more reliable method then

independently running applications to access the required services for computer 18.

Furthermore, the larger combined code size of the dynamic key crypto library 56 and the

service provider app 44 can impose a more tedious and difficult effort to isolate the security

functions in an effort to defeat the security.

The service provider 14 may perform an industry typical build application 40 process

by combining the dynamic key crypto library 56 with application source code 42 of the

service provider 14 to create a service provider app 44. The service provider app 44 can be

distributed any number of ways including directly over a network 16 and through a third

party software distributor 22 either over the network 16 or directly to the service user 20 for

loading on the computer 18 via the distribute application 46 process. The third party

software distribution system 22 may be an optional system or systems for distributing

software from the service provider 14 to computer 18. Apple’s AppStore® is an example of

such a software distribution system.

Figure 4 illustrates a system 400 for registration of computer and user minutiae in

accordance with an embodiment. Figure 4 shows a system for registering a computer 18 with

a dynamic key crypto provider 10 and a service provider 14 over a network 16.

The computer 18 may have on it a service provider app 44. When the service

provider app 44 is installed, the dynamic key crypto library 56 within the service provider

app 44 may run tests to proof the install 76. Proof the install 76 can be part of the dynamic

key crypto library 56 and can use a, shared secret supplied by service provider 14 through a

user authentication 50 process. In this case the service user 20 might answer previously

defined questions, recognize historical service usage, and recognize past instances of

computer 18 used by service user 20 or other identity proofing methods.

Additionally, the proof the install 76 process can look for other instances of service

provider app 44 from other service provider systems 14 and report any found instances back
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to the dynamic key crypto provider 10 for additional assurances on the history of the

computer 18.

After the user authentication 50 is performed, the service provider 14 may send to the

dynamic key crypto provider 10 an account identifier that the service provider 14 uses to

identify the service user 20. The register computer 68 process binds the account identifier

with the computer minutia database (DB) 70 to link the service user 20 to a particular

computer 18.

The dynamic key crypto library 56 can sample a wide range of computer minutia 64

and secrets and biometric minutia 26 using the fetch key minutia 58 process including

minutiae from the computer 18 (hardware, firmware, and software) and minutiae from the

service user 20 (secrets and biometrics). Secrets and biometric minutia 26 may be collected

from the service user 20 by the computer 18 or via other conveyance methods. Not all

possible minutia values are required to be read at installation; some may be read at a later

time.

A process to select minutia for service keys 60 uses some or all of the computer

minutia 64 to create encryption and identifier keys that can be used by the dynamic key

crypto library 56 and other parts of the systems 100, 200, 300, 400, 500, 600, 700, 800, and

900 for things like encrypted service data 196 stored locally on the computer 18. These

selections may be predefined in a dynamic key crypto library 56 or stored in a service key

minutia selections 66 database that is managed and secured by the dynamic key crypto

library 56. The service key minutia selections 66 database may reside within a secure

element on the computer 18 and can be used for offline processing. The minutia selected by

the select minutia for service keys 60 process may be used by the dynamic key crypto library

56 to dynamically build the service keys required by the dynamic key crypto library 56; the

keys that result from reading the computer minutia 64 are not stored within the dynamic key

crypto library 56 or system 400; they may be computed as they are needed by consulting the

service key minutia selections 66 database and using the fetch key minutia 58 process to

obtain the resulting computer minutia 64 or secrets and biometric minutia 26. Thus if a

service provider app 44 was copied from one computer 18 to another computer 18, when the

service keys were built from computer minutia 64, the resulting service key would not be

able, for example, to properly decrypt data stored locally on the computer 18.
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Some of the computer minutia 64 and secrets and biometric minutia 26 are sent to the

dynamic key crypto provider 10 via the transmit minutia to dynamic key crypto provider

(DKCP) 62 process. A relatively small amount of computer minutia 64 and secrets and

biometric minutia 26 can be sent to the dynamic key crypto provider 10 so the dynamic key

crypto provider 10 can look for existing matches to the computer minutia 64 in its minutia

DB 70 database. If the dynamic key crypto provider 10 finds matching minutia 64, then the

dynamic key crypto provider 10 can send challenge, response, and validation exchanges

described in Figure 2 to verify a wider set of computer minutia 64. If a wider sampling of

computer minutia 64 are properly verified by the dynamic key crypto provider 10, then it can

possibly deduce that this is another service provider app 44 being added to a computer 18. If

the dynamic key crypto provider 10 does not finding matching computer minutia 64 in its

minutia DB 70 database, then a subset of computer minutia 64 and secrets and biometric

minutia 26 can use the process “transmit minutia to DKCP 62” such that the computer 18 can

be properly and uniquely identified and the remainder of computer minutia 64 and secrets

and biometric minutia 26 can be learned by the dynamic key crypto provider 10 using the

update computer minutia 128 process described in Figure 2. In this manner, it may be

possible to transfer some of the minutia via challenge, response, and validation as described

in Figure 2, and not all of the minutia may need to be transferred via the transmit minutia to

DKCP 62 process, which can use several secure transmission methods that may vary by

service provider 14 through the customization of the dynamic key crypto library 56.

By performing a transmit minutia to DKCP 62 process, various values of computer

minutia 64 and secrets and biometric minutia 26 may be sent along with their minutia

descriptor to the dynamic key crypto provider 10 which may perform a register computer 68

process. The register computer 68 process may record the computer minutia 64 and secrets

and biometric minutia 26 into a minutia DB 70 along with a reference to the service provider

14 account identifier for the service user 20. The minutia DB 70 can store the type (or

category) of minutia, its value and the service identifier for later processing.

The dynamic key crypto provider 10 is able to store the computer minutia 64 and

secrets and biometric minutia 26 which have been randomized by the unique dynamic key

crypto library 56. The dynamic key crypto provider 10 is also able to decrypt service

provider (SP) minutia 74 using SP info and IDs 32 data to learn the actual computer minutia
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64. Many of these actual minutia values are known only by the dynamic key crypto provider

10 and may be used later for services to multiple service provider systems 14.

Some of the actual computer minutia 64 and secrets and biometric minutia 26 may be

sent to the service provider 14 via a send computer profile to SP 72 process. To protect a

service user 20 from being profiled by various instances of service provider 14 that might

collude and interpolate minutia values, the descriptive names of the minutia values can be

abstracted so their actual meaning is unknown (e.g., counter-l, counter—2, entertainment-l).

In addition, where possible, the values of the minutia can be hashed to hide the actual minutia

value. The service provider 14 can store computer info 52 into SP computer info DB 54 or

store data in the service and user data 24 database (or both). The SP computer info DB 54

information can be useful to the service provider 14 for understanding the types and minutia

of computer systems 18 running their service provider app 44 software. Such information

might include OS type and version, computer make and model, for example. The service and

user data 24 database might contain secrets such as PINS and passwords meaningfill to the

service provider 14.

Figure 5 illustrates a system 500 that may be used to catalogue and model industry

minutia to create and update anticipated minutia databases in accordance with an

embodiment. ‘ Figure 5 shows a system 500 for creating an industry update catalogue DB 96

from a wide range of industry sources and using that information to form an anticipated

minutia DB 98.

The dynamic key crypto provider 10 routinely performs industry minutia cataloguing

86 processes for ultimately amassing an industry update catalogue DB 96. This database is

for managing a vast but finite collection of industry minutia. Large scale searches,

interpolation, multi-upgrade permutation modeling and probability calculations are

performed against the data found in the industry update catalogue DB 96.

The industry minutia cataloguing 86 process uses computer industry research 90 to

heuristically and empirically perform a minutia update collection 88 process. The minutia

update collection 88 process scours a network 16 (for example, the Internet) seeking out

information from software manufacturers 80, computer hardware manufacturers 82 and

firmware manufacturers 84. Software manufacturers 80 may include, among other entities,

software manufacturers, online software storefronts, support services for software, and some
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operating systems. Computer hardware manufacturers 82 may include, among other entities,

manufacturers of PCs, laptops, tablets, smart phones, purpose-built computers, and other

hardware often capable of connecting to a network 16. Firmware manufacturers 84 may

include, among other entities, software related to hardware (commonly called drivers), some

operating system software, software for configuring and controlling access to a network 16

such as a mobile operator network, or public and private cloud networks.

The minutia update collection 88 process collects such information as the computer

industry research 90 process may deem beneficial to system 500. The collected data is then

given to a data modeling, heuristics and permutations 92 process for analysis with regard, for

example, to computer or user device identification. The data modeling, heuristics and

permutations 92 process considers historical minutia trends and data mining 94 as well as the

current minutia DB 70, the current anticipated minutia DB 98 and the event log 12 which

may log actions and exchanges performed by the dynamic key crypto provider 10 for

auditing and heuristic analysis at later times. The industry updates themselves can be

grouped and related such that one minutia update in the industry update catalogue DB 96 can

trigger expected changes in other related minutia values. For example, if an operating system

industry update is shown to change fifteen minutia values and the minutia values are not

affected by service user 20 usage (including, e.g., build number, build name, subsystem

versions, system sizes), then these minutia values can be grouped and inferred or validated

collectively in the data modeling, heuristics and permutations 92 process.

Other related minutia values may change as a result of service user 20 usages. This is

related but different to service user 20 behavior patterns; minutia values in minutia DB 70

(such as minutia values related to the computer 18) establish the behavior of the minutiae

(such as computer 18) and, therefore, behavioral algorithms can be applied to the minutia DB

70 values. For example, if the computer 18 repeatedly connects to a secured wireless LAN

(such as one provided by an employer) when the computer 18 is in its ‘work’ environment

during business hours, this could imply a third-party trust of the computer 18 (via, e.g., MAC

address validation, WEP key authentication) by the secured wireless LAN; failure to connect

under ‘normal’ working conditions could signal a change such as a lost device or new job.

As another example, if values in the minutia DB 70 show that an address book has
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consistently added addresses over a time period reaching hundreds of names and suddenly

the address name count goes to eighty, that could signal ownership by a new service user 20.

From data collected and modeled, the’data modeling, heuristics and permutations 92

process records possible minutia values in the anticipated minutia DB 98. The data stored in

the anticipated minutia DB 98 is pre-calculated combinations of industry update catalogue

DB 96 and minutia DB 70 which are managed and ordered according to probability within

the database so that rapid derivative comparisons can be verified and scored against a

confidence scale.

For example, when computer industry research 90 discovers a pending operating

system release, the minutia update collection 88 process can gather a copy of the newly

released operating system from, again for example, the appropriate firmware manufacturers

84. The new operating system is processed by the data modeling, heuristics and

permutations 92 function and the resultant minutia stored in the anticipated minutia DB 98

for later use by system 500.

As another example of anticipated minutia, for minutia that represents system

counters, the counter information collected from the minutia DB 70 can be increased an

allowable range as determined by the data modeling, heuristics and permutations 92 process.

All counter values within the allowable range would then be stored in the anticipated minutia

DB 98.

In most cases, the data modeling, heuristics and permutations 92 process and the

historical minutia trends and data mining 94 process calculate a probability and confidence

scoring related to the values stored in the anticipated minutia DB 98. These probability and

confidence scoring values are a determinative factor in the confidence scoring system for

computer authentication.

Figure 6 illustrates a system 600 for scoring, confidence rating and step-up processing

in accordance with an embodiment. Figure 6 shows a system 600 for computing a minutia

validation scoring 140, comparing the scoring against a threshold defined by the service

provider 14 and taking additional actions to process SP step-up request 150 in an effort to

increase the scoring over the desired threshold.

The dynamic key crypto provider 10 contains a subsystem for the minutia validation

scoring 140. The minutia validation scoring 140 subsystem receives a response validated
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using the subsystem 200 defined in Figure 2. The compute score 144 process computes a

heuristic and probabilistic scoring of the minutia and minutia values used in the validated

response using data from the valid responses DB 130, the SP info and IDs 32 data, the event

log 12 and the anticipated minutia DB 98. Information in the valid responses 130 database

includes both information representative of the current state of computer minutia on the

computer 18 and anticipated minutia from industry sources and service user 20 norms, both

of which are described in previous figures and in Figure 9 with regard to the service provider

app 44 subsystem 900.

For example, the scoring for hardware minutiae might be typically higher than the

scoring for software minutiae. Firmware minutia values that change as expected may also

have a higher confidence scoring. Likewise, software minutiae (such as date) that change as

expected may positively affect the overall scoring of the response.

Some minutiae value changes, while possibly anticipated, may negatively affect the

overall scoring of the response. For example, if a counter value takes an unusually large

jump, it will negatively affect scoring. Also, if firmware minutiae values do not reflect

routine updating as per industry norms, the scoring may be negatively affected. In addition,

if a computer reset is detected that resets a wide range of minutia back to a known factory

default, the resulting score may be lower.

Some minutiae themselves score differently. For example, certain software minutiae

may be more predictable and useful than others. So, when a more favored minutia or

minutiae are used, the resultant scoring may be higher when compared to validation done

with less desirable minutiae.

Because of the vast number of minutiae to be validated, another scoring input can be

the time since a particular minutia value was last validated in a challenge and response

exchange with the computer 18.

Information outside the scope of a single computer 18 may also impact the scoring. If

several instances of a computer 18 are registered to a single service user 20 within a

particular service provider 14 as shown in the minutia DB 70, the high number of registered

computer 18 may negatively impact the scoring, especially if several computer 18 computers

are considered to be equivalent (for example, three smart phones instead of one smart phone,

one tablet and one laptop).
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After compute score 144 is performed, the resulting score is compared against the

initial threshold defined by the service provider 14 and typically sent up during the initial

connection to the service provider 14. If the computed score >= threshold 142 then the send

score to SP 148 process is used to return the score to the service provider 14 for further

consideration.

If the score >== threshold 142 is not true, then the process SP step-up request 150 is

performed. Note the similar process SP step—up request 150 process can be performed if the

initial threshold or subsequent thresholds are not met, as defined by the service provider 14.

The process SP step-up request 150 performs a compare valid responses and

threshold 152 to determine if a possible response and corresponding score are equal to or

above the threshold using information from the valid responses 130 database. The process

may be governed by a user impact heuristics 154 process which determines the best response

and step-up manner in which to increase the score.

If any score >= threshold 156 is true, then specific minutiae as defined in the use

selected minutia elements 168 may be used to formulate challenge 116 and system 600 will

continue using the system 200 shown in Figure 2. In this manner, the service users 20 may

not be inconvenienced by having to take an action.

If current score + 2nd >= threshold 158 is true, then the use three identity factors 170

process may request the dynamic key crypto provider 10 to direct the dynamic key crypto

library 56 to collect service user 20 secrets or biometric minutia using computer 18.

If new score + 2nd >= threshold 160 then both the new, selected minutia challenge

and the use three identity factors 170 processes may be triggered.

If there is no way for a new, selected minutia challenge to achieve a score equal to or

higher than the threshold requested by service provider 14, then the send validation failure to

SP 162 process is performed.

When the service provider 14 receives a scoring from the Minutia validation scoring

140 from the dynamic key crypto provider 10, it first determines if a step failure 172

occurred. If this is the case, the dynamic key crypto provider 10 is unable to match the

threshold desired by the service provider 14. The service provider 14 must then determine

how to respond in the validation failure process 180 which, for example, can include denying
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the service request or conducting an out-of—band identity proofing of the service user 20 that

might trigger a new computer 18 registration as shown in Figure 4.

If the score from the dynamic key crypto provider 10 is not a step-up failure as

determined in step failure 172, then the SP risk process 174 compares the score against its

own risk tables for the service action requested by the service user 20. If the score >=

threshold 142 then the allow user action 182 may be performed; the confidence in the

computer 18 and optional service user 20 may be sufficient for the service provider 14 to

allow the requested action.

If the score >= threshold 142 fails, then the request step-up authentication from

dynamic key crypto 178 process requests the dynamic key crypto provider 10 to perform a

process SP step-up request 150 in an effort to get a scoring above the desired threshold.

Figure 7 illustrates an authentication system 700 in accordance with an embodiment.

Figure 7 shows a system 700 for dynamic key cryptography authentication possibly using

minutiae from the three identity factors (have, know and are) found on computer 18 or

collected from a service user 20.

When a PIN or password entry is required, for example, as a second identity factor to

computer 18 identification, the dynamic key crypto provider 10 may perform a use service

PIN 250 decision to determine whether a service PIN native to the computer 18 is used or a

PIN specific to the service provider 14 is used according to data stored in the SP info and IDs

32 database. The service provider 14 can mandate the use of a service PIN or mandate or

allow that the native computer 18 PIN (or password) be used.

The dynamic key crypto provider 10 can request a service user 10 PIN entry by the

challenge process described in Figure 2. In such case, the unpack challenge 108 process can

enable the fetch key minutia 58 process to determine a PIN minutia request in the challenge

and query use service PIN 250 to determine true or false.

The dynamic key crypto provider 10 can request either the computer 18 (if such

functionality exists) to display system PIN 256 or the dynamic key crypto library 56 running

on the computer 18 to perform the display service PIN 254 entry processes.

If the service provider 14 allows a PIN native to the computer 18 and the computer 18

is capable of a process to display system PIN 256, then a computer 18 process similar to (or

possibly the same as) the display system PIN 256 process is called by the computer 18.
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If a use service PIN 250 is yes or a computer 18 is not capable of being remotely

directed to display system PIN 256, then the dynamic key crypto library 56 performs the

display service PIN 254 entry process.

If use service PIN 250 is not required, then the dynamic key crypto library 56

determines if system PIN in use 252 is yes. If system PIN in use 252 is yes, then the

computer 18 native PIN (or password) screen is displayed via the display system PIN 256

process as if, for example, the computer 18 ‘timed out’ and the service user 20 was prompted

to re-enter their PIN.

If use service PIN 250 is yes or a system PIN in use 252 is no, then the dynamic key

crypto library 56 performs the display service PIN 254 process and “a custom PIN entry

screen is shown. The valid PIN can be a pre—determined number between the service

provider 14 and the service user 20 or can be set during the computer system registration

system in Figure 4 as part of the proof the install 76 process or some other registration

process.

Regardless of the PIN screen displayed, the service user 20 enters a PIN into the

computer 18 using the secrets and biometric minutia 26 information the service user 20

possesses. When the system PIN in use 252 is true the validation of the PIN is performed by

the computer 18 itself. When a correct PIN is entered, the dynamic key crypto library 56 can

perform a get time since last successful PIN event 260 process and return the new time since

a valid last PIN entry to the dynamic key crypto provider 10. In this manner, a service user

20 may not have to enter multiple PINs or the same PIN multiple times to show they are in

possession of the device; the system PIN acts a universal PIN for all protected service

provider apps 44 running on the computer 18. When use service PIN 250 is true, the

dynamic key crypto library 56 uses the PIN value entered by the service user 20 into the

computer 18 to calculate actual response 106 which is then returned to the dynamic key

crypto provider 10 for validation as described in Figure 2.

If a valid PIN entry is not performed, the dynamic key crypto library 56 may time-out

and return the failure to the dynamic key crypto provider 10.

In another example, the fetch key minutia 58 process may result in a process

biometric request 262. In such case, the get biometric minutia 264 process will interact with

the computer 18 to collect the secret and biometric minutia 26 data from service user 20 via
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entry into computer 18. The biometric minutia values can then be used to calculate actual

response 106 which is then returned to the dynamic key crypto provider for validation as

described in Figure 2.

In still another example, the fetch key minutia 58 process may determine a digital

signature 258 is requested and perform a digital signature via a substitute message hash for

random number 242 process. In this manner, the hash or digest of an action (such as a

transaction receipt or other summary) can be signed by the minutia returned by the fetch key

minutia 58 process using the calculate actual response 106 process. The fetch key minutia 58

process may fetch any number of minutia values covering any or all of the three factors of

identity (“have”, “know”, and “are”, e. g., respectively, the computer 18, the secrets service

user 20 knows or represents or biometric minutia (from secrets and biometric minutia 26)).

As an illustrative example, to form a digital signature, the contents of a message can

be hashed so that changes to the message contents form a different hash and any changes to

the message become evident. The hash can then be ‘signed’ (encrypted) using a dynamic

crypto key that contains minutiae that represent the computer 18 on which the signature

occurred including relatively stable minutia (e.g., hardware minutia), geo-location minutia,

and fast changing minutia (e.g., date, counters) that establish the computer 18 on which the

signature was performed, where the signature was performed and multiple minutia values

that collectively could validate when the signature occurred. In addition, the minutia used to

form the signing dynamic crypto key could include secrets (e.g., PIN) that only a service user

20 should know and biometric minutia (e.g., facial geometry) that only a service user 20

could produce to establish who digitally signed the digest. In this manner, the dynamic

crypto key can bind the instrument, place, time and person to a particular message. Thus, a

very wide range of minutia can be used in the dynamic signature key (not a single triplet, but

potentially dozens or even hundreds of minutia values). Furthermore, the behavioral

trajectory of the computer 18 could be considered before and after the signature to lend

credibility to the digital signature performed.

Figure 8 illustrates a system 800 for application processing for data protection

security functions in accordance with an embodiment. Figure 8 shows a system 800 for

processing interaction between the service provider app 44 and the dynamic key crypto

library 56 to improve the security of both while running on a computer 18.
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On the computer 18, the service provider app 44 may have been installed which

contains a dynamic key crypto library 56 which may be unique to the service provider 14.

The dynamic key crypto library 56 can process responses from the dynamic key crypto

provider 10 to establish a heartbeat and chatter 194, possibly triggering a delete service from

computer 236 self-destruction when there is no heartbeat 210 and randomize or obfuscating

dynamic key crypto library 56 activity through heartbeat and chatter 194 system calls to

make it difficult to intercept sensitive actions.

The dynamic key crypto library 56 performs some of its activities in direct response

to either calls by the service provider app 44 or the dynamic key crypto provider 10. For the

randomization, obfuscation and sampling of the computer minutia 64, the dynamic key

crypto library 56 can perform tasks while the service provider app 44 is idle, waiting for

response from either the service user 20 or other external drivers; often this is referred to as

waiting in the event loop.

The service provider app 44 can encrypt and decrypt data 190 to securely and

privately store service provider 14 and service user 20 data on the computer 18 in encrypted

service data 196. The encrypt and decrypt data 190 process can use the service key minutia

selections 66 database to determine which minutia the fetch key minutia 58 process should

fetch from the computer minutia 64 found on the computer 18 or the fetch key minutia 58

can receive instructions from the dynamic key crypto provider 10.

In this manner, the encrypt and decrypt data 190 process may not actually store the

keys used in encrypting and decrypting data; the keys are computed as required from the

computer minutia 64. Thus, when the encrypted service provider 14 data and service user 20

data is stored in the encrypted service data 196 database, it cannot be decrypted unless the

same computer minutia 64 are present on the computer 18. Copying the service provider app

44 or encrypted service data 196 (or both) will not enable the decryption of the encrypted

service data 196.

Encrypted data to be processed by encrypt and decrypt data 190 can be transmitted

securely from the service provider 14 overa network 16 to the computer 18, input into

computer 18 by service user 20 or generated locally on the computer 18 by the service

provider app 44 or dynamic key crypto library 56. In the case where the encrypted service

data 196 is added or changed by the service provider app 44 or dynamic key crypto library
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56, the service provider 14 can be updated with the encrypted service data 196 over a secure

communication between the computer 18 and the service provider 14 using the network 16.

The encrypt and decrypt data 190 process is intended to function on data at rest on the

computer 18, not data typically in transit over a network 16. However, the same key creation

processes based on computer minutia 64 found on thecomputer 18 can be used for many

types of data protection.

The dynamic key crypto library 56 can also enable a local computer check 192 which

uses the encrypt and decrypt data 190 to randomly validate computer minutia 64. In this

manner, random data can be encrypted and, at a later time, decrypted to verify the computer

minutia 64 are still valid, and thus the service provider app 44 is running on the intended

computer 18. Similar verifications can be made by the dynamic key crypto provider 10 using

challenge, response, and validation system 200 described in Figure 2.

Since the computer minutia 64 may contain minutia that change with normal use and

time, the encrypt and decrypt data 190 may fail after those changes. For fault tolerance of

the system, the encrypt and decrypt data 190 can process the data using multiple subsets from

the large range of possible computer minutia 64. In this manner, the encrypt and decrypt data

190 can compute several different copies of encrypted data based off a very wide range of

computer minutia 64. The number of different instances of encryptions based off a single

plain text source can be controlled by the dynamic key crypto library 56 which is

customizable for each service provider 14.

When encrypting plain text data, the encrypt and decrypt data 190 process uses the

fetch key minutia 58 process the required number of times as controlled by the dynamic key

crypto library 56. Each time a fetch key minutia 58 is performed, the corresponding minutia

indexes are read from the service key minutia selections 66 and the resultant computer

minutia 64 is read. The service key minutia selections 66 can be, for example, stored locally

on computer 18, stored in a secure element on computer 18, or stored in the dynamic key

crypto provider 10 data and be directed using the challenge, response, and validation system

200 described in Figure 2. Each return of fetch key minutia 58 contains a set of minutia

values hashed and used by the encrypt and decrypt data 190 process to encrypt the plain text

data and stores the encrypted result in the encrypted service data 196. Thus, multiple

encryptions of the same plain text may be stored in encrypted service data 196 database.
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When attempting to decrypt data in encrypt and decrypt data 190 process, the fetch

key minutia 58 process follows the same logic in determining the service key minutia

selections 66 and then fetching the related minutia from the computer minutia 64. When the

fetch key minutia 58 returns the minutia values to the encrypt and decrypt data 190, the

encrypt and decrypt data 190 retrieves the encrypted values from the encrypted service data

196 and uses a hash of the minutia values to decrypt the information.

If the decryption performed by the encrypt and decrypt data 190 does not properly

decrypt the plain text — determined by some means of checksum, know plain text tests or

other means in the valid decryption 202 determination ~ then the number of retries exhausted

206 is compared. If more encrypted instances of the plain text exist, then the next set of fetch

key minutia 58 is performed which uses the service key minutia selections 66 to index

another subset of minutia values which are then retrieved from the computer minutia 64

information.

This loop of fetch key minutia 58, valid decryption 202 and retries exhausted 206 is

performed until a valid decryption of the data occurs or no more retries remain. If retries

exhausted 206 returns true before a valid decryption of the data occurs, then the system faults

and triggers a re-registration of the computer 18 as shown in Figure 4 or the original minutia

values used when the encryption was done can be returned by the dynamic key crypto

provider 10 to the dynamic key crypto library 56.

If a valid decryption 202 was found, then the encrypt and decrypt data 190 can

perform a synch minutia with DKCP 201 on any minutia that failed to properly decrypt the

plain text. When a synch minutia with DKCP 201 is performed, the changed minutia

selections are indexed from the service key minutia selections 66, the changed minutia is

read from the computer minutia 64 and given to the dynamic key crypto library 5 6 for secure

transmission over the network 16 to the dynamic key crypto provider 10 which stores the

updated minutia values in the minutia DB 70.

The synch minutia with DKCP 201 process can also perform an update library

storage 208 function which calls on the encrypt and decrypt data 190 process to recalculate

the failed decryptions using the new minutia found in the computer minutia 64.
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When the dynamic key crypto library 56 connects to the dynamic key crypto provider

10 to update computer minutia of the computer 18, the dynamic key crypto provider 10

performs an authentication just as if the computer 18 was connecting to a service provider 14.

The dynamic key crypto library 56 can also have a heartbeat and chatter 194 process

that, for example, may: 1) perform random activity on the computer 18; 2) function as a

heartbeat between the dynamic key crypto library 56 and the dynamic key crypto provider

10; and 3) obscure and obfuscate meaningful actions.

The heartbeat and chatter 194 process can periodically perform a response process

112 using a challenge sent by the dynamic key crypto provider 10. Recall that the dynamic

key crypto provider 10 can send a number of challenges to the dynamic key crypto library 56

for later processing. In this manner (described in Figure 2) minutia values can be inferred

and updated between the computer 18 and the dynamic key crypto provider 10.

This or a similar process can also serve as a heartbeat between the computer 18 and

the dynamic key crypto provider 10. If the heartbeat and chatter 194 process does not

perform a valid challenge and response cycle within a timeframe defined by service provider

14 and stored within their customized version of the dynamic key crypto library 56, as shown

in the no heartbeat 210 decision, then the heartbeat and chatter 194 process can call the delete

service from computer 236 process described in Figure 8.

The heartbeat and chatter 194 process may also periodically fetch random minutia

204 reads of the computer minutia 64 to utilize a Wide search space for any malicious parties

listening to systems calls made on the computer 18. The heartbeat and chatter 194 may also

randomly call the local computer check 192 process.

The heartbeat and chatter 194 may perform all of these functions to improve security

and obfuscate critical actions. The heartbeat and chatter 194 may be most often called during

the event loop of a service provider app 44 so as not to impact performance. The heartbeat

and chatter 194 process may also be intelligent so as not to overly use battery power, network

bandwidth, or other system resources.

Figure 9 illustrates computer identity provider lifecycle functionality and services to

service providers in accordance with an embodiment. Figure 9 shows ‘a system 900 for

managing the lifecycle of a service provider 14 and a computer 18 including deleting and
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transferring services from one computer 18 to a new computer 220 and notifying service

provider systems 14 of a new computer 220.

The transfer service 226 process can be triggered by several events such as: 1) a new

computer 220 being detected as a possible replacement to the computer 18; 2) a service user

20 requesting a service transfer to the service provider 14; 3) a reaction to either trigger 1 or

trigger 2, causing other service providers 230 to proactively transfer their service provider

app 44.

When a new computer 220 performs the registration system 400 shown in Figure 4, if

the dynamic key crypto provider 10 discovers that the account identifier supplied by the

service provider 14 is already in use by a similar computer 18 (for example, a second smart

phone) then a transfer service 238 message can be added as part of the registration process.

If required, the service user 20 agrees to transfer service from their old computer 18, then the

dynamic key crypto provider 10 can perform the transfer service 226 process.

When the service user 20 notifies the service provider 14 that their computer 18 is no

longer valid due to loss, theft, replacement, or some other event, then the service provider 14

can request the dynamic key crypto provider 10 to perform a hold, delete, transfer service I
232.

When a transfer service 226 process is performed, the dynamic key crypto provider

10 can perform a notify other service providers 228 process that notifies the other service

providers 230 who have an account identifier registered to that particular computer 18. Upon

notification, the dynamic key crypto provider 10 can share a SP confidence scoring 240

based off information in the SP info and IDs 32 database on the initiating service provider 14

to gauge the validity of the action. The other service providers 230 can, at their discretion,

direct the dynamic key crypto provider 10 to perform a hold service 222, a transfer service

226, a delete service 224, or even take no action.

The notify other service providers 228 process stores only the minimal amount of

service provider 14 information — such as pointer to the service provider 14 and an account

identifier for the service user 20 — to link a computer 18 to a service provider 14; personal

identifiable information of the service user 20 may not be stored or logged by the dynamic

key crypto provider 10.
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For a hold service 222, the dynamic key crypto provider 10 can update the minutia

DB 70 such that it may send a send validation failure to SP 162 for the held computer 18

which will cause a validation failure process 180 to occur and, ultimately, may prompt

contact of the service user 20 by the service provider 14 customer care effort.

For a delete service 224, the dynamic key crypto provider 10 can instruct the dynamic

key crypto library 56 rurming on the target computer 18 to completely erase the encrypted

service data 196 and the service key minutia selections 66 if present, sending a confirmation

erase send receipt and encrypted data 234 when the data stores are erased. After the send

receipt and encrypted data 234 is sent, the dynamic key crypto library 56 can self-destruct by

deleting the service provider app 44 if desired.

For a transfer service 226, the delete service 224 is called to affect the old computer

18. The service provider app delivery system 300 shown in Figure 3 is then performed.

Afterward, the computer system registration system 400 in Figure 4 may then be performed

to completely transfer the service from the old computer 18 to the new computer 220. The

reloading of service and user data 24 may also be performed as described in Figure 8 with the

data being encrypted to computer minutia 64 found on the new computer 220.

Both the delete service 224 and the transfer service 226 cause the minutia DB 70 to

reflect the decommissioning of the old computer 18. The old computer 18 minutia data is not

deleted from the minutia DB 70 so it can be recognized for other service providers 230 or if

the computer 18 performs a new registration either maliciously or through other events such

as giving or selling the computer 18 to another service user 20.

Various alternative embodiments are possible. For example, in one alternative

embodiment, the dynamic key crypto provider 10 may be a multi-tier distribution model that

supports tiered ecosystems of service provider systems 14. In this manner, the dynamic key

crypto provider 10 presiding over an eco-system can resolve the minutia within the minutia

DB 70 to determine that separate instances of a service provider 14 are referencing the same

computer 18. This allows the dynamic key crypto provider 10 to perform the computer

identity provider lifecycle functionality shown in Figure 9 on their own ecosystem. Only the

top tier dynamic key crypto provider 10 can resolve the absolute minutia value from a

computer 18. Certain data will need to be exported from the sub—tier dynamic key crypto
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provider 10 to the master dynamic key crypto provider 10 to facilitate the lifecycle

functionality shown in Figure 9.

In various embodiments, parts of the dynamic key crypto provider 10 can be designed

to run onsite for a particular service provider 14 to allow data ownership. Certain data will

need to be exported from the onsite dynamic key crypto provider 10 to the master dynamic

key crypto provider 10 to facilitate the lifecycle functionality shown in Figure 9.

Also, for example, the dynamic key crypto library 56 does not need to be included in

a service provider app 44 in all cases. Some instances of a service provider 14 may not

require additional application code at the computer 18 or may use a web browser as their

service portal. In this case, the dynamic key crypto library 56 will still exist on the computer

18 but may be a stand-alone, callable routine or a shared resource for the computer 18. If the

dynamic key crypto library 56 is a shared resource, certain application processing functions

as shown in Figure 8 may be compartmentalized within the dynamic key crypto library 56 to

achieve the same, for example, service provider 14 and encrypted service data 196

separation.

In another example, the service provider 14 may also have the ability to make system

calls directly to the dynamic key crypto library 56 rather than through an interface of the

service provider app 44.

In another example, service provider app 44 may not communicate directly with

dynamic key crypto library 56, but communication performed via exchanges between service

provider 14 and dynamic key crypto provider 10 who independently communicate with

service provider app 44 and dynamic key crypto library 56, respectively.

In another example, challenges could be stored on the computer 18 to facilitate faster

launch of the service provider app 44 and offline processing.

In another example, anomalies in computer 18 minutiae might also be used to detect

computer malware or other abnormal processing considerations.

In another example, the challenge, response and validation described in system 200

could be originate from the computer 18 and be useful for service provider 14 authentication

and protected data exchange; this enables mutual authentication and benefits for the system.

In another example, the dynamic key crypto system can facilitate digital rights

management for content where the content can only be decrypted on a specific computer 18
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by using computer minutiae 64 specifically from computer 18 and content can be only

decrypted for viewing by a specific user when they enter secrets and biometric minutia 26.

In another example, the anticipated minutia DB 98 can be expanded to model

biometric minutia from secrets and biometric minutia 26 to address maturity and aging of

service user 20 for biometric minutiae such as, for example, voice and facial recognition.

In another example, some forms of a computer 18 that can connect to a network 16

may not be designed for service user 20 interaction, for example machine-to-machine

systems. Embodiments may still be extremely useful in this case — for what else is there to

identify than the computer 18 — but the secrets and biometric minutia functionality may not

apply.

In various embodiments, the encrypt and decrypt data 190 process generally functions

on service and user data 198 stored on the computer 18 locally in the encrypted service data

196 database. In another alternative embodiment, however, the same encryption key

processing could be used to secure service and user data 198 as it is transferred over a

network 16. In a similar manner, the minutia DB 70 maintained by the dynamic key crypto

provider 10 may be used to decrypt the service and user data 198 when received from the

computer 18.

Implementations of various embodiments may include computers connecting to the

Internet or other networks and computers connecting to a network including but not limited

to traditional PCs non-traditional PCs (i.e. smart phones, smart tablets); purpose-built

network computers (i.e. smart meters, network equipment, appliances); and computers

without a user interface (i.e. machine—to-machine fimctionality). Various embodiments may

include identifying computers which connect to a network; identifying computers which

connect to each other with or without concurrent connection to a wide—area network;

authenticating computer connections to an online service; authenticating users to an online

service; and encrypting information stored on a computer

In implementation of the various embodiments, embodiments of the invention may

comprise a personal computing device, such as a personal computer, laptop, PDA, cellular

phone or other personal computing or communication devices. The payment provider system

may comprise a network computing computer, such as a server or a plurality of servers,
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computers, or processors, combined to define a computer system or network to provide the

payment services provided by a payment provider system.

In this regard, a computer system may include a bus or other communication

mechanism for communicating information, which interconnects subsystems and

components, such as processing component (e.g., processor, micro-controller, digital signal

processor (DSP), etc.), system memory component (e.g., RAM), static storage component

(e.g., ROM), disk drive component (e.g., magnetic or optical), network interface component

(e.g., modem or Ethernet card), display component (e.g., CRT or LCD), input component

(e.g., keyboard or keypad), and/or cursor control component (e. g., mouse or trackball). In

one embodiment, disk drive component may comprise a database having one or more disk

drive components.

The computer system may perform specific operations by processor and executing

one or more sequences of one or more instructions contained in a system memory

component. Such instructions may be read into the system memory component from another

computer readable medium, such as static storage component or disk drive component. In

other embodiments, hard-wired circuitry may be used in place of or in combination with

software instructions to implement the embodiments.

Logic may be encoded in a computer readable and executable medium, which may

refer to any medium that participates in providing instructions to the processor for execution.

Such a medium may take many forms, including but not limited to, non—volatile media,

volatile media, and transmission media. In one embodiment, the computer readable medium

is non-transitory. In various implementations, non—volatile media includes optical or

magnetic disks, such as disk drive component, volatile media includes dynamic memory,

such as system memory component, and transmission media includes coaxial cables, copper

wire, and fiber optics, including wires that comprise bus. In one example, transmission

media may take the form of acoustic or light waves, such as those generated during radio

wave and infrared data communications.

Some common forms of computer readable and executable media include, for

example, floppy disk, flexible disk, hard disk, magnetic tape, any other magnetic medium,

CD—ROM, any other optical medium, punch cards, paper tape, any other physical medium
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with patterns of holes, RAM, ROM, E2PROM, FLASH—EPROM, any other memory chip or

cartridge, carrier wave, or any other medium from which a computer is adapted.

In various embodiments, execution of instruction sequences for practicing the

invention may be performed by a computer system. In various other embodiments, a

plurality of computer systems coupled by communication link (e.g., LAN, WLAN, PTSN, or

various other wired or wireless networks) may perform instruction sequences to practice the

invention in coordination with one another.

Computer system may transmit and receive messages, data, information and

instructions, including one or more programs (i.e., application code) through communication

link and communication interface. Received program code may be executed by processor as

received and/or stored in disk drive component or some other non-volatile storage component

for execution.

Where applicable, various embodiments provided by the present disclosure may be

implemented using hardware, software, or combinations of hardware and software. Also,

Where applicable, the various hardware components and/or software components set forth

herein may be combined into composite components comprising software, hardware, and/or

both Without departing from the spirit of the present disclosure. Where applicable, the

various hardware components and/or software components set forth herein may be separated

into sub-components comprising software, hardware, or both without departing from the

scope of the present disclosure. In addition, where applicable, it is contemplated that

software components may be implemented as hardware components and vice-versa — for

example, a virtual implementation or a logical hardware implementation.

Software, in accordance with the present disclosure, such as program code and/or

data, may be stored on one or more computer readable and executable mediums. It is also

contemplated that software identified herein may be implemented using one or more general

purpose or specific purpose computers and/or computer systems, networked and/or

otherwise. Where applicable, the ordering of various steps described herein may be changed,

combined into composite steps, and/or separated into sub-steps to provide features described

herein.

The foregoing disclosure is not intended to limit the present invention to the precise

forms or particular fields of use disclosed. It is contemplated that various alternate
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embodiments or modifications to the present invention, whether explicitly described or

implied herein, are possible in light of the disclosure. Having thus described various

example embodiments of the disclosure, persons of ordinary skill in the art will recognize

that changes may be made in form and detail without departing from the scope of the

invention. Thus, the invention is limited only by the claims.
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CLAIMS

What is claimed is:

1. A method of recognition of a device, the method comprising:

selecting, from a plurality of minutia sources of dynamically changing minutia, the

sources comprising one or more of hardware sources of the device, firmware sources of the

device, software sources of the device, geo-location data from the device, calling app data

from the device, user secrets input to the device, or biometric information collected by the

device, a combination of the minutia sources from which a corresponding combination of

actual minutia values reflecting user-specific personalization associated with the device are

collected from the device;

sending a challenge to the device, wherein the challenge includes information about

the combination of the minutia sources such that the information enables the device to collect

the corresponding combination of actual minutia values reflecting user-specific

personalization associated with the device and from which the device can compute an actual

response to the challenge based on the collected actual minutia values;

pre—processing a set of responses to the challenge such that:

the set of pre-processed responses covers a range of all actual responses

possible to be received from the device when the corresponding combination of actual

minutia values reflecting user-specific personalization associated with the device is valid for

the device;

the set of pre-processed responses are processed based on information from

known updates of the plurality of minutia sources of dynamically changing minutia such that
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the set of pre-processed responses anticipates changes on the device to the collected actual

minutia values from which the device computes the actual response to the challenge; and

the set of pre-processed responses differentiates the device from other devices

based on user personalization of the device due to the actual response depending on the

5 collected actual minutia values reflecting user-specific personalization associated with the

device;

comparing the actual response from the device to the set of pre-processed responses;

and

recognizing the device based on a match of the actual response to one of the set of

10 pre-processed responses for the device.

2. The method of claim 1, wherein recognizing the device further- comprises

identifying the device.

15 3. The method of claim 1, wherein recognizing the device further comprises

authenticating a user.

4. The method of claim 1, wherein the selecting further comprises:

varying the selection of the combination of sources among the one or more of the

20 hardware sources of the device, firmware sources of the device, software sources of the

device, gen-location data from the device, calling app data from the device, user secrets input

to the device, or biometric information collected by the device.
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5. The method of claim 1, wherein the selecting further comprises:

varying the selection of the combination of sources from one challenge to the next of .r-‘m'an‘c:azmau-r.-.-.\.-.--:-."a."
a plurality of challenges sent to the device.  

i.‘
E

5 6. The method of claim 1, wherein the actual minutia values reflecting user-

specific personalization associated with the device comprise values from software sources of

E

e

i

ii

the device, geo-location data from the device, calling app data frOm the device, user secrets

input to the device, or biometric information collected by the device that change dynamically  
via various individual instantiations of the user, including elements requiring predictable, ;

10 constant change in normal situations, such elements comprising: frequently called phone

numbers, contacts, email, or network connection data stored on the device. ' g

7. The method of claim 1, wherein the selecting further comprises:

selecting the combination of minutia sources according to a logical grouping for

15 which a particular minutia value or values within the set ofupdate related minutia share a set 31'

of expected values of other minutiae with regard to a single update set; g

 

determining from the one of the pre—processed responses that matches the actual

response whether the actual response is valid based on determining the collected actual

minutia values from the one of the pre-processed responses that matches the actual response

20 and comparing the collected actual minutia values to the set of expected values with regard to

the single update set.
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8. The method of claim 1, further comprising:

detecting a change on the device of one or more of the collected actual minutia values

based on the processing of the set of pre-processed responses and using the one of the pre-

processed responses that matches the actual response.

9. The method of claim 1, further comprising:

determining the collected actual minutia values from the one of the pre-processed

responses that matches the actual response, based on the processing of the set of pre—

processed responses, without the collected actual minutia values having been transmitted on

10 any communication channel, and without the actual response carrying decryptable

information about the collected actual minutia values.

10. The method of claim 1, wherein:

the set of pre—processed responses are processed based on information from tracking

15 known updates of the plurality of minutia sources of dynamically changing minutia such that

changes to the collected actual minutia values, determined from the one of the pre—processed

responses that matches the actual response, provide synchronization of the changes to the

collected actual minutia values on the device without actually exchanging the collected actual

minutia values between the device and a database.

20
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11. A system comprising:

a non-transitory memory;

one or more hardware processors in communication with the non-transitory memory,

configured to communicate with a device, and configured to read instructions from the non-

transitory memory to cause the system to perform operations comprising:

selecting, from a plurality of minutia sources of dynamically changing minutia, the

sources comprising one or more of hardware sources of the device, firmware sources of the

device, software sources of the device, geo-location data from the device, calling app data

from the device, user secrets input to the device, or biometric information collected by the

device, a combination of the minutia sources from which a corresponding combination of

actual minutia values reflecting user—specific personalization associated with the device are

collected from the device;

sending a challenge to the device, wherein the challenge includes information about

the combination of the minutia sources such that the information enables the device to collect

the corresponding combination of actual minutia values reflecting user-specific

personalization associated with the device and from which the device can compute an actual

response to the challenge based on the collected actual minutia values;

pro-processing a set of responses to the challenge such that:

the set of pre-processed responses covers a range of all actual responses

possible to be received from the device when the corresponding combination of actual

minutia values reflecting user-specific personalization associated with the device is valid for

the device;
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the set ofpre—processed responses are processed based on information from

known updates of the plurality ofminutia sources of dynamically changing minutia such that

the set ofprc-processed responses anticipates changes on the device to the collected actual

minutia values from which the device computes the actual response to the challenge; and

5 the set of pre-processed responses differentiates the device from other devices

based on user personalization of the device due to the actual response depending on the

collected actual minutia values reflecting user-specific personalization associated with the

device;

comparing the actual response from the device to the set of pro-processed responses;

10 and

recognizing the device based on a match of the actual response to one of the set of

pro-processed responses for the device.

12. The system of claim 1 1, wherein recognizing the device further comprises

15 identifying the device.

13. The system ofclaim 1 1, wherein recognizing the device further comprises

authenticating a user.

20 14. The system of claim 11, wherein the selecting further comprises:

varying the selection of the combination of sources among the one or more of the

hardware sources of the device, firmware sources of the device, software sources of the
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device, geo-location data from the device, calling app data from the device, user secrets input

to the device, or biometric information collected by the device.

15. The system of claim 11, wherein the selecting further comprises:

varying the selection of the combination of sources from one challenge to the next of

a plurality of challenges sent to the device.

16. The system of claim 11, wherein the actual minutia values reflecting user-

specific personalization associated with the device comprise values from software sources of

the device, geo-location data from the device, calling app data from the device, user secrets

input to the device, or biometric information collected by the device that change dynamically

via various individual instantiations of the user, including elements requiring predictable,

constant change in normal situations, such elements comprising: frequently called phone

numbers, contacts, email, or network connection data stored on the device.

17. The system of claim 11, wherein the selecting further comprises:

selecting the combination of minutia sources according to a logical grouping for

which a particular minutia value or values within the set of update related minutia share a set

of expected values of other minutiae with regard to a single update set;

determining from the one of the pre-processed responses that matches the actual

response whether the actual response is valid based on determining the collected actual

minutia values from the one of the pre-processed responses that matches the actual response
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and comparing the collected actual minutia values to the set of expected values with regard to

the single update set.

18. The system of claim 11, further comprising an operation of:

5 detecting a change on the device of one or more of the collected actual minutia values

based on the processing of the set of pre-processed responses and using the one of the pre-

processed responses that matches the actual response.

19. The system of claim 11, further comprising an operation of:

10 determining the collected actual minutia values from the one of the pre-processed

responses that matches the actual response, based on the processing of the set ofpre-

processed responses, without the collected actual minutia values having been transmitted on

any communication channel, and without the actual response carrying decryptable

information about the collected actual minutia values.

15

20. The system of claim 11, wherein:

the set of pre—processed responses are processed based on information from tracking

known updates of the plurality of minutia sources of dynamically changing minutia such that

changes to the collected actual minutia values, determined from the one of the pre—processed

20 responses that matches the actual response, provide synchronization of the changes to the

collected actual minutia values on the device without actually exchanging the collected actual

minutia values between the device and a database.
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21. A non-transitory machine-readable medium having stored thereon machine-

readable instructions executable to cause a system to perform operations comprising:

selecting, from a plurality of minutia sources of dynamically changing minutia, the

sources comprising one or more of hardware sources of the device, firmware sources of the

device, software sources of the device, geo—location data from the device, calling app data

from the device, user secrets input to the device, or biometric information collected by the

device, a combination of the minutia sources from which a corresponding combination of

actual minutia values reflecting user—specific personalization associated with the device are

collected from the device;

sending a challenge to the device, wherein the challenge includes information about

the combination of the minutia sources such that the information enables the device to collect

the corresponding combination of actual minutia values reflecting user-specific

personalization associated with the device and from which the device can compute an actual

response to the challenge based on the collected actual minutia values;

pre-processing a set of responses to the challenge such that:

the set of pre—processed responses covers a range of all actual responses

possible to be received from the device when the corresponding combination of actual

minutia values reflecting user-specific personalization associated with the device is valid for

the device;

the set of pre-processed responses are processed based on information from

known updates of the plurality of minutia sources of dynamically changing minutia such that

the set of pre-processed responses anticipates changes on the device to the collected actual

minutia values from which the device computes the actual response to the challenge; and
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the set ofpre-processed responses differentiates the device from other devices

based on user personalization of the device due to the actual response depending on the

collected actual minutia values reflecting user-specific personalization associated with the

device;

comparing the actual response from the device to the set of pore-processed respouses;

and

recognizing the device based on a match of the actual response to one of the set of

pre-processed responses for the device.
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ABSTRACT

Dynamic key cryptography validates mobile device users to cloud services by

uniquely identifying the user’s electronic device using a very wide range of hardware,

firmware, and sofiware minutiae, user secrets, and user biometric values found in or collected

by the device. Processes for uniquely identifying and validating the device include: selecting

a subset of minutia from a plurality of minutia types; computing a challenge from which the

user device can form a response based 0n the selected combination of minutia; computing a

set of pre—processed responses that covers a range of all actual responses possible to be

received from the device if the combination of the particular device with the device’s

collected actual values ofminutia is valid; receiving an actual response to the challenge from

the device; determining whether the actual response matches any of the pre-processed

responses; and providing validation, enabling authentication, data protection, and digital

signatures .
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PTOIAWIM (05-1 2]
Approved for use through 01.131190“. OMB 0651-0032

US Patent and Trademark Office; US. DEPARTMENT OF COMMEROE
Under the Paperwork Reduction Act of 1995. no persons are required to respond to 'a collection of information unless it displays a valid OMB control number.

DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN
APPLICATION DATA SHEET (3'! CFR 176)

Title of CRYPTOGRAPHIC SECURlTY FUNCTIONS BASED ON ANTICIPATED CHANGES
InVentIOI‘I iN DYNAMIC MINUTIAE - -

As the below named inventor. I hereby declare that:

This declaration - .
is directed to: III The attached application. or

|:’ United States application or PCT international application number
filed on

The above—identified application was made or authorized to be made by me.

I believe that I am the original Inventor or an original joint inventor of a claimed invention in the application.

l hereby acknowledge that any willful tales statement made in this declaration Is punishable under 18 U.S.C. 1001
byline or imprisonment of not more than live {5) years. orboth.

WARNING:

Petitionerlapplicant is cautioned to avoid submitting personal Information in documents filed In a patent application that may
contribute to identity theft. Personal information such as social security numbers. bank account numbers. or credit card numbers
(other than a check or credit card authorization form PTO-2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application If this type of personal Information is included in documents submitted to the USPTO.
petitionerslepplicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitionerlapplicant is advised that the record of a patent application is available to the public after publication of the
application (unless a non—publication request in compliance with 3? CFR 1‘213ia) is made in the application) or issuance of a
patent. Furthermore. the record from an abandoned application may also be available to the public if the application is
referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly available.

LEGAL NAME OF INVENTOR

Inventor: Pal” Timothy MIIIer g '7 Date (Optional):
: . J ) ’vSignature: 1/ ' fl ;

Note: An application data sheet {PTO-ISBN 4 or equivalent). including naming the entire inventive entity. must accompany this form or must have
been previously filed. Use an additional PTOIAIAJEH forrn foreach additional inventor.

This collection of Information is required by 35 U.S,C. ‘I15 and 3? CFR 1.63. The information Is required to obtain or retain a benefit by the public which is to file (and
by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 end 3? CFR 1.11 and 1.14. This collection is estimated to take 1 minute to
complete, including gathering. preparing. and submitting the completed application form to the USPTD. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form andlor suggestions for reducing this burden. should be sent to the Chief lnfonnation Offi oer. U.Sv
Patent and Trademark Office. U.Si Department of Commerce. PD. Box 1450. Alexandria. VA 22313-1450. DO NOT SEND FEES 0R COMPLETED FORMS TO
THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

ifyoti need assistance in moletlng the lean, cell tacos-roar 99 and select option 2.
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PTOWW‘l (06.12}

Approved for use through 015112014. OMB 0551-0032
U5. Patent and Traderrmk Oflico', Us. DEPART'M ENT OF COMMERCE

Undariiie Papomonr Reduction Apt 011995, no portions “Wired town-note a collection at “urination miss: it displays a valid Drum limiter.

DECLARA'ITON (37 CFR 1.63) FOR UTILITY 012 DE‘SlGN APPLICATION USING AN
- APPLICATION DATA SHEET {37 CFR 1.?6}

 

  

 

  
  
 
 

 
  
 
 

 

   
.- -hr-_h_ ..,........-._._._.__._ .— _. _

BASED O ANTlC PATED CHANGES

 .......,.,..._.._. ..‘._.-.u—..._..._..__

CRYF’TOGRAF’HIC SECURITY F NCTIONS
IN DYNAMIC MINUTIAE

 
 

 

 _ invention

As the below named inventor, l hereby declare that 
" This dociaraition .

is directod to: E Tho attached application, or
 

D united States application or PCT international application number
filed on .

Tho abovoqidontltied application was made or authoriZed to bo mode by me.

I believe that! am the original inVentor or an original joint thOf or a claimed invention in the application.

 

 I honourr acirnowledgo that any willful false statement made in this declaration is punlcha bio under 18 U.3.C. 1001
i - byline or Imprisonment of not more than five (5} years, or both.

 
 
  
  
  
  
  

 

 
 
 

WARN 1N6:

rPefitlonorla-ppiioant lo cautioned to avoid submitting personal information in documents tiled lira patent application ihatmay
contribute to identity thelt. Personal Information such as social security numbers, bank. account numbers. or cred it card numbers -

' {other than a check or credit card authorization form PTO-2033 submitted for payment purposes} is never required by the USPTQ
_ to support o-podtion or an application. if this typo of poroonoi information is included in dowmonts submitted-to the USPTO, ' .

'pefilio‘n'erofappficonto should consider redacting such personal inforrnofion from the documents before submitting them to the
USPTO. Potitionerfapplicarit is advised that the record of a. patent application is available to the public after publication of the

. application {unless a non—purification request in compliance with 3? GFR'1.213lal is made in tho appilootioni or isooahce of a
patent. Furthermore. the record from an abandoned application may also be available to the public lithe oppiicafion is

referenced in- a published application or or: issued patent (sea 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not pu biiciy available.

Datomptionai): (Q; E; //. g'aé

Note: An application data sheet (PT015634 or equivalent). including naming the entire inventnre ontity. must accompany this form or must have
' boon previously filed. Use an additional PTOJAINO‘E form for each additional inventor.

 

 LEGAL NAME or iNVENTOR

     
This collection Inflammation is required by poo. 115 sad 3? cm 1.63.1119 informatim is repaired to obtain or roan a boost?! by the public wldch is to file {and
by lire USF‘iD to process) an application. Confidonfialfly is governed by 35 USE. 122 and 3'? CFR 111 and 1.1-1. This collection is ooilrmted to lake 1 minute to
complete, including goiherho. preparing. and mommy the completed-application form lo the USP‘T‘O. ‘i'imo will truly deoondiog upon the individual cooofiiw
oommeflis on the amount of lime you require to oompiololhls l'onn ondior ouggoulom for mounting this burdoo. should be aanl‘ln- the chief lnforn‘mlm'i Ollioor‘ U3.
Paientand Trademark Dime, U.S. Department of Commerce, 15.0. Ecol 1450. Wndfia. VA 223134450. ['10 NOT SEND FEES OR COMPLETED FORMS TO
THlS ADDRESS. SEND 10: Commissioner for Patents, Ito; Box mo, Alexandria, VA. noon-ice.-

flyptr need assistance r}: completing the slam, call l-WPTD—E'ifiii am‘ select option 2.
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Electronic Patent Application Fee Transmittal

——
——

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES

T'tle °f Invenmm IN DYNAMIC MINUTIAE

_—

Filing Fees for Trackl Prioritized Examination - Nonprovisional Application under 35 USC 111(a)

Sub-Total in

U5Dl$l

Utlllty filing Fee (EIECtronlc filing 4011

1 300 300Utility Search Fee 2111

Description Fee Code Quantity

Basic Filing:

Utility Examination Fee 2311 360 360

Request for Prioritized Examination

Miscellaneous-Filing:
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. . . Sub-Total in

PUbI Fee_ Early, VOIuntary, or Normal --——
1 7O 7OPROCESSING FEE, EXCEPT PROV. APPLS. 2830

Patent-Appeals-and-lnterference:

Post-Allowance-and-Post-lssuance:

Extension-of—Time:

Miscellaneous:

Total in USD (5)
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Electronic Acknowledgement Receipt

“—

——

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES

T'tle °f Invenmm IN DYNAMIC MINUTIAE

——

——

Payment information:

 
Deposit Account 081394

Authorized User BOWLS, DAVID B.

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:

Charge any Additional Fees required under 37 CFR 1.16 (National application filing, search, and examination fees)
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Charge any Additional Fees required under 37 CFR 1.19 (Document supply fees)

Charge any Additional Fees required under 37 CFR 1.20 (Post Issuance fees)

Charge any Additional Fees required under 37 CFR 1.21 (Miscellaneous fees and charges)

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

490326
47583_5USOZ_TrackOneReque

TrackOne Request st.pdf 135d50958c3c95373e3586308cb1325f09d
23125

Information:

3456229

47583_5USOZ_Transmittals.pdf ad0e2c697943d604233ec992997f5972d1f-

Multipart Description/PDF files in .zip description

Transmittal of New Application

Application Data Sheet

Information:

21008323

47583_5USOZ_Specification.pd
050135f14e37c15350772be40cbe1183254

7326e

Multipart Description/PDF files in .zip description

. . . 2559040
Drawnngs—only black and white line

drawings 47583_5USOZ_Drawnngs.pdf 92106ce6ffa6c2f535625c6834cab5822fcff0
27

Information:
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891895

Oath or Declaration filed 47583_5USOZ_Declarations.pd‘ 996e801dc5c524c066decb1eca33f780290
41b5c

Information:

Fee Worksheet (SBO6) fee—info.pdf 3086d38422b281dbebe03fl04cdadbdaf6 I
3dab

Total Files Size (in bytes) 28448085

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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Doc Code: TRACK1.REQ

Document Description: TrackOne Request 47533-511502 pTWAW424w4_14)

CERTIFICATION AND REQUEST FOR PRIORITIZED EXAMINATION

UNDER 37 CFR 1.102(9) (Page 1 Of1)

F'StN d - a H IA I' [I N be ‘f

mm“. CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

APPLICANT HEREBY CERTIFIES THE FOLLOWING AND REQUESTS PRIORITIZED EXAMINATION FOR
THE ABOVE-IDENTIFIED APPLICATION.

1. The processing fee set forth in 37 CFR 1.17(i)(1) and the prioritized examination fee set forth in
37 CFR 1.17(c) have been filed with the request. The publication fee requirement is met
because that fee, set forth in 37 CFR 1.18(d), is currently $0. The basic filing fee, search fee,

and examination fee are filed with the request or have been already been paid. i understand

that any required excess Claims fees Or application size fee must be paid for the application.

. l understand that the application may not contain, or be amended to contain, more than four
independent ciaims. more than thirty total claims, or any multiple dependent claims, and that
any request for an extension Of time wilt cause an outstanding Track I request to be dismissed.

3. The applicable box is checked below:

Ori-inal A - Iicatlon Track One - Prioritizeci Examination under -

i. (a) The application is an original nonprovisional utility application filed under 35 U.S.C. 11 1( ).
This certification and request is being filed with the utility application via EFS~Web.

--—OR---

(b) The application is an original nonprovisionai plant application filed under 35 U.S.C. 111( ).
This certification and request is being filed with the plant application in paper.

ii. An executed inventor’s oath or deciaration under 37 CFR 1.63 or 3? CFR 1.64 for each

inventor, Q; the application data sheet meeting the conditions specified in 37 CFR 1.53{f)(3){i) is
filed with the application.

It. I I Request for Continued Examination - Prioritizeci Examination under § 1.10219112)

A request for continued examination has been filed with, or prior to, this form.
. if the application is a utility application, this certification and request is being filed via EFS-Web.

The application is an original nonprovisional utility application filed under 35 U.S.C. 111(a), or is
a national stage entry under 35 U.S.C. 371.

' . This certification and request is being filed prior to the mailing of a first Office action responsiVe

to the request for continued examination.

NO prior request for continued examination has been granted prioritized examination status
under 37 CFR 1.102(e)(2).

We 03-18-2016

Name d DaVid BOWIS Practitioner 39, 91 5PrinUT a Re- istration Number

m: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4(dJ for signature requirements and certifications.
Submit muttii'e forms if more than one sinature is re uired.‘

“Total of 1 forms are submitted.
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INFORMATION DISCLOSURE STATEMENT BY

(use as many sheets as necessary)

 
Examiner’s Cite

U. S. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE

APPLICANT 
Cog-Mt K710 mm

1 510?5,066

 

Application Number

Filing Date

Applicantisi
Art Unit

 

 

mSignia. inc
2431 

Examiner—Heme .. Not Yet Assigned |
Mttomey Docket Number 4750350002 ' i

 
U. S. PATENT DOCUMENTS

Publication Date
  
  

 
 
 

 
  

200810086 773

 

 

 

__ 1 04-10-2008 Tuvell et al.04—10-2008 Tuvell et al.

 

initials No. 1 Document Number MM~DD-YYW . Name of Patentee or Applicant of Cited Document
_ _ ______200710240218 10-11-2007 Tuveil et at.

_ ! 200710240219 10—11—2007 Tuueii 01 a].
200710240220 10-1 1-2007 Tuueli et al.
200710240221 10-1 1 -2007 Tuvell et al,

200710240222 10~1 1~2007 TU'u'eII et al.
 

 

 

 

 

 
 

 

 
 

  
 

 

 
 

 

  

  

  

 

 
 

 

 

 
 

  
 

 

 

 
 

 
 

   

200010000770 _ _

200810196104 08-14-2008 Tuvell etgi.

201110002700 _____ 04-07-2011 Eisen‘ Ori
___________ _ 201110293094 12-01-2011 00 et al.

201110290170 12-01-2011 Chen, Hu-Mu

7,373,009 Eisen. Ori

w 200710124301
200710214151 09-13-2007 Thomas et at

200010244744 Thomas et a1. _______

201110113300 05-12-2011 Eisen et al. _____ _____ _

1908.662 Oil-152011 __ _Richa___r_dson. Ric B.

200910130975 05-20-2000 Richardon. Rio 0.
__ __ 201010229224 00-09-2010 Etcheo en. Crai s.

7.333.871 02-19—2008

— 0312.157
_ 201310340052 12-19-2013
_ 7937.407 02 05-03-2011 Barber, Timothy P. _____

7.330.8?1 82 02-12-2008 Barber. Timoth P. __

6.0417133 03-21—2000 Califano et 01i_.___ __

- 0,105.310 02-00-2001 Buffam._ William J.
200010031016 0209—2006 Va ntalon et al.

_ __________ 200010104404 05-10-2000 Bolle et ai.
200710174206 07-26-2007 Colella, Brian

200010175449 07-24-2000 Fang et a1.
200010235515 Yedidia et a1.

200910310779 Lam et al.

201010027034 Spitzig etai. _

201210201301 00-09-2012 11111119101 a1, __ _

w 0.375.221 02-12-2013 [Thom et at.. FOREIGN PATENT DOCUMENTS

: Examiner‘s Cit—é”— __ Foreign Patent Publication Date Patentee or Applicant of Cited Translation
' Initials No. Document MM-DD-YYYY Document Y1N

{Countryr Code —

_ _ Ember..— Kind)
W0 20101035202 04-01-2010

ELECTRONiCS N.V.

‘ wo 20131154930 10-17-2013 BRIVAS LLC
W0 20131130714 00-19-2013 ACUITY SYSTEMS. INC.

   
 

Examiner Date

Signature Considered

EXAMINER: Initial if referenoe considered. whether or not citation is in conformance with MPEP 609. Draw line through citation if not in
conformance and not considered. Include a copy of this form with next communication to applicant.
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(43) International Publication Date

19 September 2013 (19.09.2013)

(12) INTERNATIONAL APPLICATION PUBLISHED UNDER THE PATENT COOPERATION TREATY (PCT)

(19) World Intellectual Property
Organization

International Bureau

_,/
\

(10) lntcrnational Publication Number

WO 2013/138714 A1
WIPOI PCT 

(51)

(21)

(22)

(25)

(26)

(30)

(7')

(72)

wo2013/133714A1|l|||||||||||||||||l|||l|||||||||l||l||||||||||lllll|||||||||||l||l|||l||||||ll||||||||||||l|l|

lnternatio nal Pa tent Classification:

H041. 91132000001) HMW 12/06 (2009.01)

International Application Number:
PCT-U820] 31032040

International Filing Date;
15 March 2013 ( 15.03.2013)

Filing Language; English

Publication Language: English

Priority Data;
61t612,023 16 March 2012 (16.03.2012) US
61!?03,60? 1 October 2012 (01.10.2012) US
61:23:15? 14 December 2012 (14.12.2012) US

Applicant: ACUITY SYSTEMS, INC. [USfUS]; 23629
Mill Valley, Santa Clarita, California 91355 (US).

Inventors: SPENCER. Herbert. w, 111; cto ACUITY

SYSTEMS, INC, 23029 Mill Valley, Santa Clarita, Cali-
fornia 91355 (US). CANFIELD, Christopher, M.; do
ACUITY SYSTEMS, INC, 23629 Mill Valley. Santa
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AUTHENTICATION SYSTEM

CROSS—REFERENCE TO RELATED APPLICATIONS

[0001] This application claims the benefit of United States Provisional Patent Application

Numbers 61/612,023 filed March 16, 2012, 61/708,607 filed October 1, 2012, and 61/737,577

filed December 14, 2012, the contents of which are incorporated herein by reference in their

entirety.

BACKGROUND

[0002] Identity fraud is the leading type of credit card fraud in the US. Over 9 million

adults are Victims each year, which results in $100 million in merchant losses. Despite the

increased digital power at our disposal, the state of the current security systems available for

the prevention of identity fraud is still inadequate.

[0003] A problem associated with current security systems is that they lack the ability to

truly discern an identity of an individual at the fundamental level.

[0004] Accordingly, there is a need for a better security system that is able to truly discern

an identity of an individual in order to prevent identity fraud.

SUMMARY

[0005] The present invention is directed to methods and systems that satisfy this need.

An exemplary method comprises obtaining user information about a user of a hardware

device, authenticating the user from the user information, obtaining a hardware profile of the

device, the hardware profile comprising user generated data stored on the device, and linking

the user information and the hardware profile as a combined electronic identification. The

hardware device can comprise a processor, memory, a touchscreen interface, and a wireless

communication module, and can be a device such as a mobile phone, computer, or tablet

computer.

[0006] Preferably, linking comprises concatenating the user information and the hardware

profile.

[0007] The invention is also directed to a method for creating a combined electronic

identification associated with a hardware device comprising the steps of inputting user

information about a user on the device, sending the user information from the device to a

server, receiving authentication from the server, and sending a hardware profile from the
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device to the server to create a combined electronic identification, the hardware profile

comprising user generated data stored on the device.

[0008] In one version the hardware profile comprises information on the hardware device

selected from the group consisting of (a) contact information, (b) mobile network code, (c)

information about music, (d) pixel colors from a background screen, (e) installed applications,

(f) arrangement of the applications, (g) frequency of use of applications, (h) location of the

user, (i) Bluetooth device pairings, (i) carrier name, (k) mobile country code, (1) phone

number, (m) photos, (11) device name, (0) MAC address, (p) device type, and combinations of

one or more thereof.

[0009] In one version the user is authenticated from user information, the user

information comprising information about the user selected from the group consisting of the

user’s (a) name, (b) social security number, (c) national identification number, (d) passport

number, (6) IP address, (f) vehicle registration number, (g) vehicle license plate number, (h)

driver's license number, (i) appearance, (j) fingerprint, (k) handwriting, (1) credit card

information, (m) bank account information, (11) digital identity, (0) date of birth, (p)

birthplace, (q) past and current residence, (r) age, (s) gender, (t) marital status, (u) race, (V)

names of schools attended, (w) workplace, (X) salary, (y) job position, (z) biometric data, and

combinations of one or more thereof.

[0010] In another version, the user provides answers to knowledge based questions that

only the user would know all the answers to. The probability to which the user is identified

can also be determined.

[0011] In one version the user information comprises biometric data of the user, such as

fingerprint, retina, and voice data.

[0012] In another version of the invention at least one of the user information and the

hardware profile are salted and hashed prior to linking to create a combined electronic

identification. Alternatively, both the user information and the hardware profile are salted and

hashed prior to linking. Preferably, salting is done by a three to seven digit random number

generator, and hashing is done by SHA—2.

[0013] Preferably, the hardware profile and user information are salted and hashed before

transfer to any external device. The salting and hashing can be by individual items or in

groups of items.

[0014] A system for performing for creating a combined electronic identification

associated with a hardware device comprising a processor, memory, an input interface, and a
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transmitter, the processor being programmed to process through the input interface the user

information, transmit through the transmitter the user information to a first server, receive

through the transmitter authentication from a second server, transmit through the transmitter

the hardware profile to the first server to create a combined electronic identification.

[0015] In one embodiment, the first and second server are the same server.

[0016] In one version the hash information and hardware are truncated to reduce the

amount of information transmitted to a server. The truncation can be performed in such a way

that sufficient information is retained to differentiate one user from another user.

[0017] The present invention is also directed to a method of allowing a transaction by a

user utilizing a stored electronic identification, the stored electronic identification comprising

a first stored hardware profile and stored user information, the method comprising the steps of

receiving user information and a hardware profile of hardware associated with the user, both

hardware profiles comprising user generated data stored on the device, comparing the

received user information and the received hardware profile against the stored electronic

profile, wherein the received hardware profile and the stored hardware profile are different by

at least 0.02%, and allowing the transaction to proceed only if the received hardware profile

and the stored hardware profile match by at least 60% and the received user information and

the stored user information match by at least 30%.

[0018] The present invention is also directed to a method for a user to perform a

transaction with an electronic communication device comprising the steps of salting and

hashing a hardware profile of the electronic communication device with user information

stored on the device, the hardware profile comprising user generated data stored on the

device, sending the salted and hashed hardware profile and the user information to a server,

and receiving instructions from the server regarding whether or not to proceed with the

trans action.

[0019] Alternatively, the method further comprises the step of entering a security pin to

verify the user.

[0020] The present invention is also directed to a method for a user to perform a

transaction utilizing a first electronic communication device comprising the steps of

connecting with a transaction receiver, receiving from the transaction receiver electronic data

for a second electronic communication device different from the first electronic

communication device, the second electronic communication device having a user associated

therewith and a hardware profile associated therewith, the hardware profile comprising user
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generated data stored on the device, sending with the second electronic communication device

at least part of the received electronic data, user information of the user, and the hardware

profile to an authentication server, and if the authentication server authenticates the sent user

information, the hardware profile, and the sent electronic data, performing the transaction with

the first electronic communication device. Preferably, the first electronic communication

device is a desktop computer and the second electronic device is a smaitphone.

[0021] Alternatively, the method can comprise the additional step of authenticating with

the authentication server.

[0022] In one version the first electronic communication device comprises a visual

display, wherein the visual display is read with the second electronic communication device.

[0023] In another version the second electronic communication device comprises a visual

display, wherein the visual display is read with the first electronic communication device.

[0024] Preferably, the visual display is a Quick Response (QR) code.

[0025] The present invention is also directed to a system for creating a combined

electronic identification associated with a hardware device comprising a processor, memory,

and a connection for receiving information executable by the processor. The processor being

programmed to receive through the connection the user information, authentic ate the user

from the user information, receive through the connection the hardware profile, store in

memory the received user information and the received hardware profile, and link the user

information and the hardware profile together as a combined electronic identification.

[0026] The present invention is also directed to a system for allowing a transaction by a

user comprising a processor, memory, and a connection for receiving information for

processing by the processor. The memory stores the stored user information and the stored

hardware profile. The processor is programmed to receive through the connection the

received user information and the received hardware profile, compare the received user

information and the received hardware profile against the stored hardware profile wherein the

received hardware profile and the stored hardware profile are different by at least 0.02%, and

execute the transaction if the received hardware profile and the stored hardware profile match

by at least 60% and the received user information and the stored user information match by at

least 30%.

[0027] The present invention is also directed to a method of performing a transaction for a

user using a first electronic communication device to perform the transaction compiising the

steps of receiving information from the first electronic communication device, transmitting

Page 95 of 591 MIOOZ



IA1002Page 96 of 591

10

15

20

25

30

WO 2013/138714 PCT/US2013/032040

5

electronic data to the user, receiving from a second electronic communication device of the

user at least part of the transmitted electronic data, user information associated with the

second electronic communication device, and a hardware profile of the second

communication device, the hardware profile comprising user generated data stored on the

device, determining if the received electronic data, user information and hardware profile are

authentic, and if authentic, permitting the user to perform the transaction with the first

electronic communication device.

[0028] The present invention is also directed to a system for performing a transaction for

a user using a first electronic communication device to perform the transaction comprising a

processor, memory, and a connection for receiving information executable by the processor.

The memory stores electronic data. The processor is programmed to receive through the

connection information from the first electronic communication device, transmit through the

connection the stored electronic data to the user, receive through the connection from the

second electronic communication device at least part of the transmitted electronic data, user

information associated with the second communication device, and hardware profile of the

second communication device, and determine if the received electronic data, user information

and hardware profile are authentic, and if authentic, permitting the user to perform the

transaction with the first electronic communication device.

[0029] In one version of the invention, the received electronic data, user information and

hardware profile are authentic, and the processor is programmed to send through the

connection to the first electronic communication device a response regarding whether or not

to perform the transaction.

DRAWINGS

[0030] These and other features, aspects and advantages of the present invention will

become better understood with regard to the following description, appended claims, and

accompanying figures where:

[0031] FIG. 1 shows a diagram of a system for creating a combined electronic

identification and for allowing a transaction by a user to proceed;

[0032] FIG. 2A shows a flow diagram that illustrates the process of creating a combined

electronic identification from both the user side and the server side;
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[0033] FIG. 2B shows a flow diagram that illustrates the process of creating a combined

electronic identification from both the user side and the server side;

[0034] FIG. 3A shows a flow diagram that illustrates the process of allowing a transaction

by a user to proceed from both the user side and the sewer side;

[0035] FIG. 3B shows a flow diagram that illustrates the process of allowing a transaction

by a user to proceed from both the user side and the server side;

[0036] FIG. 4A shows a diagram of a system and method for performing a transaction

with a computer and a smartphone from both the user side and the server side;

[0037] FIG. 4B shows a version of the invention for performing a transaction with a

computer and a smartphone from both the user side and the server side; and

[0038] FIG. 4C shows a version of the invention for performing a transaction with a

computer and a smartphone from both the user side and the server side.

DESCRIPTION

[0039] Methods and systems that implement the embodiments of the various features of

the invention will now be described with reference to the drawings. The drawings and the

associated descriptions are provided to illustrate embodiments of the invention and not to limit

the scope of the invention. Reference in the specification to “one embodiment”, “an

embodiment”, or “one version” is intended to indicate that a particular feature, structure, or

characteristic described in connection with the embodiment is included in at least an

embodiment of the invention. The appearances of the phrase “in one embodiment”, “an

embodiment”, or “one version” in various places in the specification are not necessarily all

referring to the same embodiment.

[0040] Throughout the drawings, reference numbers are re-used to indicate

correspondence between referenced elements. In addition, the first digit of each reference

number indicates the figure where the element first appears.

[0041] As used in this disclosure, except where the context requires otherwise, the term

“comprise” and variations of the term, such as “comprising”, “comprises”, and “comprised”

are not intended to exclude other additives, components, integers or steps.

[0042] In the following description, specific details are given to provide a thorough

understanding of the embodiments. However, it will be understood by one of ordinary skill in

the art that the embodiments may be practiced without these specific details. Well—known

circuits, structures and techniques may not be shown in detail in order not to obscure the
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embodiments. For example, circuits may be shown in block diagrams in order not to obscure

the embodiments in unnecessary detail.

[0043] Also, it is noted that the embodiments may be described as a process that is

depicted as a flowchait, a flow diagram, a stiucture diagram, or a block diagram. Although a

flowchart may describe the operations as a sequential process, many of the operations can be

performed in parallel or concurrently. In addition, the order of the operations may be

rearranged. A process is terminated when its operations are completed. A process may

correspond to a method, a function, a procedure, a subroutine, a subprogram, etc. When a

process corresponds to a function, its termination corresponds to a return of the function to the

calling function or the main function.

[0044] Moreover, storage may represent one or more devices for storing data, including

read—only memory (ROM), random access memory (RAM), magnetic disk storage mediums,

optical storage mediums, flash memory devices and/or other machine readable mediums for

storing information. The term "machine readable medium" includes, but is not limited to

portable or fixed storage devices, optical storage devices, wireless channels and various other

mediums capable of storing, containing or carrying instruction(s) and/or data.

[0045] Furthermore, embodiments may be implemented by hardware, software, firmware,

middleware, microcode, or a combination thereof. When implemented in software, firmware,

middleware or microcode, the program code or code segments to perform the necessary tasks

may be stored in a machine—readable medium such as a storage medium or other storage(s).

One or more than one processor may perform the necessary tasks in series, concurrently or in

parallel. A code segment may represent a procedure, a function, a subprogram, a program, a

routine, a subroutine, a module, a software package, a class, or a combination of instructions,

data stluctures, or program statements. A code segment may be coupled to another code

segment or a hardware circuit by passing and/or receiving information, data, arguments,

parameters, or memory contents. Information, arguments, parameters, data, etc. may be

passed, forwarded, or transmitted through a suitable means including memory sharing,

message passing, token passing, network transmission, etc.

[0046] In the following description, certain terminology is used to describe certain

features of one or more embodiments of the invention.

[0047] “Transaction” means a communicative action or activity involving two parties or

things that reciprocally affect or influence each other.
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[0048] “Hardware profile” means data that is generated by a user with regard to a

hardware device and at least some data specifically associated with and created by the user.

As examples, it can be information relating to installed applications, portions of the user’ s

contacts, applications added by the user, music added by the user, and the like.

[0049] Fig. 1 shows an embodiment of the present invention, depicting a system for

creating a combined electronic identification and for allowing a transaction by a user to

proceed, comprising a hardware device 100, an authentication sewer 102, and an evaluation

server 104. The hardware device 100 is preferably any device configured with a touchscreen

that has the ability to engage in secure wireless communications with various communication

networks, such as cellular, satellite and the various forms of Internet connectivity. In one

embodiment, the hardware device 100 is capable of capturing biometric input including, but

not limited to, fingerprint, facial recognition, voice verification, and vein verification.

[0050] In another embodiment, the hardware device 100 comprises a processor, memory,

an input interface, and a transmitter, the processor being programmed to process through the

input interface the user information, transmit through the transmitter the user information to a

first server, receive through the transmitter authentication from a second server, and transmit

through the transmitter the hardware profile to the first server to create a combined electronic

identification. In one version of the invention, the hardware device 100 is a mobile phone,

computer, or tablet computer. The input interface is preferably a touchscreen interface, and

the transmitter is preferably a wireless communication module. Alternatively, the first and

second server are the same server.

[0051] In one embodiment, the authentication server 102 comprises a processor, memory,

an input interface, and a connection for receiving information executable by the processor, the

processor being programmed to receive through the connection user information, authenticate

the user from the user information, receive through the connection a hardware profile, store in

memory the received user information and the received hardware profile, and link the user

information and the hardware profile together as a combined electronic identification.

[0052] Preferably the authentication server 102 is an infrastructure as a service (IaaS)

provider that includes at least two 64—bit high—CPU medium Amazon Elastic Compute Cloud

(EC2) server instances to be used for active Mongo database hosts, which are connected to a

load balancer, which is in turn connected to the client. Preferably, the authentication server

102 also includes 16 Elastic Block Store (EBS) volumes to be used in two redundant array of

independent disks (RAID) 10 arrays to support active Mongo database servers, and one 64—bit
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micro instance to be used for Mongo Arbiter role.

[0053] Preferably, the evaluation server 104 can be associated with any third party

authentication authority such as a credit information agency, such as, but not limited to,

Experian.

[0054] Referring now to Figs. 2A and 2B, an embodiment of the present invention depicts

a method of creating a combined electronic identification associated with a hardware device

100. A user first installs an application onto the hardware device and executes the application

200. The application is a program that is downloaded and installed onto the hardware device

100, and is used to create the combined electronic identification. The application obtains user

information about the user of the device 202 by prompting the user to input user information

204 about the user on the device, including but not limited to, the user’s e—mail address,

password, name, address, home number, and mobile phone number. The e-mail address is

checked with an authentication server to determine whether there is a conflicting e—mail that

was previously registered 206.

[0055] In another version of the invention, the user information comprises information

about the user selected from the group consisting of the user’s (a) name, (b) the user’s social

security number, (0) national identification number, (d) passport number, (e) IP address, (f)

vehicle registration number, (g) vehicle license plate number, (h) driver's license number, (i)

appearance, (1') fingerprint, (k) handwriting, (1) credit card information, (m) bank account

information, (11) digital identity, (0) date of birth, (p) birthplace, (q) past and current

residence, (r) age, (5) gender, (t) marital status, (u) race, (v) names of schools attended, (w)

workplace, (x) salary, (y) job position, (z) additional biometric data, and combinations of one

or more thereof. All of this information, except for the password, can be automatically

gathered by the application if it is already stored in the hardware device 100.

[0056] The user’ s name includes, but is not limited to, first, last, middle, and any

nicknames, and portions thereof. The user’s social security number and IP address include all

or part of the number and combinations thereof. The user’ 5 national identification number,

passport number, vehicle registration number, vehicle license plate number, and driver’s

license number include letters and symbols, in addition to numbers, and portions thereof.

Biometric data includes, but is not limited to, fingerprint, handwriting, retina, appearance, and

voice data. Credit card information includes all or part of the number, expiration date, issuing

bank, type (e.g. Visa, MasterCard, Discover, or American Express) and combinations thereof.

The user’s digital identity includes characteristics and data attributes, such as a username and
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password for various online accounts (e.g. banking, social media, weblogs, e—mail, etc), online

search activities (e. g. electronic transactions), medical history, purchasing history, purchasing

behavior. A digital identity can also be linked to an e—mail address, URL, and domain name.

[0057] The hardware device stores the user information and obtains a hardware profile

208 of the hardware device 210, the hardware profile 208 comprising user generated data

stored on the device 100. The hardware profile 208 includes, but is not limited to information

on the hardware device selected from the group consisting of (a) contact information, (b)

mobile network code, (c) information about music, ((1) pixel colors from a background screen,

(e) installed applications, (f) arrangement of the applications, (g) frequency of use of

applications, (h) location of the user, (i) Bluetooth device pairings, (j) carrier name, (k) mobile

country code, (1) phone number, (m) photos, (11) device name, (0) MAC address, (p) device

type, and combinations of one or more thereof. The hardware profile 208 can also include

portions of any of the above such as just a portion of the titles of some of the music on the

device 100.

[0058] Contact information includes, but is not limited to, telephone numbers (home,

work, and mobile), e—mail addresses (personal and work), addresses (home and work), and

names (first, last, middle, and nickname) of contacts stored on the hardware device 100.

Information about music includes, but is not limited to, song names, artist names, playlist

names, songs in playlists, and duration of songs and playlists. Information about applications

includes, but is not limited to, application names, size of applications, and version of

applications. Information about photos includes, but is not limited to, photo names, photo

locations, and photo sizes. Information about device type includes, but is not limited to,

iPhone, iPad, Droid smartphone, and all other types of smartphones and tablet computers.

[0059] The hardware device 100 then sends the user information along with the hardware

profile from the device to an authentication server 212 to create a combined electronic

identification, the hardware profile 208 comprising user generated data stored on the device

100. In one version of the invention, the authentication server stores the user information and

hardware profile and passes only portions of the received user information and none of the

hardware information to an evaluation server 214. In order to authenticate the user from the

user information, the evaluation server evaluates the information, and responds with an

identity score based on the evaluation of the user provided information 216. The hardware

device receives the authentication from the server. In the case the evaluation server is

associated with Experian, a Precise ID (PID) score is received. In one case the identity score
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is a numerical representation (from 0 to 1000) of the likelihood the user is a fraud. The closer

the identity score is to 1000, the less likely the user is a fraud. Preferably, the matter proceeds

only if the identity score is over 660.

[0060] The authentication server stores the identity score 218 and uses it to create a

confidence score 220, which is also stored on the authentication server. The confidence score

is calculated using the identity score and the user information 220. The confidence score is a

numerical representation of the likelihood the user is a fraud. If the confidence score is within

accepted tolerances 222, the user information and the hardware profile are linked together to

create the combined electronic identification that is stored on the hardware device and

authentication server 224. The accepted tolerances are set according to the requirements of

the transactions. For example, for lower value transactions the probability that it is an

authenticated user may be set at 80%. For higher value transactions the probability that it is

an authenticated user may be set at 99.999999%. Preferably, linking is done by concatenating

the user information 202 and the hardware profile 208. The user is then notified of the

authentication and creation of the combined electronic identification 226.

[0061] In one version of the invention at least one of the user information 202 and the

hardware profile 208 are salted and hashed prior to linking. Alternatively, both the user

information 202 and hardware profile 208 are salted and hashed prior to linking. Preferably,

salting is done by a three to seven digit random number generator, and hashing is done by

Secure Hash Algorithm-2 (SHA-2). The hash can be four digits of a 64 bit string. Preferably,

the hardware profile 208 and user information 202 are salted and hashed before transfer to any

external device. The salting and hashing can be by individual items or in groups of items.

[0062] In one version the hash is truncated to reduce the amount of information

transmitted to a server. The tulncation can be performed in such a way that sufficient

information is retained to differentiate one user from another user.

[0063] In one version of the invention, if the confidence score is not Within the accepted

tolerances, a request is sent by the hardware device to the authentication server that further

authentication is needed, and the authentication server receives the request 228. The

authentication server then sends the request to the evaluation server, the evaluation server

receives the request 230, and the evaluation server sends knowledge based questions (KBQ)

to the authentication server 230, which sends the KBQ’s to the hardware device 232. The

knowledge questions are commonly used by credit agencies to verify a user’s identity, and are

commonly known in the art, e.g., “What was the color of your first car?” Preferably, the
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knowledge questions are sent in extensible markup language (XML) format. The user is

presented with the knowledge questions, the user provides answers to the knowledge

questions, and the answers are sent back to the evaluation server via the authentication server

234, 236. The evaluation server evaluates the answers and sends an updated identity score to

the authentication server 238, which is then sent to the device 240. An updated confidence

score is calculated using the updated identity score and the user information. If the updated

confidence score is within accepted tolerances 242, the user information and the hardware

profile are linked to create the combined electronic identification, which is stored on the

hardware device 244, and the user is notified of the result 246. The accepted tolerances are

set according to the requirements of the transactions. For example, for lower value

transactions the probability that it is an authenticated user may be set at 80%. For higher

value transactions the probability that it is an authenticated user may be set at 99.999999%. If

the confidence score is not within accepted tolerances, the updated confidence score, user

information, and hardware profile are deleted 248 and the user is notified that the

authentication was denied 250.

[0064] Preferably, the confidence score determines the types of transactions that are

available to the user, which includes consideration of the method by which the user was

authenticated to create the combined electronic identification. For example, whether the user

needed to answer KBQ’s.

[0065] In one version of the invention, once the combined electronic identification is

created, no personal identifying factors are retained or only a selected set is retained on the

hardware device, such as the user’s name and address.

[0066] Alternatively, instead of using an evaluation server 104. the user’ 5 identity can be

verified by authenticating the user information against a private database or directory,

including but not limited to, Lightweight Directory Access Protocol (LDAP) or Active

Directory, as commonly known in the art. In another version of the invention, the user’s

identity can be verified by sending a one—time password to the user via voice call, SMS

message, or e—mail, which is commonly known in the art.
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[0067] Preferably, the above—described method is accomplished by executing the

following algorithm:

[0068] 1. User information

[0069] l) Concatenate provided e—mail (SHA—2) and MAC address (SHA—2) and store.

Include the salt: (SHA—2/123e—mailAddressSHA—2/32lMACaddress). Salt is the extra digits

appended to e—mail and MAC (123,321).

[0070] II. Generate confidence score

[0071] 1) User Activity

[0072] a) Did user perform an activity that enhances the confidence that they are

the actual user of the device, such as selecting information already stored on the hardware

device or whether the user is at a normal location consistent with their activities.

[0073] i) If yes, set variable DPID to 90%

[0074] ii) If no, set variable DPID to 70%

[0075] 2) Receive KBQ identity score from evaluation server.

[0076] a) If KBQ identity score is over 66, allow creation of combined electronic

identification.

[0077] b) If KBQ identity score is below 66, deny creation of combined

electronic identification.

[0078] 3) Calculate confidence score. Confidence score is stored on authentication

server, never passed to hardware device.

[0079] a) Confidence Score : (PID from Experian * DPID) * (0.0l*KBQ

identity score)

[0080] b) Example: (630*0.9)*(0.01*73) = 413, where for purposes of this

example 630 is a generic PID that is representative of the type of score that can be provided.

[0081] HI. Hardware profile

[0082] 1) Initial and Subsequent State Characteristics

[0083] a) Device Characteristics

[0084] i) MAC address

[0085] ii) Device type — iPhone, iPad, etc. (*model)

[0086] iii) Device name (*name)

[0087] iv) Carrier name ( >"carrierName)

[0088] v) Mobile Country Code (*mcc)

[0089] vi) Mobile Network Code (*mnc)
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[0090] b) Device Personality

[0091] i) Contacts using full name.

[0092] ii) Songs using full song names.

[0093] iii) Application names.

[0094] iv) Bluetooth device parings. (go over testing methods with Charles)

[0095] v) Photo names (as stored on device) (future development)

[0096] vi) Photo locations (future development)

[0097] 2) TraitWareID (TWID—Initial State) — Items sent to MongoDB

[0098] With the following items, create salted hashes with dynamic salt on the device and

send to the server. In addition, store the salt independently on the device. Use a random five

digit number for the salt.

[0099] a) Initial Database of Contacts (Full Name)

[00100] b) Initial Database of Song Titles (Use full titles)

[00101] c) Initial Database of Apps (App name)

[00102] d) Bluetooth Device Pairings

[00103] e) Device type — iPhone, iPad, etc. (*model)

[00104] f) Device name (*name)

[00105] g) Carrier name (*carrierName)

[00106] h) Mobile Country Code (*mcc)

[00107] i) Mobile Network Code (* mnc)

[00108] Referring now to Figs. 3A and 3B, an embodiment of the present invention,

depicting a method of allowing a transaction by a user utilizing a stored electronic

identification. the stored electronic identification comprising a first stored hardware profile

and stored user information, the method comprising the steps of receiving user information

and a hardware profile of hardware associated with the user, both hardware profiles

comprising user generated data stored on the device, comparing the received user information

and the received hardware profile against the stored electronic profile, wherein the received

hardware profile and the stored hardware profile are different by at least 0.02%, and allowing

the transaction to proceed only if the received hardware profile and the stored hardware

profile match by at least 60% and the received user information and the stored user

information match by at least 30% is shown.

[00109] In another version of the invention, an authentication server 102 comprises a

processor, memory, and a connection for receiving information for processing by the
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processor, the memory storing a stored user information and a stored hardware profile, the

processor being programmed to receive through the connection the received user information

and the received hardware profile, compare the received user information and the received

hardware profile against the stored hardware profile wherein the received hardware profile

and the stored hardware profile are different by at least 0.02%, and execute the transaction if

the received hardware profile and the stored hardware profile match by at least 60% and the

received user information and the stored user information match by at least 30%.

[00110] First the user opens the application after being authenticated and having a

combined electronic identification created by the steps described above 300. The user is then

presented with an option to either delete the combined electronic identification 302—312, or to

initiate a transaction 316. In the figure, the transaction depicted is an ATM withdrawal. In

other embodiments, the transaction can be any type of transaction, including, but not limited

to, financial transactions, accessing a file, logging into a website, opening a door to a business

or house, starting a car, and being alerted to a washing machine reaching the end of its cycle.

[00111] If the user chooses to initiate a transaction, the hardware device’ s current hardware

profile and user information are used to create a new combined electronic identification on the

hardware device, and the new combined electronic identification is sent to an authentication

server 318. The authentication server then compares the new combined electronic

identification that was sent from the hardware device with a stored previously created

combined electronic identification on the authentication server 320. If they do not match 322,

the transaction does not proceed 324. If they match within a set tolerance, the current

hardware profile and transaction details are sent to an authentication seiver 326. In one

embodiment, the set tolerance is between 0.02% and 76%.

[00112] The authentication sewer then compares the received cun‘ent hardware profile to

a previously stored hardware profile 328. This is accomplished by calculating the percentage

difference of the previously stored hardware profile with the received current hardware

profile. If the percentage difference is not within a set tolerance 330, the transaction does not

proceed 332. In one embodiment, the set tolerance for the hardware profile is between 0.02%

and 76%. If the current hardware profile matches the previously stored hardware profile

within the set tolerance, the transaction is allowed to proceed 334. Alternatively, the

combined electronic identifications and the hardware profiles are sent together for evaluation

by the authentication server at the same time. Preferably the percentage difference between
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the current user information and a previously stored user information is also between 0.02%

and 76%.

[00113] Preferably the transaction is allowed to proceed only if the current hardware

profile and the previously stored hardware profile are different by at least a factor which is a

function of the time since the last transaction. For example, a transaction may not be allowed

to proceed unless there is a 0.02% change in the hardware profile, which would represent a

change in one of the user’s characteristics after a week.

[00114] In one version of the invention, the transaction is not allowed to proceed if the

received hardware profile and the stored hardware profile are identical, which could indicate a

copied profile.

[00115] A new confidence score is generated by using the previously created combined

electronic identification, the new combined electronic identification, the confidence score

calculated based on the percent difference between the previously stored and current hardware

profiles, and the previously calculated confidence score 335. The new confidence score is a

numerical representation between 0 and l of the probability that the user is a fraud.

[00116] In one version multiple user hardware profiles are obtained for user information

data and the percent differences between user hardware profiles are computed. The

differences are used to create statistical distributions which can be used to create statistical

probabilities by which a user data or information differs from another user and which can be

used to determine that a device to which a user has been assigned is statistically different from

another user. This information can be used to determine that a particular device belongs to a

particular user.

[00117] In one version of the invention, the percent differences between user hardware

profiles are computed using the Levenshtein Distance equation, which defines the distance

if} 115ij i i Q i 's E} i} where:between two strings fl: 5' is given by

' itsiaxiil,_-jg} slifllfiiiJ} E Q

l-rwfingfgi m 1} )E + 1

min [tweabiigj i} + 1 else

.. levmbfi-i -~ 1.

[00118] The new confidence score is checked to determine if it is within a set tolerance

336. Preferably, the set tolerance is 99.999999%, so that the transaction proceeds only if the

new confidence score is over 99.999999%. If it is not, then additional steps need to be taken
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to increase the new confidence score, such as prompting the user for a password or biometric

authentication 33 8—350. If the confidence score is unable to be increased, the transaction is

not allowed to proceed 352, 354.

[00119] If the new confidence score is within the set tolerance, the new combined

electronic identification replaces the stored combined electronic identification on the

authentication server and the transaction is allowed to be completed 356—360.

[00120] In another version of the invention, the transaction is allowed to proceed only if

the received hardware profile and the stored hardware profile match by at least 40%.

Alternatively, the transaction is allowed to proceed only if the received hardware profile and

the stored hardware profile match by at least 50%. In another version the transaction is

allowed to proceed only if the received hardware profile and the stored hardware profile are

different by at least 1%.

[00121] It has been found that, though there will be changes in the user information and the

hardware profile, individuals are sufficiently unique that a particular user can still be

identified by the user information and the hardware profile to a high probability. The data

shows that even if the received hardware profile and the stored hardware profile differ by

44%, there is still only a l in 360 billion chance that it is not the same device. If the data

were to change by 60% there would be still be a 99.99% chance that the device is the same.

Even a 76% difference corresponds to a l in 3 probability. In regards to the current invention,

using the user information and the hardware profile results in differentiation of an individual

device to greater than 1 in 500 million.

[00122] Figs. 4A through 4F depict systems and methods for a user to perform a

transaction with an electronic communication device 400, 402 comprising the steps of salting

and hashing a hardware profile 208 of the electronic communication device 400, 402 with

user information 204 stored on the device, the hardware profile comprising user generated

data stored on the device, sending the salted and hashed hardware profile 208 and user

information 204 to a server 404, and receiving instructions from the server 404 regarding

whether or not to proceed with the transaction.

[00123] Preferably, salting is done by a three to seven digit random number generator, and

hashing is done by SHA—2.

[00124] Preferably, the steps further comprise entering a security pin to verify the user.

The security pin can be any arrangement of numerical digits that is well—known in the art.
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[00125] In one version of the invention, a method for a user to perform a transaction

utilizing a first electronic communication device 400 comprises the steps of connecting with a

transaction receiver, receiving from the transaction receiver electronic data for a second

electronic communication device 402 different from the first electronic communication device

400, the second electronic communication device 402 having a user associated therewith and

a hardware profile 208 associated therewith, the hardware profile 208 comprising user

generated data stored on the second electronic communication device 402, sending with the

second electronic communication device 402 at least part of the received electronic data, user

information 204 of the user, and the hardware profile 208 to an authentication server 404, and

if the authentication server 404 authenticates the sent user information 206, the hardware

profile 208, and the sent electronic data, performing the transaction with the first electronic

communication device 400. Preferably, the method includes the step of authenticating with

the authentication server 404. Preferably, the transaction receiver is a secure website that uses

the methods described above in Figs. 3A and 3B for authenticating a combined electronic

identification for accessing the secure website.

[00126] In one version the first electronic communication device 400 comprises a visual

display, wherein the visual display is read with the second electronic communication device

402.

[00127] In another version the second electronic communication device 402 comprises a

visual display, wherein the visual display is read with the first electronic communication

device 400.

[00128] Preferably, the visual display is a Quick Response (QR) code.

[00129] In one embodiment, a method of performing a transaction for a user using a first

electronic communication device 400 to perform the transaction comprises the steps of

receiving information from the first electronic communication device 400, transmitting

electronic data to the user, receiving from a second electronic communication device 402 of

the user at least part of the transmitted electronic data, user information 204 associated with

the second electronic communication device 402, and a hardware profile 208 of the second

electronic communication device 402, the hardware profile comprising user generated data

stored on the second electronic communication device 402, and determining if the received

electronic data, user information 204 and hardware profile 208 are authentic, and if authentic,

permitting the user to perform the transaction with the first electronic communication device

400.
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[00130] In one version of the invention, the method comprises the additional step of

permitting the user to perform the transaction.

[00131] In one version of the invention, if the received electronic data, user information

204 and hardware profile 208 are authentic, the method comprises the additional step of

performing the transaction for the user.

[00132] In another embodiment, a system for performing a transaction for a user using a

first electronic communication device 400 to perform the transaction comprises a processor,

memory, and a connection for receiving information executable by the processor, the memory

storing electronic data, the processor being programmed to receive through the connection

information from the first electronic communication device 400, transmit through the

connection the stored electronic data to the user, receive through the connection from the

second electronic communication device 402 at least part of the transmitted electronic data,

user information 204 associated with the second communication device 402, and hardware

profile 208 of the second communication device 402, and determine if the received electronic

data, user information 204 and hardware profile 208 are authentic, and if authentic, permitting

the user to perform the transaction with the first electronic communication device 400.

[00133] In one version of the invention, if the received electronic data, user information

204 and hardware profile 208 are authentic, the processor is programmed to send through the

connection to the first electronic communication device 400 a response regarding whether or

not to perform the transaction.

[00134] Fig. 4A depicts a system of performing a transaction with a first electronic

communication device 400 and a second electronic communication device 402. Preferably,

the first electronic communication device 400 is a desktop computer and the second electronic

communication device 402 is a smartphone. The desktop computer can be a public computer,

a workplace computer, or any computer not used by the user in relation to creating or

authenticating a combined electronic identification. The smartphone has previously been used

to create a combined electronic identification according to the methods described above in

Figs. 2A and 2B, and has a combined electronic identification associated with it. The first

electronic communication device 400 and the second electronic communication device 402

each comprise a processor, memory, and a connection for receiving and transmitting

information executable by the processor. The system further comprises an authentication

server 404 and a webserver 406.
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[00135] Fig. 4D describes a method of performing a transaction with a first electronic

communication device 400 and a second electronic communication device 402. A user first

navigates to a secure web site which uses the methods described above in Figs. 3A and 3B for

authenticating a combined electronic identification for accessing the secure website 408. The

user is presented with a visual display on the desktop computer, the visual display containing

information about the website and the computer requesting access 410. Preferably, the visual

display is a Quick Response (QR) code. In another version of the invention, the user receives

a wireless signal instead of a visual display. The wireless signal can be of any type known in

the art, including, but not limited to, near field communication (NFC) and Bluetooth. The

information presented in the visual display or wireless signal may consist of, but is not limited

to, the website URL, a geographic location, the IP address of the computer, a time stamp, and

a date stamp.

[00136] The user scans the visual display with a program stored on the smartphone 412.

Most smartphones come equipped with a program that uses a camera 403 on the smartphone

to scan visual displays or other objects. The smartphone transmits the encoded information in

the visual display along with the combined electronic identification to an authentication server

414. In the version where a wireless signal is used, the smartphone transmits the encoded

information in the wireless signal along with the combined electronic identification to the

authentication server.

[00137] The authentication server receives the encoded information and the combined

electronic identification and analyzes the received encoded information and combined

electronic identification to determine if the user has the necessary rights to access the secure

website using the authentication method described above in Figs. 3A and 3B 416. Preferably,

the authentication process uses information such as a previously created combined electronic

identity and a confidence score, which are stored on the authentication server or on the

webserver.

[00138] The authentication server sends a response to a webserver 418 which then grants

or denies access to the secure website 420. The response is displayed to the user on the

desktop computer either allowing or denying the user access to the secure website.

[00139] In one version of the invention involving high security access, the user will have to

use a biometric whose characteristics were previously stored on the smartphone,

authentication server, or webserver to either access the smartphone or access the program

used to read the QR code.
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[00140] Figs. 4B and 4E show another version of the invention, where a user scans a visual

display generated by a secure website on a first electronic communication device with a

second electronic communication device 422—426, and the second electronic communication

device determines if the second electronic communication device has the appropriate

credentials to access the secured website 428. The visual display contains encoded

information about the website and the computer requesting access. Preferably, the first

electronic communication device 400 is a desktop computer and the second electronic

communication device 402 is a smartphone. The desktop computer can be a public computer,

a workplace computer, or any computer not used by the user in relation to creating or

authenticating a combined electronic identification. Preferably the desktop computer has a

webcam 401 that is programmed to recognize QR codes. The smartphone has previously been

used to create a combined electronic identification according to the methods described above

in Figs. 2A and 2B, and has a combined electronic identification associated with it.

[00141] If the smartphone has the appropriate credentials, the smartphone generates a

visual display 430 which is scanned by the desktop computer to grant access to the secure

website 432. The authentication process is the same as that described above for Figs. 3A and

3B. Preferably, the visual display is a QR code. In another version of the invention, the user

receives a wireless signal instead of a visual display. The wireless signal can be of any type

known in the art, including, but not limited to, NFC and Bluetooth. The encoded information

may contain, but is not limited to, login credentials, a geographic location, a confidence score,

a time stamp, and a date stamp.

[00142] In one version of the invention involving high security access, the user will have to

use a biometric whose characteristics were previously stored on the smartphone, an

authentication server, or a webserver to either access the smartphone or access the program

used to read the QR code.

[00143] Figs. 4C and 4F show another version of the invention, where a user’s smartphone,

which has been previously authenticated according to the method described above in Figs. 1—

3, creates a QR code, or sends a wireless signal using NFC or Bluetooth, which contains

encoded information about the user 434. The encoded information presented in the QR or

wireless signal, includes, but is not limited to, a name, a geographic location, a time stamp,

and a date stamp. The encoded information is for one-time use.

[00144] When the QR or other encoded information is created on the device, the device

also sends the encoded information to an authentication server along with a combined
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electronic identification associated with the smartphone 436. The authentication server

analyzes the combined electronic identification and matches the encoded information to an

account of the user in order to authenticate the user. When a desktop computer scans the QR

code or receives the wireless signal created by smartphone 438, the desktop computer sends

the encoded message to a webserver 440. The desktop computer can be a public computer, a

workplace computer, or any computer not used by the user in relation to creating or

authenticating a combined electronic identification. Preferably the desktop computer has a

webcam that is programmed to recognize QR codes.

[00145] The webserver queries the authentication server regarding whether the user is

authenticated based on the encoded information and the combined electronic identification

442. The authentication server responds to the webserver to either grant or deny access to a

secure website 444. The webserver then grants or denies access to the secure website 446.

[00146] in one version of the invention involving high security access, the user will have to

use a biometric whose characteristics were previously stored on the smartphone,

authentication server, or webserver to either access the smartphone or access the program

used to read the QR code.

[00147] Although the present invention has been discussed in considerable detail with

reference to certain preferred embodiments, other embodiments are possible. For example,

the visual display can be a bar code. Therefore, the scope of the appended claims should not

be limited to the description of preferred embodiments contained in this disclosure.

[00148] All the features disclosed in this specification (including any accompanying

claims, abstract, and drawings) can be replaced by alternative features serving the same,

equivalent or similar purpose, unless each feature disclosed is one example only of a generic

series of equivalent or similar features.
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What is claimed is:

l. A method for creating a combined electronic identification associated with a hardware

device comprising the steps of:

a) obtaining user information about a user of the device;

b) authenticating the user from the user information;

c) obtaining a hardware profile of the device, the hardware profile comprising

user generated data stored on the device; and

d) linking the user information and the hardware profile as a combined electronic

identification.

2. A method for creating a combined electronic identification associated with a hardware

device comprising the steps of:

a) inputting user information about a user on the device;

b) sending the user information from the device to a server;

c) receiving authentication from the server; and

d) sending a hardware profile from the device to the server to create a combined

electronic identification, the hardware profile comprising user generated data stored on the

device.

3. The invention of claim 1 or 2 wherein the hardware profile comprises information on

the hardware device selected from the group consisting of (a) contact information, (b) mobile

network code, (c) information about music, (d) pixel colors from a background screen, (e)

installed applications, (f) arrangement of the applications, (g) frequency of use of

applications, (h) location of the user, (i) Bluetooth device pairings, (j) carrier name, (k)

mobile country code, (1) phone number, (In) photos, (n) device name, (0) MAC address, (p)

device type, and combinations of one or more thereof.

4. The invention of claim 1 or 2 wherein the user information comprises information

about the user selected from the group consisting of the user’s (a) name, (b) the user’s social

security number, (c) national identification number, (d) passport number, (e) IP address, (f)

vehicle registration number, (g) vehicle license plate number, (h) driver's license number, (i)

appearance, (j) fingerprint, (k) handwriting, (1) credit card information, (m) bank account

Page 114 of 591 MIOOZ



IA1002Page 115 of 591

10

15

20

25

30

WO 2013/138714 PCT/US2013/032040

24

information, (n) digital identity, (0) date of birth, (p) birthplace, (q) past and current

residence, (r) age, (s) gender, (t) marital status, (u) race, (V) names of schools attended, (w)

workplace, (X) salary, (y) job position, (2) additional biometric data, and combinations of one

or more thereof.

5. The invention of claim 1 or 2 wherein at least one of the user information and the

hardware profile are salted and hashed prior to linking.

6. The invention of claim 5 wherein both the user information and the hardware profile

are salted and hashed prior to linking.

7. The invention of claim 6 wherein salting is done by a three to seven digit random

number generator, and hashing is done by Sl-lA—2.

8. The method of claim 1 wherein the step of linking comprises concatenating the user

information and the hardware profile.

9. A system for performing the method of claim 1 comprising a processor, memory, and

a connection for receiving information executable by the processor, the processor being

programmed to:

a) receive through the connection the user information;

b) authenticate the user from the user information;

c) receive through the connection the hardware profile;

(:1) store in memory the received user information and the received hardware

profile; and

6) link the user information and the hardware profile together as a combined

electronic identification.

10. A system for performing the method of claim 2 comprising a processor, memory, an

input interface, and a transmitter, the processor being programmed to:

a) process through the input interface the user information;

b) transmit through the transmitter the user information to a first server;

c) receive through the transmitter authentication from a second server; and
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d) transmit through the transmitter the hardware profile to the first server to create

a combined electronic identification.

11. The system of claim 10 wherein the first and second servers are the same server.

12. A method of allowing a transaction by a user utilizing a stored electronic

identification, the stored electronic identification comprising a first stored hardware profile

and stored user information, the method comprising the steps of:

a) receiving user information and a hardware profile of hardware associated with

the user, both hardware profiles comprising user generated data stored on the device;

b) comparing the received user information and the received hardware profile

against the stored electronic profile, wherein the received hardware profile and the stored

hardware profile are different by at least 0.02%; and

c) allowing the transaction to proceed only if the received hardware profile and

the stored hardware profile match by at least 60% and the received user information and the

stored user information match by at least 30%.

13. The method of claim 12 wherein the transaction proceeds only if the received

hardware profile and the stored hardware profile match by at least 40%.

14. The method of claim 12 wherein the transaction proceeds only if the received

hardware profile and the stored hardware profile match by at least 50%.

15. The method of claim 12 wherein the received hardware profile and the stored

hardware profile are different by at least 1%.

16. The method of claim 15 wherein the transaction proceeds only if the received

hardware profile and the stored hardware profile match by at least 40%.

17. The method of claim 15 wherein the transaction proceeds only if the received

hardware profile and the stored hardware profile match by at least 50%.
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18. A system for performing the method of Claim 12 comprising a processor, memory, and

a connection for receiving information for processing by the processor, the memory storing

the stored user infonnation and the stored hardware profile, the processor being programmed

to:

a) receive through the connection the received user information and the received

hardware profile;

b) compare the received user information and the received hardware profile

against the stored hardware profile wherein the received hardware profile and the stored

hardware profile are different by at least 0.02%; and

c) execute the transaction if the received hardware profile and the stored

hardware profile match by at least 60% and the received user information and the stored user

information match by at least 30%.

19. A method for a user to perform a transaction with an electronic communication device

comprising the steps of:

a) salting and hashing a hardware profile of the electronic communication device

with user information stored on the device, the hardware profile comprising user generated

data stored on the device;

b) sending the salted and hashed hardware profile and the user information to a

server; and

c) receiving instructions from the server regarding whether or not to proceed with

the transaction.

20. The method of claim 19 wherein salting is done by a three to seven digit random

number generator, and hashing is done by SHA—2.

21. The method of claim 19 further comprising the step of entering a security pin to verify

the user.

22. A method for a user to perform a transaction utilizing a first electronic communication

device comprising the steps of:

a) connecting with a transaction receiver;

b) receiving from the transaction receiver electronic data for a second electronic
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communication device different from the first electronic communication device, the second

electronic communication device having a user associated therewith and a hardware profile

associated therewith, the hardware profile comprising user generated data stored on the

second electronic communication device;

c) sending with the second electronic communication device at least part of the

received electronic data, user information of the user, and the hardware profile to an

authentication server; and

d) if the authentication server authenticates the sent user information, the

hardware profile, and the sent electronic data, performing the transaction with the first

electronic communication device.

23. The method of claim 22 wherein the step of authenticating with the authentication

server is performed before step d).

24. The method of claim 22 wherein the first electronic communication device comprises

a Visual display, and step (b) further comprises reading the Visual display with the second

electronic communication device.

25. The method of claim 22 wherein the second electronic communication device

comprises a visual display, and step (b) further comprises the step of reading the Visual

display with the first electronic communication device.

26. The method of claim 24 or 25 wherein the Visual display is a Quick Response (QR)

code.

27. A method of performing a transaction for a user using a first electronic communication

device to perform the transaction comprising the steps of:

a) receiving information from the first electronic communication device;

b) transmitting electronic data to the user;

c) receiving from a second electronic communication device of the user at least

part of the transmitted electronic data, user information associated with the second electronic

communication device, and a hardware profile of the second electronic communication

device, the hardware profile comprising user generated data stored on the second electronic
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communication device; and

d) determining if the received electronic data, user information and hardware

profile are authentic, and if authentic, permitting the user to perform the transaction with the

first electronic communication device.

28. The method of claim 27 wherein the user is permitted to perform the transaction.

29. The method of claim 27 wherein the received electronic data, user information and

hardware profile are authentic, the method comprising the additional step of performing the

transaction for the user.

30. A system for performing the method of claim 27 comprising a processor, memory, and

a connection for receiving information executable by the processor, the memory storing

electronic data, the processor being programmed to:

a) receive through the connection information from the first electronic

communication device;

b) transmit through the connection the stored electronic data to the user;

c) receive through the connection from the second electronic communication

device at least part of the transmitted electronic data, user information associated with the

second communication device, and hardware profile of the second electronic communication

device; and

d) determine if the received electronic data, user information and hardware profile

are authentic, and if authentic, permitting the user to perform the transaction with the first

electronic communication device.

31. The system of claim 30 wherein the received electronic data, user information and

hardware profile are authentic, the processor being programmed to:

6) send through the connection to the first electronic communication device a

response regarding whether or not to perform the transaction.
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SYSTEMS, METHODS AND APPARATUS FOR MULTIVARIATE
AUTHENTICATION

CROSS-REFERENCE TO RELATED APPLICATION

[0001] This application claims the benefit of US. patent application Serial No.

13/829,180, filed on March 14, 2013, entitled " SYSTEMS AND METHODS FOR

MULTIVARIATE AUTHENTICATION,” which claims the benefit of US. provisional

patent application Serial No. 61/621,728, filed on April 9, 2012, entitled " SYSTEMS

AND METHODS FOR MULTIVARIATE AUTHENTICATION," the disclosures of

which are hereby incorporated by reference herein in their entirety.

BACKGROUND

[0002] User authentication has become increasingly of interest as Internet and

network-based computer usage have become more prevalent and capabilities of

these media have grown. The significance of user authentication has also increased

as businesses, government departments, medical organizations and individuals have

become increasingly reliant on computer networks and on the security of proprietary

information transmitted across networks to users of computing devices.

W

[0003] In one embodiment, a computer-based method of authenticating is

provided. The method including receiving a request for authentication of a user.

The request for authentication including a biometric feature ofthe user collected by a

user device and contextual data from the user device. The method also including

comparing the biometric feature of the user to baseline biometric feature of the user,

comparing the contextual data to an expected contextual data value, and

determining whether to authenticate the user based on the comparison of the

biometric feature of the user to the baseline biometric feature of the user and the

comparison of the contextual data to the expected contextual data value.
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[0004] A computer-based method of the preceding embodiment, where the

contextual data is a machine identification (ID) of the user device.

[0005] A computer-based method of one or more of the preceding

embodiments, where the contextual data is data collected from a sensor of the user

device.

[0006] A computer-based method of one or more of the preceding

embodiments, where the sensor is any of an accelerometer, a gyroscope, and a

magnetometer.

[0007] A computer—based method of one or more of the preceding

embodiments, including receiving an image of the user, the image including the

biometric feature, where a baseline image includes the baseline biometric feature.

[0008] A computer-based method of one or more of the preceding

embodiments, including comparing a first gesture made by the user in the image of

the user to a second gesture in the baseline image.

[0009] A computer-based method of one or more of the preceding

embodiments, including comparing a location of the first gesture in the image to a

location of the second gesture in the baseline image.

[0010] A computer-based method of one or more of the preceding

embodiments, including comparing a location of a first camera flash location in the

image to a location of a second camera flash location in the baseline image.

[0011] A computer-based method of one or more of the preceding

embodiments where the contextual data is a geographical location of the user

device.

[0012] A computer-based method of one or more of the preceding

embodiments, including transmitting to the user device a color key, where the

biometric feature of the user collected by a user device includes a color signature of

the user.
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[0013] A computer-based method of one or more of the preceding

embodiments, including comparing the color signature of the user to a stored color

signature of the user.

[0014] A computer-based method of one or more of the preceding

embodiments, where the user device is a first user device and the biometric feature

is included in a first image, where the request for authentication includes the first

image of the user collected by the first user device and a second image including the

biometric feature of the user collected by a second user device.

[0015] A computer—based method of one or more of the preceding

embodiments, including comparing the first image of the user to a first baseline

image and the second image of the user to a second baseline image.

[0016] A computer—based method of one or more of the preceding

embodiments, where the image is collected during a rotary scan of the user.

[0017] In one embodiment, a computer-based authentication system is

provided. The system including a baseline image database, a contextual data

database, and an authentication computing system. The authentication system is

configured to receive a request for authentication of a user from a user device. The

request for authentication including an image of the user and contextual data. The

authentication system is also configured to compare the image of the user to a

baseline image of the user stored in the baseline image database, compare the

contextual data to an expected contextual data value stored in the contextual data

database, and determine whether to authenticate the user based on the comparison

of the biometric feature of the user to the baseline image of the user and the

comparison of the contextual data to the expected contextual data value.

[0018] A computer-based authentication system of the preceding

embodiment, where the contextual data indicates a geographical location of the user

device.

[0019] A computer-based authentication system of one or more of the

preceding embodiments, where the contextual data is acceleration data collected

from an accelerometer.
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[0020] A computer-based authentication system of one or more of the

preceding embodiments, where the baseline image includes a first hand gesture,

and where the authentication system configured to compare a second hand gesture

made by the user in the image of the user to the first gesture made by the user in the

baseline image.

[0021] A computer—based authentication system of one or more of the

preceding embodiments, where the authentication system is configured to compare

a location of the first gesture in the image to a location of the second gesture in the

baseline image.

[0022] In one embodiment, a non-transitory computer readable medium

having instructions stored thereon is provided. When the instructions are executed

by a processor, they cause the processor to receive a request for authentication of a

user. The request for authentication includes an image of the user collected by a

user device and contextual data from the user device. When the instructions are

executed by a processor, they also cause the processor to compare the image of the

user to a baseline image of the user, compare the contextual data to an expected

contextual data value and determine whether to authenticate the user based on the

comparison of the biometric feature of the user to the baseline image of the user and

the comparison of the contextual data to the expected contextual data value.

[0023] A non-transitory computer readable medium of the preceding

embodiment, where the contextual data is a geographical location of the user device.

[0024] A non—transitory computer readable medium of one or more of the

preceding embodiments, where the contextual data is gathered by a sensor of the

user device.

[0025] A non-transitory computer readable medium of one or more of the

preceding embodiments, where the instructions cause the processor to compare a

first gesture made by the user in the image of the user to a second gesture in the

baseline image.

[0026] A non-transitory computer readable medium of one or more of the

preceding embodiments, where the instructions cause the processor to compare a
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location of the first gesture in the image to a location of the second gesture in the

baseline image.

[0027] In one embodiment a non-transitory computer readable medium having

instructions stored thereon is provided. When the instructions are executed by a

processor, they cause the processor to receive from a first user device via a network

communication a network packet including an electronic data file and recipient

biometrics and receive from a second user device via network communication

biometric data obtained from a user of the second user device. When the biometric

data obtained from the use of the second user device matches the recipient

biometrics, the electronic data file is permitted to be accessed on the second user

device.

[0028] A non-transitory computer readable medium of the preceding

embodiment, where the recipient biometrics is a facial image of a recipient.

[0029] A non-transitory computer readable medium of one or more of the

preceding embodiments, where the biometric data obtained from the user of the

second user device is an image of a face of the user of the second user device.

[0030] A non-transitory computer readable medium of one or more of the

preceding embodiments, where the electronic data file is encrypted based on

biometrics of the second user and contextual data associated with the second user.

[0031] A non-transitory computer readable medium of one or more of the

preceding embodiments, where the recipient biometrics includes biometrics from

each of a plurality of recipients, and where the biometric data obtained from a user of

the second user device includes biometric data obtained from each of a plurality of

users of the second user device.

[0032] A non—transitory computer readable medium of one or more of the

preceding embodiments, where the instructions cause the processor to permit the

electronic data file to be accessed on the second user device when the biometric

data obtained from each of a plurality of users of the second user device matches

corresponding recipient biometrics received from the first user device.
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[0033] A non-transitory computer readable medium of one or more of the

preceding embodiments, where the plurality of recipients includes N recipients,

where N is an integer, and where the plurality of users of the second user includes k

recipients.

[0034] A non-transitory computer readable medium of one or more of the

preceding embodiments, where k<N.

[0035] In one embodiment a method of electronically sharing data is provided.

The method includes identifying an electronic file, providing biometrics associated

with a recipient, providing contextual data associated with a recipient, causing the

electronic file to be encrypted based on the provided biometrics and the provided

contextual data and causing the transmission of the encrypted with another

embodiment.

[0036] A method of electronically sharing data of the preceding embodiment,

where providing the biometrics associated with a recipient includes selecting a digital

image of the recipient’s face.

[0037] A method of electronically sharing data of one or more of the preceding

embodiments, where providing contextual data associated with the recipient includes

identifying a geographic location of the recipient.

[0038] A method of electronically sharing data of one or more of the preceding

embodiments, where providing biometrics includes providing biometrics from each of

a plurality of recipients.

[0039] A method of electronically sharing data of one or more of the preceding

embodiments, where the plurality of recipients includes N recipients, where N is an

integer.

BRIEF DESCRIPTION OF THE DRAWINGS

[0040] The present disclosure will be more readily understood from a detailed

description of some example embodiments taken in conjunction with the following

figures:
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[0041] FIG. 1 illustrates an example authentication computing system that

receives and process identity-based information for use authorization.

[0042] FIGS. 2A—2L schematically illustrate various forms of information that

may be sent to an authentication computing system via an image in accordance with

various non-limiting embodiments.

[0043] FIG. 3 illustrates a user device capturing an image of a user in

accordance with one non-limiting embodiment.

[0044] FIGS. 4A—4D illustrate various image analysis techniques in

accordance with non-limiting embodiments.

[0045] FIGS. 5A-5D show example images provided to an authentication

computing system.

[0046] FIG. 6 shows a user authentication process in accordance with one

non-limiting embodiment.

[0047] FIGS. 7A—7B depict example moving image scans.

[0048] FIG. 7C illustrate an example process flow associated with a moving

image scan.

[0049] FIG. 8A illustrates an example moving image scan.

[0050] FIG. 88 illustrates an example process flow associated with a moving

image scan utilizing multi-colored strobing.

[0051] FIGS. 9—10 illustrate example authentication processes utilizing multi—

image acquisition processes.

[0052] FIG. 11 illustrates an authentication computing system that comprises

a local authentication computing system and a remote authentication computing

system.

[0053] FIG. 12 illustrates an example data transferring technique utilizing an

authentication computing system.

Page 140 of 591 M1002



IA1002Page 141 of 591

WO 2013/154936 PCT/US2013/035450

[0054] FIG. 13 illustrates an authentication process for a computing device

using a color signature in accordance with one non-limiting embodiment.

[0055] FIG. 14 illustrates an authentication process for an authentication

computing system using a color signature in accordance with one non-limiting

embodiment.

[0056] FIG. 15 illustrates an authentication process for a computing device in

accordance with one non-limiting embodiment.

[0057] FIG. 16 illustrates an authentication process of an authentication

computing system in accordance with one non-limiting embodiment.

[0058] FIG. 17 illustrates an authentication process in accordance with one

non—limiting embodiment.

[0059] FIG. 18A illustrates an example message flow diagram for a

registration process.

[0060] FIG. 188 illustrates an example message flow diagram for an

authentication process.

[0061] FIG. 19A illustrates an example simplified block diagram for a user

registration process.

[0062] FIG. 198 illustrates an example simplified block diagram for a user

authentication process.

[0063] FIG. 20A illustrates an example process for registering a user with an

authentication computing system.

[0064] FIG. ZOB illustrates an example process for authenticating a registered

user of an authentication computing system.

[0065] FIG. 21 illustrates an example block diagram of a communication

system.

[0066] FIG. 22 illustrates a system flow diagram for photo cloaking utilizing

biometric key generation.
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[0067] FIG. 23 illustrates an example biometric encryption system flow

diagram.

DETAILED DESCRIPTION

[0068] Various non-limiting embodiments of the present disclosure will now be

described to provide an overall understanding of the principles of the structure,

function, and use of the authentication systems and processes disclosed herein.

One or more examples of these non-limiting embodiments are illustrated in the

accompanying drawings. Those of ordinary skill in the art will understand that

systems and methods specifically described herein and illustrated in the

accompanying drawings are non-limiting embodiments. The features illustrated or

described in connection with one non-limiting embodiment may be combined with the

features of other non-limiting embodiments. Such modifications and variations are

intended to be included within the scope of the present disclosure.

[0069] The presently disclosed embodiments are generally directed to user

identification and authorization. Such systems and methods may be implemented in

a wide variety of contexts. In one example embodiment, the presently disclosed

systems and methods allow the identity of a user of a computing device to be

authenticated. The user may be authenticated though a multivariate platform, as

described in more detail below. In some embodiments, the authentication process

may process an image supplied by the computing device to the authentication

computing system. The process may utilize a biometric attribute of the user along

with one or more additional authentication variables in order to confirm an identity of

the user. The image may, for example, include a user gesture, a flash burst, or other

authentication variable. The gesture, the relative location of the gesture, and/or the

relative location of the flash may be compared to a baseline image as part of the

authentication process. In some implementations, contextual data associated with

the image may be processed as part of the authentication process. Such contextual

data (sometimes referred to as “metadata”) may include, without limitation, a

machine ID, device data, or geographical/locational information. As described in

more detail below, contextual data may also include data obtained from sensors

onboard a user computer device. Example sensors include accelerometers,

magnetometers, proximity sensors, and the like. Such sensors may provide
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contextual data such as movement data and user device orientation data, for

example.

[0070] In some example embodiments, a computing device may display a

particular color on its graphical display screen during an authentication process. The

particular color may have been provided to the computing device by an

authentication system. The image subsequently provided to the authentication

computing system by the computer device may include an image of the user with the

particular color reflected off of facial features of a user to form a color signature.

Along with biometrical facial features of the user, the particular color present in the

image and the color signature may be analyzed by an authentication computing

system to provide user authentication.

[0071] In some example embodiments, at least some of the communication

between a computing device and an authentication computing system is encrypted

using any suitable encryption technique. In one example embodiment, chaos-based

image encryption may be used, although this disclosure is not so limited. Additional

details regarding chaos—based image encryption may be found in “Chaos—Based

Image Encryption” by Yaobin Mao and Guaron Chen (available at http://wwwogenm

image.org/TQSgubiication/iournal/CBIE.gdf), which is incorporated herein by

reference. In one example embodiment, images provided to the authentication

computing system by a computing device are encrypted though a pixel—rotation

technique, a codec watermarking technique, and/or other encrypting technique.

[0072] Generally, the presently disclosed systems and methods may

authenticate a user before giving the user access to a mobile computer device,

access to an application on a computer device, access to a building or other

structure, access to a web portal, access to any other type of computing device,

access to data, or access to any other secured virtual or physical destination. The

authentication can be based on a combination of biometric analysis and contextual

data analysis, with the contextual data based on a user device of the user seeking

authentication. Therefore, the presently disclosed systems and methods generally

bind man and machine to effectuate the authentication paradigms described in more

detail below.
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Page 143 of 591 M1002



IA1002Page 144 of 591

WO 2013/154936 PCT/US2013/035450

[0073] Reference throughout the specification to "various embodiments,"

"some embodiments, one embodiment," "some example embodiments," "one

example embodiment," or "an embodiment" means that a particular feature,

structure, or characteristic described in connection with the embodiment is included

in at least one embodiment. Thus, appearances of the phrases "in various

In some embodiments,embodiments, In one embodiment," "some example

embodiments, one example embodiment, or "in an embodiment" in places

throughout the specification are not necessarily all referring to the same

embodiment. Furthermore, the particular features, structures or characteristics may

be combined in any suitable manner in one or more embodiments.

[0074] Referring now to FIG. 1, one example embodiment of the present

disclosure may comprise an authentication computing system 100 that receives and

processes identity-based information to execute user authorization. The

authentication computing system 100 may be provided using any suitable processor—

based device or system, such as a personal computer, laptop, server, mainframe, or

a collection (e.g., network) of multiple computers, for example. The authentication

computing system 100 may include one or more processors 116 and one or more

computer memory units 118. For convenience, only one processor 116 and only one

memory unit 118 are shown in FIG. 1. The processor 116 may execute software

instructions stored on the memory unit 118. The processor 116 may be

implemented as an integrated circuit (IC) having one or multiple cores. The memory

unit 118 may include volatile and/or non-volatile memory units. Volatile memory

units may include random access memory (RAM), for example. Non-volatile

memory units may include read only memory (ROM), for example, as well as

mechanical non—volatile memory systems, such as, for example, a hard disk drive,

an optical disk drive, etc. The RAM and/or ROM memory units may be implemented

as discrete memory le, for example.

[0075] The memory unit 118 may store executable software and data for

authentication engine 120. When the processor 116 of the authentication computing

system 100 executes the software of the authentication engine 120, the processor

116 may be caused to perform the various operations of the authentication

computing system 100, such as send information to remote computer devices,

11
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process information received from remote computer devices, and provide

authentication information to the remote computer devices, as discussed in more

detail below. Data used by the authentication engine 120 may be from various

sources, such as a baseline image database 124, which may be an electronic

computer database, for example. The data stored in the baseline image database

124 may be stored in a non-volatile computer memory, such as a hard disk drive, a

read only memory (e.g., a ROM IC), or other types of non—volatile memory. Also, the

data of the database 124 may be stored on a remote electronic computer system, for

example. Machine ID database 126, which may be an electronic computer

database, for example, may also provide used by the authentication engine 120. The

data stored in the machine ID database 126 may be stored in a non—volatile

computer memory, such as a hard disk drive, a read only memory (e.g., a ROM IC),

or other types of non-volatile memory. Also, the data of the Machine ID database

126 may be stored on a remote electronic computer system, for example. In some

embodiments, the Machine ID database comprises mobile equipment identification

(MEID) numbers, Electronic Serial Numbers (ESN), and/or other suitable identifying

indicia that may be used to identify electronic devices. While machine ID database

126 is illustrated as storing expected contextual data related to an identifier of a user

device, it is to be appreciated that other embodiments may utilize other databases

configured to store other forms of expected contextual data (expected movement

data, expected geolocational data, expected magnetic data, and so forth) that may

be compared to contextual data received from a user device during an authentication

process.

[0076] The authentication computing system 100 may be in communication

with user devices 102 via an electronic communications network (not shown). The

communications network may include a number of computer and/or data networks,

including the Internet, LANs, WANs, GPRS networks, etc., and may comprise wired

and/or wireless communication links. In some example embodiments, an

authentication system API is used to pass information between the user devices 102

and the authentication computing system 100. The user devices 102 that

communicate with the authentication computing system 100 may be any type of

client device suitable for communication over the network, such as a personal

computer, a laptop computer, or a netbook computer, for example. In some example

12
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embodiments, a user may communicate with the network via a user device 102 that

is a combination handheld computer and mobile telephone, sometimes referred to as

a smart phone. It can be appreciated that while certain embodiments may be

described with users communication via a smart phone or laptop by way of example,

the communication may be implemented using other types of user equipment (UE)

or wireless computing devices such as a mobile telephone, personal digital assistant

(PDA), combination mobile telephone/PDA, handheld device, mobile unit, subscriber

station, game device, messaging device, media player, pager, or other suitable

mobile communications devices. Further, in some example embodiments, the user

device may be fixed to a building, vehicle, or other physical structure.

[0077] Some of the user devices 102 also may support wireless wide area

network (WWAN) data communications services including Internet access.

Examples of WWAN data communications services may include Evolution-Data

Optimized or Evolution—Data only (EV—DO), Evolution For Data and Voice (EV—DV),

CDMA/1xRTT, GSM with General Packet Radio Service systems (GSM/GPRS),

Enhanced Data Rates for Global Evolution (EDGE), High Speed Downlink Packet

Access (HSDPA), High Speed Uplink Packet Access (HSUPA), and others. The user

device 102 may provide wireless local area network (WLAN) data communications

functionality in accordance with the Institute of Electrical and Electronics Engineers

(IEEE) 802.xx series of protocols, such as the IEEE 802.11a/b/g/n series of standard

protocols and variants (also referred to as "Wi—Fi"), the IEEE 802.16 series of

standard protocols and variants (also referred to as "WiMAX"), the IEEE 802.20

series of standard protocols and variants, and others.

[0078] In some example embodiments, the user device 102 also may be

arranged to perform data communications functionality in accordance with shorter

range wireless networks, such as a wireless personal area network (PAN) offering

Bluetooth® data communications services in accordance with the Bluetooth®.

Special Interest Group (SIG) series of protocols, specifications, profiles, and so forth.

Other examples of shorter range wireless networks may employ infrared (IR)

techniques or near-field communication techniques and protocols, such as

electromagnetic induction (EMI) techniques including passive or active radio—

frequency identification (RFID) protocols and devices.

13
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[0079] The user device 102 may comprise various radio elements, including a

radio processor, one or more transceivers, amplifiers, filters, switches, and so forth

to provide voice and/or data communication functionality. It may be appreciated that

the user device 102 may operate in accordance with different types of wireless

network systems utilize different radio elements to implement different

communication techniques. The user device 102 also may comprise various

input/output (I/O) interfaces for supporting different types of connections such as a

serial connection port, an IR port, a Bluetooth® interface, a network interface, a Wi-

Fi interface, a WiMax interface, a cellular network interface, a wireless network

interface card (WNIC), a transceiver, and so forth. The user device 102 may

comprise one or more internal and/or external antennas to support operation in

multiple frequency bands or sub-bands such as the 2.4 GHz range of the ISM

frequency band for Wi-Fi and Bluetooth® communications, one or more of the 850

MHz, 900 MHZ, 1800 MHz, and 1900 MHz frequency bands for GSM, CDMA,

TDMA, NAMPS, cellular, and/or PCS communications, the 2100 MHz frequency

band for CDMAZOOO/EV-DO and/or WCDMA/JMTS communications, the 1575 MHz

frequency band for Global Positioning System (GPS) operations, and others.

[0080] The user device 102 may provide a variety of applications for allowing

a user to accomplish one or more specific tasks using the authentication computing

system 100. Applications may include, without limitation, a web browser application

(e.g., INTERNET EXPLORER, MOZILLA, FIREFOX, SAFARI, OPERA, NETSCAPE

NAVIGATOR) telephone application (e.g., cellular, VoIP, PTT), networking

application, messaging application (e.g., e-mail, IM, SMS, MMS, BLACKBERRY

Messenger), contacts application, calendar application and so forth. The user

device 102 may comprise various software programs such as system programs and

applications to provide computing capabilities in accordance with the described

embodiments. System programs may include, without limitation, an operating system

(OS), device drivers, programming tools, utility programs, software libraries,

application programming interfaces (APIs), and so forth. Exemplary operating

systems may include, for example, a PALM OS, MICROSOFT OS, APPLE OS,

UNIX OS, LINUX OS, SYMBIAN OS, EMBEDIX OS, Binary Run-time Environment

for Wireless (BREW) OS. JavaOS, a Wireless Application Protocol (WAP) OS, and

others.
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[0081] In general, an application may provide a user interface to communicate

information between the authentication computing system 100 and the user via user

devices 102. The user devices 102 may include various components for interacting

with the application such as a display for presenting the user interface and a keypad

for inputting data and/or commands. The user devices 102 may include other

components for use with one or more applications such as a stylus, a touch-sensitive

screen, keys (e.g., input keys, preset and programmable hot keys), buttons (e.g.,

action buttons, a multidirectional navigation button, preset and programmable

shortcut buttons), switches, a microphone, speakers, an audio headset, a camera,

and so forth. Through the interface, the users may interact with the authentication

computing system 100.

[0082] The applications may include or be implemented as executable

computer program instructions stored on computer-readable storage media such as

volatile or non—volatile memory capable of being retrieved and executed by a

processor to provide operations for the user devices 102. The memory may also

store various databases and/or other types of data structures (e.g., arrays, files,

tables, records) for storing data for use by the processor and/or other elements of

the user devices 102.

[0083] As shown in FIG. 1, the authentication computing system 100 may

include several computer servers and databases. For example, the authentication

computing system 100 may include one or more web servers 122 and application

servers 128. For convenience, only one web server 122 and one application server

128 are shown in FIG. 1, although it should be recognized that this disclosure is not

so limited. The web server 122 may provide a graphical web user interface through

which users of the system may interact with the authentication computing system

100. The web server 122 may accept requests, such as HTTP requests, from clients

(such as web browsers on the device 102), and serve the clients responses, such as

HTTP responses, along with optional data content, such as web pages (e.g., HTML

documents) and linked objects (such as images, etc.)

[0084] The application server 128 may provide a user interface for users who

do not communicate with the authentication computing system 100 using a web

browser. Such users may have special software installed on their user devices 102
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that allows them to communicate with the application sewer 128 via the network.

Such software may be downloaded, for example, from the authentication computing

system 100, or other software application provider, over the network to such user

devices 102. The software may also be installed on such user devices 102 by other

means known in the art, such as CD-ROM, etc.

[0085] The servers 122, 128 may comprise processors (e.g., CPUs), memory

units (e.g., RAM, ROM), non-volatile storage systems (e.g., hard disk drive systems),

etc. The servers 122, 128 may utilize operating systems, such as Solaris, Linux, or

Windows Server operating systems, for example.

[0086] Although FIG. 1 depicts a limited number of elements for purposes of

illustration, it can be appreciated that the authentication computing system 100 may

include more or less elements as well as other types of elements in accordance with

the described embodiments. Elements of the authentication system 100 may include

physical or logical entities for communicating information implemented as hardware

components (e.g., computing devices, processors, logic devices), executable

computer program instructions (e.g., firmware, software) to be executed by various

hardware components, or combination thereof, as desired for a given set of design

parameters or performance constraints.

[0087] In addition to the end user devices 102, the authentication computing

system 100 may be in communication with other entities, such as a biometric ID

module 112. In some example embodiments, biometric ID functionality may be

supplied from one or more third party biometric services providers. One example

provider of biometric services is available at http://www.face.com and accessible via

an application programming interface (API). Other services may be provided by

other third party providers, such as geolocational services, which may be provide by

a geolocational module 114 through an API. An example geolocational service is the

W30 Geolocation API provided by the World Wide Web Consortium (W3C). In some

embodiments, biometric ID and/or geolocational services may be provided by the

authentication computing system 100 without the aid of outside service providers.

For example, biometric information of users of the system may be stored by the

authentication computing system.

16

Page 149 of 591 M1002



IA1002Page 150 of 591

WO 2013/154936 PCT/US2013/035450

[0088] During an authentication event, the authentication computing system

100 may receive and process an encrypted network packet 106 from the user device

102. The encrypted network packet 106 may be encrypted using chaos-based

image encryption, for example. The network packet 106 may include an image 108

and may also include contextual data 110. The image 108 may include, for example,

an image of the user for biometric analysis. The image 108 may also include

additional image data that may be analyzed and processed by the authentication

computing system 100. For example, the additional image data may include, without

limitation, a source of light at a particular location in the image relative to the user, a

particular gesture by the user, a particular facial expression by the user, a particular

color reflected off a portion of the user, and so forth. The contextual data 110 may

include, without limitation, a machine ID, locational information, device global

positioning system (GPS) information, radio-frequency identification (RFID)

information, near-field communication (NFC) information, MAC address information,

and so forth. For user devices 102 supporting a position determination capability,

examples of position determination capability may include one or more position

determination techniques such as Global Positioning System (GPS) techniques,

Assisted GPS (AGPS) techniques, hybrid techniques involving GPS or AGPS in

conjunction with Cell Global Identity (CGI), Enhanced FonNard Link Trilateration

(EFLT), Advanced Forward Link Trilateration (AFTL), Time Difference of Arrival

(TDOA, Angle of Arrival (AOA), Enhanced Observed Time Difference (EOTD), or

Observed Time Difference of Arrival (OTDOA), and/or any other position

determination techniques in accordance with the described embodiments. The

image 108 and any other information associated with the image may be purged by

the user device 102 subsequent to the transmission of the image 108 to the

authentication computing system 100.

[0089] The encrypted network packet 106 may be sent to the authentication

computing system 100 in response to a user’s interaction with the user device 102.

For example, a user may be seeking to log into a restricted website, access a

restricted website, access a restricted file, access a restricted building, or access a

restricted computing device. Upon receipt of the encrypted network packet 106

(which may be comprised of a plurality of individual network packets) the

authentication computing system 100 may decrypt the information in order to
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process the image 108 and any associated contextual data 110. If a third party

biometric ID module 112 is used, information may be provided to the service provider

through an API. For example, the biometric ID module 112 may analyze facial

features of the user to ascertain identity. The additional image data in the image 108

(such as relative flash placement, for example) may be compared to a baseline

image stored in the baseline image database 124. In some example embodiments,

additional comparisons or analysis may be performed on the contextual data 110,

the image 108, or other information contained in the encrypted network packet 106.

[0090] In some embodiments, the encrypted network packet 106 may include

an audio file 109 which includes a voice of the user, in addition to the contextual data

110. The audio file 109 may be included, for example, in the place of the image 108

when an image of the user cannot be obtained. The audio file 109 may be

processed by the authentication computing system 100 to compare the audio file 109

to a known voice signature of the user. The audio file 109 may be collected by the

user device 102 and transmitted to the authentication computing system 100 when it

is deemed, for example, that an onboard camera of the user device 102 is not

functioning. In other embodiments, both the image 108 and the audio file 109 are

required by the authentication computing system 100 for authentication.

[0091] Once the user has been authenticated, verification 130 indicating that

the user has been property authenticated may be provided to the user device 102 by

the authentication computing system 100. The verification 130 may be in any

suitable form. For example, the verification 130 may indicate to an application

running on the user device 102 that the user is an authorized user. Subsequent to

receiving the verification, the user device 102 may allow the user to log into a

restricted website, access a restricted website, access a restricted file, access a

restricted building, or access a restricted computing device, for example.

[0092] FIGS. 2A-2L schematically illustrate various forms of information that

may be sent to the authentication computing system 100 via an image in order to

authenticate a particular user. As is to be appreciated, the illustrated images are

merely examples of illustrative embodiments and are not intended to be limiting.
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[0093] Referring first to FIG. 2A, in one example embodiment, an image 200

comprises a biometric feature and a flash location. The biometric feature may be, for

example, a facial feature, a hand feature, a retinal feature, a biological sinusoidal

rhythm, and so forth. The flash location, as described in more detail below, may be

the relative position of a point of light relative to the biometric feature. Referring next

to FIG. ZB, in one example embodiment, an image 210 comprises a biometric

feature and a gesture. The gesture may be, for example, a hand gesture, a multi—

hand gesture, a facial expression, an arm position, and so forth. Referring next to

FIG. 2C, in one example embodiment, an image 212 comprises a biometric feature,

a gesture, and a flash location. Referring next to FIG. 2D, in one example

embodiment, an image 214 comprises a biometric feature, a gesture location, and a

flashlocafion.

[0094] Referring to FIG. 2E, in one example embodiment, an image 216

comprises a biometric feature and a color feature. As described in more detail below,

in some example embodiments, prior to capturing the image, the computer device

may output a particular color on its graphical display such that can reflect off a

biometric feature of the user as a color signature. The reflected color, along with the

biometric features, may be analyzed by the authentication computing system 100 to

confirm identity. Referring next to FIG. 2F, in one example embodiment, an image

218 comprises a biometric feature, a flash location, and a color feature. Referring

next to FIG. 2G, in one example embodiment, an image 220 comprises a biometric

feature, a color feature, and a gesture.

[0095] Referring to FIG. 2H, in one example embodiment, an image 224

comprises a biometric feature and a gesture. Machine ID may also be associated

with the image 224 and provided to the authentication computing system 100. The

machine ID may be contextual data, which may include any type of additional data,

such as locational information, GPS information, RFID information, NFC information,

MAC address information, device data, and so forth. The machine ID provided as

contextual data may be compared to machine ID stored by the authentication

computing system 100. For example, the authentication computing system 100 may

compare the locational information provided with the image 224 to an expected
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location stored by the system. If the image 224 was not captured at a geographical

location near the expected location, authentication will not be successful.

[0096] Referring to FIG. 2|, in one example embodiment, an image 226

comprises a biometric feature and a flash angle. The flash angle may be, for

example, an angle of incidence of the flash. A non-limiting example of flash angle

determination is described in more detail with regard to FIG. 4D. Referring now to

FIG. 2J, an image 228 comprise a biometric feature and a user device angle. The

value of the user device angle may be measured by an accelerometer on-board the

user device, for example.

[0097] Referring now to FIG. 2K, an image 230 comprises a biometric feature

and locational information. The locational information may be gathered by an on-

board GPS, for example. In one embodiment, the location information can include

longitude, latitude, and altitude. The image 230 may also comprise flash angle

information.

[0098] Referring next to FIG. 2L, an image 232 may comprise a biometric

feature, flash/shutter synchronicity information, and a gesture location. With regard

to flash/shutter synchronicity, the authentication computing system 100 may

communicate with the user device 102 during the image capture process to control

the relative timing of the flash and the shutter. For example, the authentication

computing system 100 may cause a slight flash delay or shutter delay to give the

captured image a particular flash signature. A change in the flash delay or shutter

delay may result in a different flash signature. The flash signature in the image may

be analyzed by the authentication computing system 100 as an authentication

variable.

[0099] It is noted that the informational components of the various images

illustrated in FIGS. 2A—2L are merely for illustrative purposes. In fact, images

provided to the authentication computing system 100 may include any number of

authentication variables and/or any combination of authentication variables. The

number or combination of authentication variables transmitted with the image may

depend, at least in part, on a desired level of security. In some embodiments, the

number authentication variables used and/or the priority of the authentication
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variables may be based on the available resources at the time of authentication. As

described in more detail below, example resources that may be considered included,

without limitation, battery supply, data transmission rates, network signal strength,

and so forth.

[00100] In some embodiments, the authentication computing system may

require user authentication based on contextual operational information, such as the

geographical location of the user device or the period of time since a previous

successful authentication, for example. By way of example, a user of a user device

may power down a user device during a plane flight. Upon arriving at the

destination, the user device will be powered up. The distance between the particular

geographic location of the user device upon power down and the particular

geographic location of the user device upon power up can be assessed. If the

distance is beyond a predetermined distance threshold, the user device may require

user authentication before providing user access.

[00101] Furthermore, in some embodiments, the user device may include a

plurality of data collection devices that each requires different levels of operational

resources. For example, a smart phone may have two on-board cameras, a high-

resolution camera and a low—resolution camera. Images captured using the low-

resolution camera requires less data and, therefore, such camera may be useful

during times of low data transmission rates. In such instances, the biometric data

collected from the user may include periocular data, for example. If the user device

is operating on a network connection having high data transmission rates, the high-

resolution camera may be used. In any event, the systems and methods described

herein may alter or shift the type of authentication variables considered, and the

techniques for gathering such variables, based on operational or environmental

factors existing at the time of the authentication request. The systems and methods

described herein may use additional techniques or processes to compensate for

operational conditions. For example, during low light conditions, a particular color

may be displayed on a screen of the user device, such that the screen can be held

proximate to the user to illuminate the user’s face with that particular hue. The

particular color may change over time (such as in a strobed fashion), with the shutter

coordinated with the pulses of light. As such, as an additional layer of security, an
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image with a particular color reflected off of the user’s face can be compared with an

expected color.

[00102] FIG. 3 illustrates a user device 304 capturing an image of a user in

accordance with the presently disclosed systems and methods. The user is

positioned in front of a reflective surface 310, such as a mirror or reflective window,

for example. Prior to capturing the image, a light source 306 (such as a flash on a

smart phone) is activated. The user may then position the light source reflection 308

at a pre-defined position relative the user reflection 302. The pre-defined position

may be based on a desired angle of incidence, a desired distance from the user, or

other desired relative location. While not shown, in some embodiments, the user

may additionally make a gesture for reflection by the reflective surface 310. Once in

the proper position, a camera 312 associated with the user device 304 may capture

an image of the reflective surface 310. The image, similar to image 108 in FIG. 1, for

example, may be provided to an authentication computing system local to the user

device 304 or to a remote authentication computing system via a networked

connection. In some example embodiments, the reflective surface 310 may include

a communication element 316. The communication element 316 may utilize, for

example, a BLUETOOTH® communication protocol or a near-field communication

protocol. The communication element 316 may provide addition data (such as

contextual data) that may be transmitted along with the image to the authentication

computing system.

[00103] Various forms of assistance may be provided to the user by the

authentication computing system 100 during the image capture process illustrated in

FIG. 3. In one embodiment, for example, a visual cue is provided to the user on the

screen of the user device 304. The visual cue may provide an indication of the

relative proper placement of the user device 304 in the image for a particular image

capture session. The visual cue may be, without limitation, a solid dot on the screen,

a flashing dot on the screen, a grid on the screen, graphical bars or lines on the

screen, or any other suitable visual cue.

[00104] The particular location of the visual cue on the screen may be provided

to the user device 304 by signaling from the authentication computing system 100.

In various embodiments, the particular location of the visual cue may change for
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each image capture process (similar to a rolling code, for example). As the user

positions themselves in front of the reflective surface 310, they may also position the

user device 304 in the proper relative placement as noted by the visual cue. The

user may also provide any additional authentication variables (such as a gesture,

gesture location, user device angle, and so forth). Once the user device 304 is in the

proper position the user device 304 may automatically capture the image without

additional input from the user. For example, in one operational example, the screen

of the user device 304 may have a visual indication flashing in the upper left

quadrant of the screen. Once the user device 304 detects, through image analysis,

that the user device 304 is positioned in the upper left quadrant of the image, an

image may be automatically captured and transmitted to the authentication

computing system 100. While in some embodiments, the user device 304 may

automatically capture an image, in other embodiments the user may initiate the

image capture by pressing a button (physical or virtual) on the user device 304.

[00105] It is noted that an audio cue may alternatively or additionally serve as a

form of assistance. For example, when the user has positioned in the user device

304 in the proper relative position, an audible alert may be provided by the user

device 304. As is to be appreciated, other forms of assistance may be used, such as

haptic feedback, for example.

[00106] The various image components of the image received from the user

device 304 by an authentication computing system may be analyzed using any

number of analytical techniques. FIG. 4A shows an analysis technique that divides

the image 400 into a grid sixteen square segments. In one embodiment, the grid is

keyed to a chin 404 of the user. As illustrated, the reflected light source 406 in the

image 400 is located in segment 8. As part of the authentication, the authentication

computing system analyzing the image 400 could use a two part process. First, the

identity of the user could be determined by a biometric analysis of the user image

402. Second, the relative placement of the reflected light source 406 in the image

could be used as an authentication variable. For example, a comparison could be

made to a baseline image stored in a database in order to confirm the reflected light

source 406 is in the proper segment. In some embodiments, the proper segment

may change over time. In such embodiments, a user of the system would know in
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which segment to place the reflected light source 406 based on a time of day, day of

the week, or based on where the user was physically located, for example.

[00107] FIG. 4B shows an analysis technique that uses distances between

various features of the image 420 to confirm identity and provide authorization. The

illustrated embodiment shows a shoulder width distance 422, a chin to shoulder

vertical distance 424, and a reflected light source to chin distance 426 as variables.

In some example embodiments, a relative angle of the reflected light source may be

calculated or measured and compared to a baseline angle.

[00108] FIG. 4C shows an analysis technique that divides the image 440 into a

plurality of pie shaped segments. While the illustrated embodiment shows six pie

segments, this disclosure is not so limited. For example, the image 440 may be

divided up into 12 pie shaped segments to emulate the face of an analog clock. The

pie shaped segments may converge on the nose 442 of the user image 402, or may

converge on another location (such as a gesture). As shown, the user is placing the

reflected light source 406 in segment “B.” Similar to the embodiment illustrated in

FIG. 4A, the segment in FIG. 4C providing proper authorization may change over

time. With a rolling segment approach, the overall security offered by the system

may be increased.

[00109] FIG. 4D shows an analysis technique for determining an angle of

incidence (shown as “0”) of the light source 306. The angle 0 may be compared to a

stored angular value as part of the authentication process. In FIG. 4D a top view of

the user device 304 capturing a user image 402 and reflected light source 406 is

provided. In the illustrated embodiment, angle 0 is function of a distance 450 (the

distance between the reflected light source 406 and a center of the user image 402)

and the distance 458 (the distance between the user/light source 306 and the

reflective surface 310). The distance 450 may be orthogonal to distance 458. It is

noted that while the light source 306 and the user are illustrated as being co-planar

with the reflected surface 310, this disclosure is not so limited. In other words, in

some implementations, the user may position the light source 306 either closer to the

reflective surface 310 or further way from the reflected surface 310 relative to the

user.
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[00110] The distance 458 may be determined by the authentication computing

system 100 based on an analysis of one or more facial dimensions (or ratios of

dimensions) of the user image 402. For example, a head width dimension 452, an

eye width dimension 456, and/or a nose—to—ear dimension 454 may be determined by

any suitable image processing technique. In one embodiment, the user image 402

may be vectorized by the authentication computing system 100 as part of the image

analysis processing. Once the dimension(s) (and/or ratios) are determined, they can

be compared to known biometric data stored by the authentication computing system

100 in order to extrapolate the distance 458. The distance 450 can also be

determined, for example, by image analysis of the image received by the

authentication computing system 100.

[00111] Once distances 450 and 458 are determined, in one embodiment, the

angle 0 may be calculated based on Equations 1 and 2:

Distance 450
.— EQ. 1Distance 458Tana 2

Distance 450
0 = ArcTan— EQ. 2Distance 458

[00112] Once angle 9 has been determined, it can then be compared to an

angular value stored by the authentication computing system 100 as an

authentication variable.

[00113] By way of example, an angular value of 30° may be stored by the

authentication computing system 100. If the determined angle 6 is in the range of

27° to 33°, for example, the flash angle may be deemed authenticated. It is to be

appreciated that the acceptable range of angles may vary. In some embodiments,

for example, the determined angle may be authenticated if it is within +/- 25% of the

stored angular value, while other embodiments may only permit authentication if the

determined angle is within +/— 1% of the stored angular value.

[00114] In some embodiments, real-time image analysis of the image feed from

the camera 312 may be used during the image capture process. For example, the

image feed may be analyzed to determine one or more facial dimensions (or ratios of

dimensions) of the user image 402, such as the head width dimension 452 and the
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eye width dimension 456. When the dimensions are at a predetermined value

(which may indicate the user is at a proper distance 458 from the reflective surface

310) the image may be automatically captured. As is to be appreciated, visual

and/or audio cues can be provided to the user to assist with proper placement.

Similar to above, the distance 450 may be determined by image analysis of the

image received by the authentication computing system 100. Angle 0 may then be

determined using Equations 1 and 2, for example.

[00115] FIGS. 5A-5D show example images provided to an authentication

computing system. Image 500 in FIG. 5A shows a user 504 holding a light source

506 at one position and a gesture 502 at another position. Images 500, 520, 540,

and 560 illustrate the user 504, the light source 506, and the gesture 502 at other

relative positions. As it to be appreciated, the features 504, the relative placement of

the light source 506, the gesture 502, and the relative placement of the gesture

relative to the user 504 and/or the light source 506 may be analyzed in accordance

with the systems and methods described herein. It is noted that FIG. 5D illustrates

that the image 560 may also include contextual data for processing by the

authentication computing system. The contextual data may include device

information, geographical location data, or other information which may be compared

to expected contextual data stored by the system.

[00116] In some example embodiments, in addition or alternatively to the

various authentication techniques described above, various authentication systems

may perform a color signature analysis on the incoming image as part of the

authentication process. FIG. 6 shows a user authentication process in accordance

with one non—limiting embodiment. As shown at an event 610, a user is interacting

with a computer device 612. The computing device 612 may be similar to user

device 102 (FIG. 1) and may include a camera 614 and a graphical display 616. The

computer device 612 may send a request 692 to an authentication module 600

through a communications network 690. The request 692 may be dispatched by an

application running on the computing device 612. The request may include any

information needed by the authentication module 600. The request may include, for

example, a device ID or a user ID. Upon receipt of the request 692, the

authentication computing system 600 may transmit a color key 694. The color key
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694 may be stored in a color database 602.

694 may be in the form ofa hex code or a decimal code, as shown in Table 1.

Page 160 of 591

HTML name Hex code

—RGB
Indian Red CD 5C 5C

PCT/US2013/035450

Decimal code

RGB

20592 92 

LightCoral F0 80 80
FA 80 72

DarkSaImon E9 96 7A

LightSalmon FF A0 7A
FF 00 00

82 22 22

240128128

250128114

233150122

255160122

25500

220 2060

178 34 34

139 0 O 

—DC143C

DarkRed 8B 00 OO

Plnk FF CO CB 255 192 203

255 182 193 LightPink FF B6 C1
HotPink FF 69 B4

DeepPInk FF 14 93

255105180

255 20147

199 21133 C7 15 85

PaleVioIetRed DB 70 93

FF A0 7A

FF 7F 50

219112147

255160122

25512780

2559971 Tomato FF 63 47

OrangeRed FF 45 00 255 69 0

255 140 O DarkOrange FF 8C 00

Orange FF A5 00
Gold FF D7 00

2551650

255 215 O 

Yellow FF FF 00 255 255 0 

LightYellow FF FF E0 255 255 224 

LemonChiffon FF FA CD

FAFAD2

FF EF D5

FF E4 B5

FF DAB9

EE EBAA

F0 E6 80

BD B768

255 250 205

250 250 210

255 239 213

255 228 181

255 218 185

238 232 170

240 230 140

189 183 107

230 230 250 Lavender E6 E6 FA

Thistle D8 BF D8 216191216

221 160221 DD A0 DD

Violet EE 82 EE

DA 70 06

FF 00 FF
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Magenta FF 00 FF

BA 55 D3

93 70 DB

8A 23 E2

94 00 D3

99 32 CC

PCT/US2013/035450

2550255

186 85 211

147112 219

138 43 226

148 0 211

153 50 204 DarkOrchid

DarkMagenta 8B 00 8B

80 00 80

139 0139

128 0128 

Indigo

MediumSIateBlue

GreenYeIlow

Chartreuse

LawnGreen

4B 00 82

48 3D 8B

6A 5A CD

7B 68 EE

AD FF 2F

7F FF 00

7C FC 00

75 0130

72 61 139

106 90 205

123 104 238

173 255 47

127 255 0

124 252 O 

Lime 00 FF 00 0255 0 

LimeGreen 32 CD 32 50 205 50 

PaIeGreen

LightGreen

98 FB 98

90 EE 90

152 251 152

144 238144 

MediumSpringGreen 00 FA 9A 0250154 

SpringGreen 00 FF 7F 0255127 

MediumSeaGreen

Green

DarkGreen

YellowGreen

Olive Drab

3C B3 71

2E 8B 57

22 BB 22

00 80 OO

00 64 00

9A CD 32

6B 8E 23

60179113

46139 87

34139 34

01280

0100 0

154 205 50

107142 35 

Olive

DarkOIiveGreen

8O 80 00

55 68 2F

128128 0

85107 47 

MediumAquamarine
DarkSeaGreen

LightSeaGreen

DarkCyan
Teal

Aqua

Cyan

LightCyan

PaleTurquoise

Aquamarine

Turquoise

66 CD AA

8F BC 8F

00 8B 8B

00 80 80

00 FF FF

00 FF FF

E0 FF FF

AF EE EE

7F FF D4

40 E0 D0

102 205 170

143 188 143

32 178 170

0 139 139

0 128 128

0 255 255

0 255 255

224 255 255

175 238 238

127 255 212

64 224 208

a B i

 

MediumTurquoise 48 D1 CC 72 209 204 

DarkTurquoise 00 CE D1 0 206 209 

CadetBIue

SteelBIue 46 82 B4 70 130 180

5F 9E A0
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LightSteeIBlue
PowderBlue

LightBIue

SkyBlue

LightSkyBlue

DeepSkyBlue

BO C4 DE

B0 E0 E6

AD D8 E6

87 CE EB

87 CE FA

00 BF FF

PCT/US2013/035450

176 196 222

176 224 230

173 216 230

135 206 235

135 206 250

0 191 255 

DodgerBlue
CornflowerBlue

1E 90 FF

64 95 ED

30 144 255

100 149 237 

RoyalBlue
Blue

MediumBlue

DarkBIue

N

MidnightBlue
Cornsilk

41 69 E1

00 00 FF

00 00 CD

00 00 8B

00 00 80

1919 70

FF F8 DC

65105225

00255

00205

00139

00128

2525112

255248220 

BIanchedAlmond FF EB CD 255 235 205 

Bisque FF E4 C4 255 228 196 

NavajoWhite
Wheat

FF DE AD

F5 DE B3

255 222 173

245 222 179 

BurIyWood DE B8 87 222 184135 

Tan D2 B4 8C 210180140 

RosyBrown

SandyBrown
Goldenrod

DarkGoIdenrod

Peru

Chocolate

SaddleBrown

BC 8F 8F

F4 A4 60

DA A5 20

B8 86 OB

CD 85 3F

D2 69 1E

8B 45 13

188143143

244164 96

218165 32

18413411

205133 63

210105 30

139 6919 

Sienna

Brown

A0 52 2D

A5 2A 2A

160 82 45

165 42 42 

Maroon

White

Snow

Honeydew
MintCream

Azure

AliceBIue

GhostWhite

WhiteSmoke

Seashell

Beige

8o 00 00

FF FF FF

FF FA FA

F0 FF F0

F5 FF FA

F0 FF FF

F0 F8 FF

F8 F8 FF

F5 F5 F5

FF F5 EE

F5 F5 DC

128 O O

255 255 255

255 250 250

240 255 240

245 255 250

240 255 255

240 248 255

248 248 255

245 245 245

255 245 238

245 245 220 

OIdLace FD F5 E6 253 245 230 

FloralWhite FF FA F0 255 250 240 

Ivory

AntiqueWhite FA EB D7 250 235 215

FF FF F0
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Linen FA F0 E6 250 240 230

LavenderBlush FF F0 F5 255 240 245

MistyRose FF E4 E1 255 228 225

LightGrey D3 D3 D3 211 211 211
co co co 192192192

DarkGray A9 A9 A9 169 169 169
 

Gray 80 80 80 128 128 128

DimGray 69 69 69 105 105 105

LightSlateGray 77 88 99 119 136 153

SlateGray 7O 80 90 112 128 144

DarkSlateGray 2F 4F 4F 47 79 79
Black 00 00 OO O O 0

TABLE 1: COLOR CHART

 

 

 

  
[00117] At event 630, the computing device 612 may output the color on the

graphical display 616. The user can then position themselves proximate the

graphical display 616 so that the color 618 is reflected off the user’s feature as a

color signature 620. In some embodiments, the user positions themselves within

about 12 inches of the graphical display 616. The computer device 612 may then

capture an image 622 of the user with accompanying color signature 620 using the

camera 614. As is to be appreciated, while not illustrated in FIG. 6, the user may

also make a gesture that could be captured by the camera 614. Furthermore, the

graphical display 616 may be caused to sequentially display a plurality of different

colors, such as to provide a color—keyed strobe affect, as described herein.

[00118] At event 650, the image 622 is sent to the authentication computing

system 600, as illustrated by image upload 696. The image 622 may be encrypted

using any suitable encryption scheme. Upon receipt, the authentication computing

system 600 may perform various analytic processes on the image. For example, the

authentication computing system 600 may perform a color analysis on the color

signature 620 to confirm the proper color is present in the image and that it is

properly reflected off the user. Furthermore, biometric analysis techniques may also

be performed to the image received to confirm the identity of the user. Biometric

information may be stored in a biometric database 604. As is to be appreciated, a

gesture present in the image could also be analyzed by the authentication computing

system as part of the authentication process. As is to be appreciated, the
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authentication computing system 600 may comprise a variety of databases 606

relevant to the authentication process. For example, in some embodiments, one or

more databases 606 may store gesture-related information. Database 606 may also

store various device specific variables, such as machine IDs. Database 606 (or

other associated databases) may also various authentication variables, such as flash

angle variables, user device angle variables, shutter/flash synchronicity variables,

and so forth.

[00119] At event 670, an authentication confirmation 698 is sent to the

computing device 612. Upon receipt of the authentication confirmation, an

application, or other gatekeeper on the computing device, could allow the user

access to the desired destination.

[00120] In some embodiments, a moving image scan may be utilized for

authentication purposes. The moving image scan (sometimes referred to herein as

a rotary scan) can generate image data that is recorded as a video file or can

generate image data that is a series of still images. The image data may be

obtained as a user moves a user device in a particular path in space proximate to

the user’s body. The particular path may be chosen so that image data regarding a

user’s body is collected from many different angles so that it may be analyzed as

part of the authentication process. In one embodiment, the particular path is

generally arc—shaped and circumnavigates at least a portion of a user’s head or

upper torso. In some embodiments, instead of moving the user device, the user may

move in a predetermined path while the camera on the user device remains

relatively still. For example, the user may slowly sweep or swivel their head side to

side as image data is collected by a relatively stationary camera. The camera (such

as a camera on a user device), may be held in the hand of a user or positioned on a

stationary object, for example.

[00121] In addition to image data, additional contextual data may be collected

during the moving image scan and provided to the authentication computing system

binding. The

contextual data may be collected by sensors that are onboard the user device, such

as part of authentication processes utilizing “man and machine

as gyroscopes, accelerometers, and electromagnetic field meters, for example. This

contextual data may be used by the authentication computing system to determine
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whether parameters associated with the predetermined path are within a particular

range. For example, for proper authentication, a user may need to move the user

device at a speed of about 2 ft/sec in a counter-clockwise direction, while the user

device held at about a 45 degree angle. Information that may be used to determine

if these requirements are satisfied may be provided as contextual data that is sent

with image data to the authentication computing system. Furthermore,

measurements related to electromagnetic fields may be included with the contextual

data and be used to confirm that the user started and ended the path at the proper

positions.

[00122] FIG. 7A depicts an example moving image scan in accordance with

one non-limiting embodiment. A user device 702 includes an onboard camera 708

that may collect video and/or still images. As part of an authentication process the

user 704 sweeps the user device 702 in a path 706 while the camera 708 collects

image data. While the path 706 is shown as an arc, a variety of paths may be used,

such as saw—tooth paths, v—shaped paths, linear paths, and so forth. FIG. 7B depicts

an example moving image scan where the user 704 sweeps their head side to side

in a path 706 while the camera 708 collects the image data. In other embodiments,

the user may be required to nod their head up and down, move their head in a

circular pattern, or otherwise execute a particular head and/or body movement. In

any event, during or subsequent to the sweep, images 710 may be provided to an

authentication computing system. such as the authentication computing system 100

shown in FIG. 1. The images 710 may include contextual data 712, which may

include speed data, orientation data, machine ID, GPS data, and so forth. The

images 710 and the contextual data 712 may be transmitted to the authentication

computing system in an encrypted network packet, similar to the encrypted network

packet 106 shown in FIG. 1. The authentication computing system can analyze the

images 710 and the contextual data 712 to determine if the user 704 should be

authenticated. For example, the images 710 may be compared to images in a

baseline image database 124 (FIG. 1).

[00123] FIG. 7C depicts an example process flow 740 associated with a

moving image scan. At 742, a camera is activated on a user device, such as a

mobile computing device. At 744, sensor data from the mobile computing device is
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gathered. While a wide variety of sensor data can be gathered from the mobile

computing device, example sensors 764 include, without limitation, a gyroscope 766,

an accelerometer 768, a magnetometer 770, a camera 772, a GPS 774, among

others. As described herein, in some embodiments the particular sensor data that is

utilized by the process flow 740 may be based, at least in part, on the availability of

resources, such as network bandwidth and battery power, for example. In any

event, at 746 a face is moved in front of the camera, such as by sweeping the

camera in front of the face (similar to the moving image scan described in FIG. 7A,

for example). During the moving image scan, at time periods “Ts”, the mobile

computing device can find the face in the image and detect various fiducial points, as

shown at 748. Time period Ts can be any suitable period of time, such as 0.03125

seconds (Le, 32 frames/second), 0.1 seconds, 0.5 seconds, and so forth. As is to

be appreciated, as the interval Ts is shortened, the needed bandwidth may increase.

Example fiducuial points include eye locations, nose location, ear locations, facial

measurements, and the like. At 750, camera movement is detected, by way of the

sensor data gathered by the mobile computing device. Camera movement may be

detected at intervals Ts. By way of the determined camera movement, it is can

determined if the camera was moved by the user in the expected path. At 760,

liveness of the user is detected. In one embodiment, liveness is confirmed based on

changes of the face in the image matching the angular movements as detected by

the sensors. Basing the determination off of angular movements can mitigate

attempted spoofing by using a 2—dimensional image of a user. At 762, it is

determined whether to authenticate user. Such determination may be made, for

example, after a sufficient number of intervals Ts have elapsed, such as 5 intervals,

10 intervals, 20 intervals, 100 intervals, or 160 intervals, for example.

[00124] FIG. 8A depicts another example of an authentication process utilizing

a moving image scan. The illustrated authentication process includes the use of a

color signature, which is described above with regard to FIG. 6. A user device 802

includes a graphical display 816 and an onboard camera 808 that may collect video

and/or still images. As part of an authentication process, the graphical display 816

projects a particular color 818, which may be reflected off the facial features of the

user 804 as a color signature 820, as described above. The user 804 sweeps the

user device 802 in a path 806 while the camera 808 collects image data, which
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includes the color signature 820. During or subsequent to the sweep, images 810

may be provided to an authentication computing system, such as the authentication

computing system 100 shown in FIG. 1. The images 810 may include contextual

data 812, as described above with regard to contextual data 712. The authentication

computing system may analyze the images 810 and the contextual data 812 to

determine if the user 804 should be authenticatedd.

[00125] FIG. 8B illustrates an example process flow 840 associated with a

moving image scan utilizing multi-colored strobing. At 842, a scan is started. The

scan may be generally similar to the moving image scan described with regard to

FIG. 8A. At 844, an ambient light condition is sensed. Such condition may be

sensed using an ambient light sensor onboard the user device 802 (FIG. 8A). If

there is adequate ambient lighting to collect biometric data, the process can

continued to execute authentication under normal light conditions, as shown at 860.

If a low light condition exists (i.e., under a threshold qu level), the authentication

process may utilize a multi—colored strobe technique to gather biometric data from

the user. At 848, a multi-color strobe is activated by successively displaying different

colors on a display of the user device 801. In one embodiment, one of seven colors

is blinked twice on the screen. The color may be displayed on the display for a

particular time period, such as Ts, described above. The periodic color strobe and

the periodic collection of the image data may be coordinated so that image data is

collected at times when the display is illuminated with a particular color. At 850, the

camera is moved relative to a face. At 852, the camera is rotated with respect to the

face such that images of the face at a plurality of different angular vantages can be

collected. At 854, an image is received 854. As the color changes after Ts,

additional images can be collected at 854. At 856, the illumination on the face with

respect to both the angular position (as determined by sensor data) and the color

data is determined. At 858, authentication is determined using biometric data,

illumination data, and any other contextual data, such as geolocational information,

machine ID, and so forth.

[00126] The data collected from the image scan using the strobing colors may

not be sufficient to satisfy an authentication threshold. In some embodiments, a

communication feedback loop between the authentication computing system and the
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user may be used to obtain the user’s observations during the scan. For example, if

the facial recognition data is not sufficient to authenticate the user, the authentication

computing system can send an electronic communication to the user device. The

electronic communication can be in any suitable format, such as 3 SMS text

message, an email message, an “in-application” message, a messenger message,

and so forth. The electronic communication can ask the user to identify the color or

colors they saw on the screen during the attempted authentication. The user can

reply with the color using any suitable messaging technique, such as a reply SMS

message, for example. If the user’s observation of the color data matches the color

that was, in fact, blinked on the screed on the user device, the authentication

computing system can use that observation to qualify the user. Accordingly, using

this techniques, there generally two observers in the authentication process. The

authentication computing system observes the illumination data reflected off the skin

of a user by way of the image gathering process and the user observes the color that

is displayed on the display of the user device.

[00127] In some embodiments, the authentication may include acquisition of

images from a plurality of devices in either a sequential or concurrent image

collection process. For example, for proper authentication, a handheld mobile

device may need to collect a first image of a user and a laptop computer (or other

computing device), collects a second image of the user. In other embodiments, a

different collection of computing devices may be used to collect the images, such as

a mobile device and a wall-mounted unit, for example. FIG. 9 illustrates an

authentication process utilizing a multi-image acquisition process in accordance with

one non-limiting embodiment. A user is positioned proximate to a first user device

(shown as a smart phone) having a camera 904. The user is also positioned

proximate to a second user device 906 (shown as a laptop) having a camera 908.

While two user devices are illustrated in FIG. 9, some embodiments may utilize three

more or more user devices. In any event, the first user device 902 collects first

image 910 and the second user device collects second image 914. The first image

910 and the second image 914 may be collected at generally the same time or they

may be collected sequentially. Each image 910, 914 may include associated

contextual data 912, 916. The images 910, 914 may be provided to the

authentication computing system 100 for processing. As shown, verification 130
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may be provided to the first user device 902 if the authentication computing system

100 to indicate a successful authentication of the user. It is noted that while the

verification 130 is shown being delivered to the first user device 902, the verification

130 may additionally or alternatively be delivered to the second user device 906.

[00128] FIG. 10 illustrates an authentication process utilizes multi-image

acquisition process in accordance with another one non—limiting embodiment. The

authentication process is generally similar to the process shown in FIG. 9. In FIG.

10, however, user movement 920 is required as part of the authentication process.

Such movement may be used to aid in thwarting spoofing techniques. In some

embodiments, the particular movement required of the user may be identified during

the authentication process. For example, the first image 910 may be collected with

the user at a first position. The user may then be instructed by one of the first and

second user devices 904, 906 to perform a certain movement, such as raise an arm.

The second image 914 may then be collected and analyzed by the authentication

computing system 100 to confirm the user successfully completed the requested

movement.

[00129] Various systems and methods described herein may generally provide

resource aware mobile computing. Examples of resources that can be considered

include, without limitation, network bandwidth, batter power, application settings, and

the like. Based on the particular availability of the resources at the time of

authentication, the system may change the type of biometric data collected and

transmitted, the type of contextual data collected and transmitted, or change other

authentication parameters. During periods of relatively high resource availability, the

system can use authentication techniques that utilize large amount of resources,

such as bandwidth, battery power, and the like. During periods of relatively low

resource availability, the system can use authentication techniques that do not

necessarily utilize large amount of resources. In some embodiments, authentication

procedures, or at least some of the authentication procedures, may be performed

local to the computing device by a local authentication computing system. The

amount or portion of the authentication process performed local to the computing

device compared to the amount or portion of the authentication process performed

remotely (such as by authentication computing system 100), may be based on
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available resources, including environmental and/or operational factors. Example

factors may include, without limitation, power source strength, available data

transmission rates, available image processing ability, type of network connections

available (i.e., cellular vs. WiFi), and so forth. Thus, resource—aware decision

making may be used to determine which part of the authentication process is

performed locally and which part of the authentication process is performed

remotely. In some embodiments, the system attempts to perform the entire

authentication process local to the user device. Such approach may be aimed to

conserve bandwidth and/or to minimize communications over a network. If the user

cannot be properly authenticated, communications with a remote authentication

computing system may be utilized in an attempt to complete the authentication

request. In some embodiments, if the battery supply of the client device is beneath a

certain threshold, a majority of the authentication process is offloaded to the remote

authentication computing system. Moreover, the number of authentication variables

considered, or the types of authentication variables considered during the

authentication process may be dependent on the environmental and/or operational

factors. For example, during periods of high data connectivity and/or high—battery

strength, the authentication computing system may require the user device to supply

a relatively high number of authentication variables and/or resource intensive

variables. During periods of low data connectivity and/or low battery strength, the

authentication computing system may determine that a subset of authentication

variables are suitable for authentication based on the operational conditions and

request a limited number of authentication variables from the user device. In some

embodiments, when the user device resumes high data connectivity and/or high

battery strength, the authentication computing system may require the user to re-

authenticate using additional authentication variables.

[00130] FIG. 11 illustrates an authentication computing system that comprises

a local authentication computing system 1101 and a remote authentication

computing system 1100. In the illustrated embodiment the remote authentication

computing system 1100 comprises the elements of the authentication computing

system 100 described above with regard to FIG. 1. The local authentication

computing system 1101 is executed on a user device 102. The local authentication

computing system 1100 may include a variety of modules or components for
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authenticating a user of the user device 102. For example, the local authentication

computing system 1100 may comprise one or more processors 1116 and one or

more computer memory units 1118. For convenience, only one processor 1116 and

only one memory unit 1118 are shown in FIG. 11. In some embodiments, for

example, the user device 102 includes a graphics processing unit (GPU). The

processor 1116 may execute software instructions stored on the memory unit 1118.

The processor 1116 may be implemented as an integrated circuit (IC) having one or

multiple cores. The memory unit 1118 may include volatile and/or non-volatile

memory units. Volatile memory units may include random access memory (RAM),

for example. Non-volatile memory units may include read only memory (ROM), for

example, as well as mechanical non—volatile memory systems, such as, for example,

a hard disk drive, an optical disk drive, etc. The RAM and/or ROM memory units

may be implemented as discrete memory le, for example.

[00131] The memory unit 1118 may store executable software and data for

authentication engine 1120. When the processor 1116 of the local authentication

computing system 1101 executes the software of the authentication engine 1120, the

processor 1116 may be caused to perform the various operations of the local

authentication computing system 1101, such as send information to remote

computer devices, process information received from remote computer devices, and

provide verification information regarding user authentication to applications

executing on the user device 102. Data used by the authentication engine 1120 may

be from various sources, either local or remote, such as a baseline image database

1124 and/or baseline image database 124. The data stored in the baseline image

database 1124 may be stored in a non-volatile computer memory, such as a hard

disk drive, a read only memory (e.g., a ROM IC), or other types of non—volatile

memory.

[00132] The user device 102 in the illustrated embodiment also comprises

various components, such as a camera 1130, a microphone 1132, an input device

1134, a display screen 1136, a speaker 1138, and a power supply 1140. As is to be

readily appreciated, other types of user device may have different components as

those illustrated in FIG. 11. In any event, the user may interact with various

components during an authentication process. Depending on the available
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resources, the authentication engine 1120 may determine whether to perform some

or all of the authentication process, or to offload some of all of the authentication

process to the remote authentication computing system 1100. For example, if the

available power in the power supply 1140 is relatively low, the user device 1101 may

offload much of the authentication processing to the remote authentication

computing system 1100. In another example, if the data connection to the remote

authentication computing system 1100 is unstable, of low quality, or non—existent, the

user device 1101 may perform much ofthe authentication processing using the local

authentication computing system 1101.

[00133] FIG. 12 illustrates an example data transferring technique utilizing an

authentication computing system. In the illustrated embodiment, the authentication

computer system 100 illustrated in FIG. 1 is utilized. A first user (illustrated at User 1)

determines which file 1212 to transmit using a user device 1210. The file 1212 may

be any suitable type of electronic data file, such as a document file, an image file, a

video file, or any other type of computer storable data. The first user may send an

encrypted packet 1204 through a communications network 1202, such as a public

network (i.e., the Internet), to the authentication computing system 100. The

encrypted packet 1204 may include the file 1212 and recipient biometrics 1208. In

one embodiment, the recipient biometrics 1208 includes an image of the recipient.

In other embodiments, the recipient biometrics 1208 includes a recipient fingerprint,

a recipient retina scan, or other recipient biometric identifier. In the illustrated

embodiment, the second user (illustrated as User 2) is the intended recipient of the

file 1212. Prior to being given access to the file 1212, the second user provides the

user 2 biometrics 1214 to the authentication computing system 100. Such user 2

biometrics 1214 may include, for example, an image of the second user obtained

using a camera (not shown) of the user device 1220. When the user 2 biometrics

1214 are deemed to match the recipient biometrics 1208, or at least satisfy a

confidence threshold, that were originally provided by the first user, an encrypted

packet 1216 may be delivered to the user device 1220 of the second user. The

encrypted packet 1216 may include the file 1212.

[00134] While FIG. 12 illustrates a one—to—one file sharing scenario, other

sharing scenarios may be facilitated by the authentication computing system 100,
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such as a one-to-many file sharing scenario. In such scenarios, user 1 may provide

recipient biometrics 1208 for each of a plurality of recipients, such as a group of N

recipients. When the file 1212 is encrypted, as described above, biometrics from of

all of the plurality of recipients may be used. Subsequently, when a user seeks

access to the encrypted file 1212, the authentication computing system 100 may

determine if the biometrics of the user seeking access to the file matches any one of

the recipient biometrics 1208 provided by user 1. The authentication computing

system 100 may also utilized contextual data received from the user seeking access

to the file, as described herein.

[00135] In yet another embodiment one—to—many sharing scenario, such as for

high security type implementations, a certain number of recipients must concurrently

access the encrypted file 1212 at the same time, or at least nearly at the same time,

in order for the collective group to gain access to the encrypted file. Such

techniques may seek to ensure that certain files are accessed only in presence of

other people. By way of example, user 1 may identify the biometrics of N recipients

that may access the file 1212, where N>1. User 1 may also identify a threshold

number k, where F1...N. Here, k is the number of recipients that must each provide

individual biometrics before the file is decrypted so that the file may be accessed by

the group of k recipients. The value for k can be any suitable number, and may vary

based on implementation, the desired level of security, or any other factors. In some

embodiment, k is set by the authentication computing system 100based on the

number N of recipients such that k is a majority of N, for example. In some

embodiments, k is 20% of N, rounded to the nearest integer, and so forth.

Furthermore, in addition to having the requisite number of recipients providing

biometrics, the authentication computing system 100 may also process contextual

data associated with each recipient for an additional layer of security.

[00136] FIG. 13 illustrates an authentication process 1300 for a computing

device using a color signature in accordance with one non-limiting embodiment. At

block 1302, an application is executed. The application may be executed on a user

device 102 (FIG. 1), for example. At block 1304, the application sends a call

requesting a color key. The call may include various identification data. At block

1306, the color key is received. The color key may be in the form of a hex color
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code. At block 1308, the color is displayed on the display screen of the user device.

At block 1310, a camera is activated. The camera may be integral or may be a

standalone camera (such as a web cam, for example). At block 1312, an image is

captured. The image may be of the face of the user with the color reflecting off the

face as a color signature. At block 1314, the image may be cryptographically sent to

an authentication computing system. At block 1316, an authentication confirmation

is received when the face and the color signature is authenticated.

[00137] FIG. 14 illustrates an authentication process 1400 for an authentication

computing system using a color signature in accordance with one non-limiting

embodiment. At block 1402, a color key is requested from a mobile device. In some

example embodiments, the request may be received from other types of devices,

such as building access devices or desktop computers, for example. At block 1404,

a particular color key is sent to the mobile device. At block 1406, an image is

received from the mobile device. At block 1408, the biometric components of the

image are analyzed. In some example embodiments, this analysis is performed by a

third party biometric analytics service. At block 1410, color analysis is performed on

a color signature of the image. In particular, the color signature can be analyzed to

confirm it matches the signature for a particular user and that it is the same color as

the color key originally sent to the mobile device. At block 1412, an authentication

confirmation is sent to the mobile device when the face and the color signature is

authenticated.

[00138] FIG. 15 illustrates an authentication process 1500 for a computing

device in accordance with one non—limiting embodiment. At block 1502, an

application is executed. At block 1504, a flash on the computing device is activated.

At block 1506, the camera is activated. At block 1508, an image is captured by the

camera. At block 1510, the image is sent to an authentication computing system.

The image may be encrypted prior to transmission. In some embodiments, the

computing device purges the image subsequent to the transmission so that there is

no local copy of the image stored on the device. At block 1512, when the face and

flash location have been authenticated by the authentication computing system, an

authentication confirmation is received.
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[00139] FIG. 16 illustrates an authentication process 1600 of an authentication

computing system in accordance with one non-limiting embodiment. At block 1602,

a baseline image is received from a mobile device. The baseline image may be

stored in a baseline image database. The baseline image may contain various

features, such as a gesture by a user and a relative location of a source of light. At

block 1604, an image is received from the mobile device for the purposes of

authentication. At block 1606, biometric analysis may be performed on the user’s

features (such as facial features, hand features, fingerprint features, or retinal

features, for example). At block 1608, the location of the flash in the received image

is compared to the location of the flash in the baseline image. In some

embodiments, the baseline image must be updated (changed) periodically. In any

event, at block 1610, when the face and flash location are authenticated, an

authentication confirmation is sent to the mobile device. As discussed herein,

additional layers of authentication may also be performed, such as analysis of

locational data or device data, for example.

[00140] FIG. 17 illustrates a user’s authentication process 1700 in accordance

with one non—limiting embodiment. At block 1702, a user holds a mobile device with

its flash activated. At block 1704, the user faces a reflective surface. At block 1706,

the user makes a gesture and positions the gesture relative to their body, the mobile

device, or other object. At block 1708, the user positions the active flash in a

particular position. At block 1710, a photograph of the reflective surface is taken by

a camera of the mobile device. At block 1712, the photograph is uploaded for

authentication. As is to be appreciated, any number of authentication variables may

be provided with the uploaded image at block 1712. For example, uploaded

authentication variables may include, without limitation, the mobile device angle, the

shutter/flash synchronicity information, location information and so forth.

[00141] FIG. 18A illustrates an example message flow diagram 1800 for a

registration process in accordance with one embodiment. The message flow diagram

1800 generally depicts messages utilized by a user device 1802 and an

authentication computing system 1806, some of which may be sent through a

communications network 1804, during user registration. The user device 1802

comprises a biometric collection tool 1808 and a contextual data collection tool 1810.
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The biometric collection tool 1808 may be, for example, a digital camera, a retina

scanner, a fingerprint scanner or any other suitable device. The contextual data

collection tool 1810 may include software and/or hardware components for acquiring

data, such as geolocational data, user device movement data, machine identification

data, and so forth. The biometric collection tool 1808 and a contextual data collection

tool 1810 may respectively provide, via messages 1822 and 1824, data to the

processor 1812. The messages 1822 and 1824 may generally provide various types

of data unique to the user and the user device 1802. The processor 1812 may

perform pre-transmission processing of the data, such as crop an image collected by

the biometric collection tool 1808, convert an image to grey scale, convert a file type

of the image (i.e., convert to .BMP), create array of images, normalize the data to a

particular format, encrypt the data, and so forth.

[00142] Subsequent to any pre-transmission processing, the processor 1812

may cause a message 1826 to be sent through the communications network 1804 to

the authentication computing system 1806. The message 1826 may be received by

a listener 1814. The listener 1814 may be “listening,” for example, to messages

transmitted using HTTP or HTTPS protocols for an authentication request or a

registration request. Here, the message 1826 is an authentication request so the

listener 1814 provides a message 1828 which includes registration data to a

processor 1816. The processor 1816 may process the information received and

then provide a message 1830 to a user database 1818, a message 1832 to a

biometric database 1820, and a message 1834 to a contextual database 1822. The

message 1830 may identify provide user identification data (such as social security

number, patient ID number, account number, etc.), the message 1832 may include,

for example, image data, and the message 1834 may include, for example,

geolocational data and/or machine identification data. Generally, the messages

1830, 1832, and 1834 register a user of the user device 1802 with the authentication

computing system 1806. The database 1818, 1820, and 1822 may be implemented

using any suitable type of database hardware or software. For example, in some

embodiments, cloud-based storage systems are utilized.

[00143] FIG. 18B depicts an example message flow diagram 1840 for an

authentication process in accordance with one embodiment. The message flow
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diagram 1840 generally depicts messages utilized by the user device 1802 and the

authentication computing system 1806, some of which may be sent through the

communications network 1804, during user authentication. As part of the

authentication process, the biometric collection tool 1808 and the contextual data

collection tool 1810 may respectively provide, via messages 1850 and 1852, data to

the processor 1812. The messages 1850 and 1852 may generally provide various

types of data unique to the user and the user device 1802. Similar to the processing

described in FIG. 18A, the processor 1812 may perform pre-transmission processing

of the data. It is noted that the contextual data delivered using message 1852 may

vary. For example, the type of user device 1802 (including the type of on-board

sensors) or the operational conditions (such data transmission rates, for example),

may at least partially determine which type of contextual data may be transmitted to

authentication purposes.

[00144] Subsequent to any pre—transmission processing, the processor 1812

may cause a message 1854 to be sent through the communications network 1804 to

the authentication computing system 1806. The message 1854 may be received by

a listener 1814, as described above. Here, the message 1854 is a registration

request so the listener 1814 provides a message 1856, which includes

authentication data, to the processor 1816. The processor 1816 may execute an

authentication process utilizing various database calls. A message 1858 to the user

database 1818 may seek confirmation of a user’s personal data included in the

message 1854, such as SSN, patient number, user name, account number, and so

forth. A message 1860 may indicate whether a positive match was found.

[00145] A message 1862 to the biometric database 1818 may seek

confirmation of a user’s biometric data included in the message 1854, such as facial

data, fingerprint data, and so forth. In some embodiments, the biometric data is a

streamed collection of facial images. A message 1864 may indicate whether a

positive match was found. As is to be appreciated, a positive match of the biometric

data may be based on a threshold confidence level or other metric. A message

1866 to the contextual database 1822 may seek authentication of various types of

additional data received from the user device 1802, such as geolocational data

and/or machine identification data. A message 1868 indicates if a positive match for
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contextual data was found. In some embodiments, the confidence level threshold for

biometric data, along with the confidence level thresholds for other types of

contextual data that are analyzed may be selectively increased or decreased to

adjust the overall usability of function of the authentication system.

[00146] Upon receiving and processing the information from the various

databases, the processor 1816 may provide an authentication request response

message 1870 to the listener 1814. In turn, the listener 1814 may transmit a

message 1872 through the network 1804 to the user device 1802 indicating a

positive or negative authentication.

[00147] Authentication processes in accordance with the present systems and

methods may be triggered using any suitable techniques. For example, when a user

seeks to access a protection computing device, application, electronic document,

and so forth, the authentication process may be triggered. In some embodiments, a

transponder (such as an RFID device) may be positioned proximate to a restricted

access device, such as a lockable door. Upon a user approaching the restricted

access device, the transponder may trigger an authentication process to activate on

a user device of the user. The user device may gather and provide information, such

as biometric data and contextual data, to an authentication computing system

associated with door. When authentication is successfully performed, an unlock

command may be transmitted to the restricted access device.

[00148] FIG. 19A illustrates an example simplified block diagram for a user

registration process. In some embodiments, the authentication computing system

1900 is implemented as a DLL access server. The authentication computing system

1900 may be positioned behind a firewall 1904, which may generally serve protect

enterprise data stored by the authentication computing system, for example. A user

device 1916 may be in communication with the authentication computing system

1900 through a communications network 1904. The user device 1916 may be

provided using any suitable processor-based device or system, such as a personal

computer, laptop, server, mainframe, or a collection (e.g., network) of multiple

computers, for example. The user device 1916 may include one or more processors

1918 and one or more computer memory units 1920. For convenience, only one

processor 1918 and only one memory unit 1920 are shown in FIG. 19A. The
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processor 1918 may execute software instructions stored on the memory unit 1924,

such as a web browsing application 1924. The processor 1918 may be implemented

as an integrated circuit (IC) having one or multiple cores. The memory unit 1920

may include volatile and/or non—volatile memory units. Volatile memory units may

include random access memory (RAM), for example. Non-volatile memory units

may include read only memory (ROM), for example, as well as mechanical non-

volatile memory systems, such as, for example, a hard disk drive, an optical disk

drive, etc. The RAM and/or ROM memory units may be implemented as discrete

memory le, for example.

[00149] The memory unit 1920 may store executable software and data. When

the processor 1918 of the user device 1916 executes the software, the processor

1918 may be caused to perform the various operations used for registration and

authentication of a use of the user device 1916, such as send information to the

authentication computing system 1900 and process information received from the

authentication computing system 1900.

[00150] The user device 1916 may comprise a wide variety of components,

some example of which are illustrated in FIG. 19A. For example, the user device

1916 may comprise a biometric collection unit 1922 for collecting biometric

information from a user of the user device 1916. In certain embodiments, the

biometric collection unit 1922 is a digital camera. The user device 1916 may also

include, without limitation, an accelerometer 1926, a magnetometer 1928, or any

other type of sensor 1930, device, or component (such as an ambient light sensor,

gyroscopic sensor, microphone, proximity sensor, and so forth) that may be used for

collecting data or information that may be provided to the authentication computing

system 1900 during a registration or authentication process.

[00151] During a registration process, the user device 1916 may transmit a

communication 1906 to the authentication computing system 1900. The

communication 1906, or at least components of the communication, may be

encrypted. In the illustrated embodiment, the communication 1906 comprises base

image data 1908 and contextual data 1910. The base image data 1908 may be, for

example, a series of streamed images of a user. The contextual data 1910 may

comprise information gathered from one or more sensors, such as magnetometer
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1928, information regarding the user device 1916, such as a machine ID or ESN, for

example. Upon processing by the authentication computing system 1900, an output

1912 may be provided to the user device 1916. The output 1912 may include, for

example, an indication 1914 that registration is complete.

[00152] Subsequent to registration with the authentication computing system, a

use may seek an authorization request. FIG. 19B illustrates an example simplified

block diagram for a user authentication process. In the illustrated embodiment, an

authorization request 1950 comprises image data 1952 and contextual data 1954.

The image data 1952 may be, for example, streamed image data of a user’s face.

The contextual data 1954 may include, for example, machine ID or ESN information,

acceleration or movement data, magnetic field data, and so forth. In any event,

based on the image data 1952 and the contextual data 1954, the authentication

computing system 1900 may determine whether the user of the user device 1916 is

an authenticated user. An output 1956 may be transmitted to the user device 1916

to convey the results of the authentication request, which may include an indication

of authentication 1958 or an indication of non-authentication 1960.

[00153] FIG. 20A illustrates an example process for registering a user with an

authentication computing system. At 2000, a camera on a user device is activated.

The user device may be a component of, for example, a mobile computing device, a

laptop computer, a desktop computer, a table computer, a wall—mounted device, and

so forth. At 2002, the liveness of a user is detected using any suitable technique or

combination of suitable techniques. The particular technique or techniques used

may vary on operational conditions, such as ambient lighting conditions, available

data transfer rates, battery life, and so forth. A rotary facial scan 2004 may be

employed in suitable conditions, such as high ambient lighting conditions. Image

collection during a color keyed strobe 2006 may be used, such as during low

ambient conditions. During a color keyed strobe, a screen on a user device may be

sequentially changed colors, which images of the user’s face positioned close to the

screen sequentially collected. Other techniques 2008 may be used to detect

liveness, such as instructing a user to make certain movements, say certain words,

and so forth. At 2010, a plurality of facial images are collected by the camera. In

some embodiments, each facial image is a non-compressed file that is 100 pixels by
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100 pixels, although other formats may be used. At 2012, an array of the images is

streamed to an authentication computing system. In some embodiments, five facial

images are combined into a 100 pixel by 500 pixel array. At 2014, contextual data is

streamed. As provided herein, the contextual data may include, for example,

machine identification data, geolocational data, movement data, and so forth. At

2016, upon satisfaction of the registration requirements, the user is registered with

the authentication computing system.

[00154] FIG. 20B illustrates an example process for authenticating a registered

user of an authentication computing system. At 2050, a camera on a user device is

activated. As described above with regard to FIG. 20A, the user device may be a

component of, for example, a mobile computing device, a laptop computer, a

desktop computer, a table computer, a wall-mounted device, and so forth. At 2052,

the liveness of the user seeking authentication is detected. Example techniques for

detecting liveness during the authentication process include a rotary scan 2054, a

color keyed strobe 2056, or other technique 2058, such as requiring certain

movements or audio responses by a user. At 2060, one or more facial images are

gathered and at 2062, the one or more facial images are streamed to an

authentication computing system. At 2064, contextual data associated with the user

device is streamed to the authentication computing system. At 2066, the user is

authenticated based on processing of the facial images and the contextual data.

[00155] In some embodiments, an authentication computing system in

accordance with the systems and methods described herein may be used by a

certain relying parties, such as using an OpenID—type authentication. FIG. 21

illustrates an example communication block diagram. A protected application 2106

may be accessible via a use device 2108. The protected application 2106 may be,

without limitation, a website, a local application, a remote application, and so forth. A

user operating the user device may either be a registered user of the OpenlD

platform 2104 or need to become a registered user in order to access the protected

application 2106. As illustrated, during a “new user” registration process credentials

may be logged with an authentication computing system 2100. In some

embodiments, the credentials include both a user ID and biometric data, such as an

image. Once the user is registered with the OpenlD platform 2104, the user’s
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credentials may be provided to the authentication computing system 2100 (which

may include biometric data) so that a user may be authenticated. It is noted that

communications between the protected application 2106 and the authentication

computing system 2100 may be facilitated through one or more application

programming interfaces 2102. Accordingly, in some embodiments, the

authentication computing system 2100 may generally function as a third party,

biometric authentication tool for a variety of websites, applications, and the like.

[00156] FIG. 22 illustrates a system flow diagram 2200 for photo cloaking

utilizing biometric key generation. In the illustrated embodiment, secret image/text

2204A may be any type of data that a use wishes to transmit in an encrypted format.

The system flow also utilizes a cover image 2202A. At 2206, encryption is

performed such that the secret image/text 2204A is hidden within the cover image

2202A utilizing a biometric/contextual data encryption technique. An example

biometric/contextual data encryption technique is described in more detail below with

regard to FIG. 23. A stego object 2208 is created that generally comprises the cover

image 2202A with the secret image/text 2204A embedded in it. The stego object

2208 can then be transmitted through a communications network 2210, which can

include, for example, a public network. At 2212, the stego object 2208 can be

decrypted using the biometric/contextual data key 2210. As a result, a cover image

22048 and secret text 2204B are extracted from the stego object 2208, with the

cover image 22048 and secret text 2204B being similar, or identical to, the cover

image 2202A and the secret image/text 2204A.

[00157] FIG. 23 illustrates an example biometric encryption system flow

diagram 2300. The system flow diagram generally includes three aspects, namely an

input-side 2302, a network 2304, and a target-side 2306. A variety of operational

environments can utilize the system flow diagram 2300, such as a first user

operating a first smart phone on the input—side 2302 and communicating with a

second user operating a second smart phone on the target-side 2306. The first and

second user may be, for example, chatting using a real-time chatting application

utilizing communications over the network 2304. Using the systems and methods

described herein, the first user can share a document, image, or other type of data

file utilizing the described encryption process. The data file may be shared in
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generally real-time using the network 2304. In the illustrated embodiment, the

document desired to be shared is shown as a sensitive document 2308A. The

sensitive document 2308A may be any type of data capable of being transmitted

over a network. Prior to transmitting the sensitive document 2308A, it may be

encrypted using an encryption key 2310. Generally, the encryption key 2310

enables the sensitive document 2308A to be securely shared over a public network

and requiring the target recipient to provide biometric and contextual data to access

the sensitive document 2308A. In the illustrated embodiment, a plurality of variants

are provided at the input-side 2302 to form the encryption key 2310, including a

target user location 2312, target biometrics 2314, and a time duration of validity

2316. The target user location 2312 provided may vary based on implementation.

In some cases, a city or address of the target is provided. In some cases, latitude

and longitude coordinates are provided. Other implementations may use other

techniques for identifying a geographic location of a target. The target biometrics

2314 can include, for example, an image of the target user stored within a target

biometrics database 2318. The target biometrics database 2318 can be local to the

input side 2302, or hosted by a third party, such as a social networking website, or

example. In some embodiments, the target biometrics 2314 is an image selected

from a digital photo album stored on a user device. In some embodiments, target

biometrics 2314 may include the biometrics for N recipients, as described above with

regard to FIG. 12. In any event, the encryption key 2310 may then be created based

on the biometric data of the target along with various forms of contextual information.

Once the encryption key 2310 key is generated, an encrypted document 2320 may

then be transmitted via the network 2304 to a user device of the target. In order to

retrieve the sensitive document, target biometrics are retrieved 2322 (Le, using a

camera associated with a user device of the target), target location is retrieved 2324

(i.e, based on GPS data), and a time of access 2326 is determined (i.e, based on

network time). When the target satisfies the confidence thresholds associated with

all of the various variables, the document is decrypted at 2328 and a copy of the

sensitive document 2308B may be provided to the target. As is to be readily

appreciated, the authentication process at the target-side 2306 can include any of

various authentication techniques described herein, such as color strobing, livness

detection, moving image scans, and so forth. Furthermore, when biometric

encryption system flow diagram 2300 is used with one-to-many file sharing
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scenarios, similar to those described above, the document may be decrypted at

2328 only after a sufficient number of recipients, such as k recipients, provide their

biometrics to an authentication engine.

[00158] In general, it will be apparent to one of ordinary skill in the art that at

least some of the embodiments described herein may be implemented in many

different embodiments of software, firmware, and/or hardware. The software and

firmware code may be executed by a processor or any other similar computing

device. The software code or specialized control hardware that may be used to

implement embodiments is not limiting. For example, embodiments described herein

may be implemented in computer software using any suitable computer software

language type, using, for example, conventional or object-oriented techniques. Such

software may be stored on any type of suitable computer-readable medium or

media, such as, for example, a magnetic or optical storage medium. The operation

and behavior of the embodiments may be described without specific reference to

specific software code or specialized hardware components. The absence of such

specific references is feasible, because it is clearly understood that artisans of

ordinary skill would be able to design software and control hardware to implement

the embodiments based on the present description with no more than reasonable

effort and without undue experimentation.

[00159] Moreover, the processes associated with the present embodiments

may be executed by programmable equipment, such as computers or computer

systems and/or processors. Software that may cause programmable equipment to

execute processes may be stored in any storage device, such as, for example, a

computer system (nonvolatile) memory, an optical disk, magnetic tape, or magnetic

disk. Furthermore, at least some of the processes may be programmed when the

computer system is manufactured or stored on various types of computer-readable

media.

[00160] It can also be appreciated that certain process aspects described

herein may be performed using instructions stored on a computer-readable medium

or media that direct a computer system to perform the process steps. A computer—

readable medium may include, for example, memory devices such as diskettes,

compact discs (CDs), digital versatile discs (DVDs), optical disk drives, or hard disk
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drives. A computer-readable medium may also include memory storage that is

physical, virtual, permanent, temporary, semipermanent, and/or semitemporary.

[00161] A “computer,” “computer system,” “host,” “server,” or “processor” may

be, for example and without limitation, a processor, microcomputer, minicomputer,

server, mainframe, laptop, personal data assistant (PDA), wireless e-mail device,

cellular phone, pager, processor, fax machine, scanner, or any other programmable

device configured to transmit and/or receive data over a network. Computer

systems and computer-based devices disclosed herein may include memory for

storing certain software modules used in obtaining, processing, and communicating

information. It can be appreciated that such memory may be internal or external with

respect to operation of the disclosed embodiments. The memory may also include

any means for storing software, including a hard disk, an optical disk, floppy disk,

ROM (read only memory), RAM (random access memory), PROM (programmable

ROM), EEPROM (electrically erasable PROM) and/or other computer—readable

media.

[00162] In various embodiments disclosed herein, a single component may be

replaced by multiple components and multiple components may be replaced by a

single component to perform a given function or functions. Except where such

substitution would not be operative, such substitution is within the intended scope of

the embodiments. Any servers described herein, for example, may be replaced by a

“server farm” or other grouping of networked servers (such as server blades) that are

located and configured for cooperative functions. It can be appreciated that a server

farm may serve to distribute workload between/among individual components of the

farm and may expedite computing processes by harnessing the collective and

cooperative power of multiple servers. Such server farms may employ load-

balancing software that accomplishes tasks such as, for example, tracking demand

for processing power from different machines, prioritizing and scheduling tasks

based on network demand and/or providing backup contingency in the event of

component failure or reduction in operability.

[00163] The computer systems may comprise one or more processors in

communication with memory (e.g., RAM or ROM) via one or more data buses. The

data buses may carry electrical signals between the processor(s) and the memory.
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The processor and the memory may comprise electrical circuits that conduct

electrical current. Charge states of various components of the circuits, such as solid

state transistors of the processor(s) and/or memory circuit(s), may change during

operation of the circuits.

[00164] While various embodiments have been described herein, it should be

apparent that various modifications, alterations, and adaptations to those

embodiments may occur to persons skilled in the art with attainment of at least some

of the advantages. The disclosed embodiments are therefore intended to include all

such modifications, alterations, and adaptations without departing from the scope of

the embodiments as set forth herein.
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What is claimed:

1. A computer-based method of authenticating, the method comprising:

receiving a request for authentication of a user, wherein the request for

authentication comprises a biometric feature of the user collected by a user device

and contextual data from the user device;

comparing the biometric feature of the user to baseline biometric feature of

the user;

comparing the contextual data to an expected contextual data value; and

determining whether to authenticate the user based on the comparison of the

biometric feature of the user to the baseline biometric feature of the user and the

comparison of the contextual data to the expected contextual data value.

2. The computer-based method of authenticating of claim 1, wherein the

contextual data is a machine identification (ID) of the user device.

3. The computer-based method of authenticating of claim 1, wherein the

contextual data is data collected from a sensor of the user device.

4. The computer-based method of authenticating of claim 3, wherein the sensor

is any of an accelerometer, a gyroscope, and a magnetometer.

5. The computer-based method of authenticating of claim 1, comprising:

receiving an image of the user, the image comprising the biometric feature,

wherein a baseline image includes the baseline biometric feature.

6. The computer-based method of authenticating of claim 5, comprising:

comparing a first gesture made by the user in the image of the user to a

second gesture in the baseline image.

7. The computer—based method of authenticating of claim 6, comprising:
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comparing a location of the first gesture in the image to a location of the

second gesture in the baseline image.

8. The computer-based method of authenticating of claim 5, comparing a

location of a first camera flash location in the image to a location ofa second camera

flash location in the baseline image.

9. The computer-based method of authenticating of claim 1, wherein the

contextual data is a geographical location of the user device.

10. The computer—based method of authenticating of claim 1, comprising:

transmitting to the user device a color key, wherein the biometric feature of

the user collected by a user device comprises a color signature of the user.

11. The computer-based method of authenticating of claim 10, comprising

comparing the color signature of the user to a stored color signature of the user.

12. The computer—based method of authenticating of claim 1, wherein the user

device is a first user device and the biometric feature is included in a first image,

wherein the request for authentication comprises the first image of the user collected

by the first user device and a second image including the biometric feature of the

user collected by a second user device.

13. The computer-based method of authenticating of claim 12, comprising:

comparing the first image of the user to a first baseline image and the second image

of the user to a second baseline image.

14. The computer—based method of authenticating of claim 1, wherein the image

is collected during a rotary scan of the user.

15. A computer-based authentication system, comprising:

a baseline image database;

a contextual data database;

an authentication computing system, the authentication system configured to:
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receive a request for authentication of a user from a user device,

wherein the request for authentication comprises

an image of the user; and

contextual data;

compare the image of the user to a baseline image of the user stored

in the baseline image database;

compare the contextual data to an expected contextual data value

stored in the contextual data database; and

determine whether to authenticate the user based on the comparison

of the biometric feature of the user to the baseline image of the user and the

comparison of the contextual data to the expected contextual data value.

16. The computer-based authentication system of claim 15, wherein the

contextual data indicates a geographical location of the user device.

17. The computer-based authentication system of claim 15, wherein the

contextual data is acceleration data collected from an accelerometer.

18. The computer-based authentication system of claim 15, wherein the baseline

image comprises a first hand gesture, and wherein the authentication system

configured to compare a second hand gesture made by the user in the image of the

user to the first gesture made by the user in the baseline image.

19. The computer-based authentication system of claim 18, wherein the

authentication system is configured to compare a location of the first gesture in the

image to a location of the second gesture in the baseline image.

20. A non—transitory computer readable medium having instructions stored

thereon which when executed by a processor cause the processor to:

receive a request for authentication of a user, wherein the request for

authentication comprises

an image of the user collected by a user device; and

56

Page 189 of 591 MIOOZ



IA1002Page 190 of 591

WO 2013/154936 PCT/US2013/035450

contextual data from the user device;

compare the image of the user to a baseline image of the user;

compare the contextual data to an expected contextual data value; and

determine whether to authenticate the user based on the comparison of the

biometric feature of the user to the baseline image of the user and the comparison of

the contextual data to the expected contextual data value.

21. The non—transitory computer readable medium of claim 20, wherein the

contextual data is a geographical location of the user device.

22. The non-transitory computer readable medium of claim 20, wherein the

contextual data is gathered by a sensor of the user device.

23. The non-transitory computer readable medium of claim 20, wherein the

instructions cause the processor to compare a first gesture made by the user in the

image of the user to a second gesture in the baseline image.

24. The non-transitory computer readable medium of claim 23, wherein the

instructions cause the processor to compare a location of the first gesture in the

image to a location of the second gesture in the baseline image.

25. A non-transitory computer readable medium having instructions stored

thereon which when executed by a processor cause the processor to:

receive from a first user device via a network communication a network

packet comprising an electronic data file and recipient biometrics;

receive from a second user device via network communication biometric data

obtained from a user of the second user device; and

when the biometric data obtained from the user of the second user device

matches the recipient biometrics, permit the electronic data file to be accessed on

the second user device.

26. The non-transitory computer readable medium of claim 25, wherein the

recipient biometrics is a facial image of a recipient.
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27. The non-transitory computer readable medium of claim 26, wherein the

biometric data obtained from the user of the second user device is an image of a

face of the user of the second user device.

28. The non-transitory computer readable medium of claim 25, wherein the

electronic data file is encrypted based on biometrics of the second user and

contextual data associated with the second user.

29. The non-transitory computer readable medium of claim 25, wherein the

recipient biometrics comprises biometrics from each of a plurality of recipients, and

wherein the biometric data obtained from a user of the second user device

comprises biometric data obtained from each of a plurality of users of the second

user device.

30. The non—transitory computer readable medium of claim 25, wherein the

instructions cause the processor to permit the electronic data file to be accessed on

the second user device when the biometric data obtained from each of a plurality of

users of the second user device matches corresponding recipient biometrics

received from the first user device.

31. The non-transitory computer readable medium of claim 25, wherein the

plurality of recipients comprises N recipients, where N is an integer, and wherein the

plurality of users of the second user comprises k recipients.

32. The non-transitory computer readable medium of claim 25, wherein k<N.

33. A method of electronically sharing data, comprising:

identifying an electronic file;

providing biometrics associated with a recipient;

providing contextual data associated with a recipient;

causing the electronic file to be encrypted based on the provided biometrics

and the provided contextual data; and
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causing the transmission of the encrypted electronic file to the recipient over

an electronic communications network.

34. The method of electronically sharing data of claim 33, wherein providing the

biometrics associated with a recipient comprises selecting a digital image of the

recipient’s face.

35. The method of electronically sharing data of claim 33, wherein providing

contextual data associated with the recipient comprises identifying a geographic

location of the recipient.

36. The method of electronically sharing data of claim 33, wherein providing

biometrics comprises providing biometrics from each ofa plurality of recipients.

37. The method of electronically sharing data of claim 33, wherein the plurality of

recipients comprises N recipients, where N is an integer.
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4. E No required additional search fees were timely paid by the applicant. Consequently, this international search report is
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-“"'-Continued from Box No. ill - Observations where unity of invention is lacking-"'-

This application contains the following inventions or groups of inventions which are not so linked as to form a single general inventive
concept under PCT Rule 13.1. in order {or all inventions to be eiamined, the appropriate additional examination fee must be paid.

Group I: Claims 1-24 are directed toward an authentication system comprising: receiving a request for authentication of a user
comprising a biometric feature of the user collected by a user device and contextual data from the user device; comparing the biometric
feature or the user to a baseline biometric ieature of the user“. comparing the contextual data to an expected contextual data value: and
determining whether to authenticate the user.

Group II: Claims 25-32 are directed toward instmctions to: receive from a first userdevioe a network packet comprising an electronic
data file and recipient biometrics: receive from a second user device biometric data obtained tron-r a user of the second device: and
permit the electronic data file to be accessed on the second user device when the biometric data obtained from the user of the second
use device matches the recipient biometrics.

Group iii: Claims 33—37? are directed toward a meti'rod of electronically sharing data, comprising: identifying an electronic file; pretriding
biometrics associated with a recipient: providing contextual data associated with a recipient; causing the electronic tile to be encrypted
based on the provided biometrics and the provided contextual data; and causing the transmission of the encrypted electronic file to the
recipient.

The common technical feature shared by Groups 1. II. and ill is providing biometrics associated with a user; and providing contextual
data. However, this common feature is previously disclosed by US 20040134690 A1 (Norris). Norris discloses providing biometrics
associated with a user [method and system for capturing biometric information of a send er: Abstract); and providing contextual data
(method and system also captures biometric metadate {contextual data); Abstract).

Since the common technical teatLre is previoust disclosed by the Norris reference. this common feature is not special and so Groups _I.
II. and III lack unity. - 
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Authenticating a device and a user

FIELD OF THE INVENTION

This invention relates to a method of, and a system for, authenticating a device

and a user. In one embodiment, the invention provides a combined device and patient

authentication system for health services, especially those delivered as a part of a system in

which the patient and healthcare provider are remote from one another and connected by an

electronic system.

BACKGROUND OF THE INVENTION

An increasingly important trend in healthcare is one of consumer/patient

involvement at all levels of healthcare. People are taking a more active role in their own

health management. This trend of patient empowerment has already been Widely supported.
 

A number of solutions, (see for example, Capmed, htt ://Www. 7 hiformecom/indexes ,

Medkey, htt J://x~'ww.medke .com/ and Webmd, http://www.webmd.com) have been  

introduced into the market that allow patients to collect their own health-related information

and to store them on portable devices, computers, and in online services. These solutions are

often referred to as Personal Health Record (PHR) services. Already a number of products in

the market allow patients to enter automatically measurements and other medical data into
,- ,

their PHRs, see for example, Lifesensor, htt 32/.wwwlifesensor.com/en/us/, and healthvault, 

htt *1://searchhealthvault.com". For example a weight-scale sends its information via
 

Bluetooth to a computer, from which the data is uploaded to a PHR. This allows patients to

collect and manage their health data, but even more importantly to share the data with various

healthcare professionals involved in their treatment.

Another important trend in healthcare is that the delivery of healthcare has

gradually extended from acute institutional care to outpatient care and home care. Advances

in information and communication technologies have enabled remote healthcare services

(telehealth) including telemedicine and remote patient monitoring. A number of services in

the market already deploy telehealth infrastructures where the measurement devices are

connected via home hubs to remote backend servers. Health care providers use this

architecture to remotely access the measurement data and help the patients. Examples are
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disease management services (such as Philips Motiva and PTS) or emergency response

services (Philips Lifeline).

Interoperability of measurement devices, home hubs and backend services

becomes very important for enabling and further growth of this market. This need is

recognized by thf: COHtinua health alliance, see hitn.;éziaay_iiz._99nt_ilitigatiiaaggnig, for

example. As shown in Fig. 1, this initiative aim to standardize protocols between

measurement devices, home hub (application hosting) devices, online healthcare/wellness

services (WAN) and health record devices (PHRs/EHRs). In addition to data format and

exchange issues, the Continua alliance is also addressing security and safety issues.

One of the basic security and safety problems in the domain of telehealth is the

problem of user and device authentication/identification. Namely, when data remotely

measured by patients is used by telehealth services or in the medical professional world, the

healthcare providers need to place greater trust in information that patients report. In

particular, they have to be ensured that a measurement is coming from the right patient and

that appropriate device was used to take the measurement. Consider a blood pressure

measurement; it is crucial to know that the blood pressure of a registered user is measured

(not of his friends/children), and that the measurement was taken by a certified device and

not a cheap fake device. This is very important, because otherwise there can result critical

health care decisions based on wrong data.

In current practice, a device identifier (device ID) is either used as a user

identifier (user ID) or as a means to derive a user ID (if multiple users are using the same

device). For example, in the Continua system, as described in “Continua Health Alliance,

Recommendations for Proper User Identification in Continua Version 1 — PAN and xHR

interfaces (Draft v.01)”, December 2007, at the PAN interface, as shown in Fig. 1, each

Continua device is required to send its own unique device ID. The user ID is optional (and

can be just simple as 1, 2, A, B). The valid user ID is obtained at the hub device (application

hosting device), which can provide mapping between a simple user ID associated with a

device ID to a valid user ID. There might be also measurement devices that can send a valid

user ID next to the device ID. Then the mapping is not needed.

There are several problems with the current approach. For example, the

current approach does not support authentication of users/devices, it only appends the user ID

to the measurement. Data provenance is not established, as a healthcare provider later in the

process cannot securely find which device was used to create the measurement. Next to that,

the current mapping approach does not quickly lock the user and device 1D together, but it
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introduces room for mistakes. Either a user makes an unintended mistake (if manual mapping

is required — the user has to select his ID (1 or A) at application hosting device or

measurement device for each measurement) or the system can mix the users (the application

designer should take special care to provide data management in a way to reduce the

potential for associating measurements to the wrong user). In this type of arrangement, it is

possible for a malicious user to introduce wrong measurements by impersonating the real

user. Similarly, the device ID can be copied to forged devices, which can be easily introduced

in the eco system. Then a user can use these devices to produce data that will look reliable

but in fact will be unreliable.

It is therefore an object of the invention to improve upon the known art.

According to a first aspect of the present invention, there is provided a method

of authenticating a device and a user comprising receiving a user input, generating a first key

from the user input, performing a physical measurement of the device, obtaining helper data

for the device, computing a second key from the physical measurement and the helper data,

and performing an operation using the first and second keys.

According to a second aspect of the present invention, there is provided a

system for authenticating a device and a user comprising a user interface arranged to receive

a user input, a query component arranged to perform a physical measurement of the device,

and a processing component connected to the user interface and the query component, and

arranged to generate a first key from the user input, to obtain helper data for the device, to

compute a second key from the physical measurement and the helper data, and to perform an

operation using the first and second keys.

According to a third aspect of the present invention, there is provided a

method of registering a device and a user comprising receiving a user input, generating a first

key from the user input, performing a physical measurement of the device, generating a

second key and helper data for the device from the physical measurement, performing an

operation using the first and second keys, and transmitting an output of the operation to a

remote data store.

According to a fourth aspect of the present invention, there is provided a

system for registering a device and a user comprising a user interface arranged to receive a

user input, a query component arranged to perform a physical measurement of the device,

and a processing component arranged to generate a first key from the user input, to generate a

second key and helper data for the device from the physical measurement, to perform an
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operation using the first and second keys, and to transmit an output of the operation to a

remote data store.

Owing to the invention, it is possible to bind the identity of a user and a device

so as to certify that data originating from the device originates from the particular device and

the particular user. This supports data quality assurance and reliability in personal healthcare

applications. In this system, there is delivered a method to bind the identity of a user and a

device identifier as early as possible, so as to certify that data originating from the device

originates from the particular device and the particular user. To ensure proper device and user

authentication/identification it is possible to use a Physically Uncloneable Function (PUF,

described in detail below) in combination with a user input.

As a result there is covered the three problems from the prior art by providing

respectively, close coupling of the user ID and the identification of the device used to take

the measurement (the use of unregistered device/user is immediately detected), strong user

authentication and anti-counterfeiting and strong device authentication. This has the

following benefits, patient safety (diagnosis and health decisions are based on reliable data),

reduction of costs (reuse of patient provided data in the consumer health and the professional

healthcare domain) and convenience for the patient (they can take healthcare measurements

at home).

In a preferred embodiment, the step of receiving a user input comprises

performing a bio metric measurement of the user and the step of generating a first key from

the user input comprises obtaining helper data for the us er and computing the first key from

the biometric measurement and the user helper data. The user of a biometric measurement,

such as a fingerprint, increases the security ofthe system and ensures that any data taken

from an individual is authenticated as being from that specific individual, when the data is

analyzed by a remote health system.

Advantageously, the method comprises performing a defined fianction on the

first and second keys to obtain a third key. The security ofthe system can be increased if the

two keys, one from the device and one from the user are combined together to create a third

key, prior to any transmittal to a remote location. The combination can be performed

according to a fianction of both inputs. Such function can be for example: (i) the

concatenation of both strings, the XORing of both strings, the concatenation ofboth strings

and subsequent hashing of the resulting string, the XORing of both strings and then hashing

the resulting string, the encryption of one string according to an encryption algorithm (e.g.
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the Advanced Encryption Standard) using as key one of the strings and as plaintext the

second string, etc.

In a further embodiment, the step of receiving a user input comprises receiving

a password and the step of generating a first key from the user input comprises computing the

first key from the password. Rather than using biometric data, a simple password can be used

to authenticate the user. Although this does not have the highest level of security associated

with using the biometric data, this still provides a system that is an improvement over current

known systems.

Ideally, the step of obtaining helper data for the device comprises computing

the helper data from the first key and a stored component. The key for the device (the second

key) is created from the physical measurement performed on the device and the helper data.

If the helper data is reconstructed from the first key (from the user) and some stored

component, then the security of the system of authenticating the device and user is increased,

because the helper data is never stored in the clear.

Advantageously, the method further comprises obtaining a user share,

obtaining a device share, and performing a defined function on the user share, device share,

first and second keys to obtain a third key. The use of a user share and device share allows

more than one device to be authenticated to a specific user, which increases the efficiency of

the registration and authentication system.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the present invention will now be described, by way of

example only, with reference to the accompanying drawings, in which:-

Fig. 1 is a schematic diagram of a healthcare system,

Fig. 2 is a fiarther schematic diagram ofthe healthcare system,

Fig. 3 is a schematic diagram of a device and user authentication system,

Fig. 4 is a flowchart of a registration procedure,

Fig. 5 is a flowchart of an authentication procedure,

Fig. 6a is a schematic diagram of a preferred embodiment of the authentication

system, and

Fig. 6b is a further schematic diagram of a preferred embodiment of the

authentication system, and

Fig. 7 is a schematic diagram of a further embodiment of the system.
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DETAILED DESCRIPTION OF THE EMBODIMENTS

An example of a healthcare system is shown in Fig. 1. Various PAN (personal

area network) devices 10 are shown such as a wristwatch and a blood pressure measuring

device, which directly measure physiological parameters of a user. Additionally LAN (local

area network) devices 12 are provided such as a treadmill which can also be used to gather

healthcare information about the user. The PAN devices 10 and the LAN devices 12 are

connected via suitable interfaces (wired and/or wireless) to an appropriate application hosting

device 14, such a computer or mobile phone, which will be local to the PAN and LAN

devices 10 and 12. This hosting device 14 will be running a suitable application which can

gather and organize the outputs from the various PAN and LAN devices 10 and 12.

The application hosting device 14 is connected to a WAN (wide area network)

device 16 such as a server. The WAN connection can be Via a network such as the Internet.

The server 16 is also connected Via a suitable interface to a health record device 18, which is

maintaining a health record for the users of the system. As discussed above, it is of

paramount importance that the data recorded by the individual health records stored by the

device 18 is assigned, firstly to the correct user, and additionally, that the device which

recorded the data is known with absolute certainty. It is also advisable that the relevant PAN

or LAN device 10 or 12 is also approved for use in the system.

Fig. 2 illustrates the system of Fig. 1, with a user 20 who is taking a

measurement with a PAN device 10. Through the home hub 14, data can be communicated to

the remote record device 18, which is maintaining the patient’s record 22. The remote record

device 18 also communicates directly with a GP record 24. In this example, the user 20 has

wrongly identified themselves to the device 10, and is also using an incorrect device 10, for

the measurement that they are trying to make. In a conventional system, this will result in an

incorrect entry being made in their record 22, and could cause an incorrect alert to be raised

with respect to the patient’s condition.

In order to prevent the kind of error that is illustrated by Fig. 2, the system

according to the present invention is summarized in Fig. 3. This Figure. shows a device 10

and the user 20, communicating with the remote healthcare device 18. The essential principle

is that a key is derived from the user 20 and a key is derived from the device 10, and, in one

embodiment, these are combined together and transmitted to the remote server 18 as a third

key. The user 20 could supply a password, or in the preferred embodiment, there is

performed a biometric mcasurcmcnt of thc uscr 20 (such as a fingcrprint) and thc uscr key is
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generated from this biometric measurement. The key from the device l0 is derived from a

physical measurement ofthe device. One method of achieving this is to use a function known

as a PUF, described below.

The system of Fig. 3 for authenticating the device 10 and the user 20

comprises a user interface arranged to receive a user input, a query component arranged to

perform a physical measurement of the device, and a processing component connected to the

user interface and the query component, and arranged to generate a first key from the user

input, to obtain helper data for the device, to compute a second key from the physical

measurement and the helper data, and to perform an operation using the first and second

keys. These three components, the user interface, the query component and the processing

component could all be contained within the device 10, or could be distributed amongst

different devices. Indeed the functions of the processing component could be split between

different processors contained in different devices.

A Physical Uncloneable Function (PUF) is a function that is realized by a

physical system, such that the function is easy to evaluate but the physical system is hard to

characterize and hard to clone, see for example R. Pappu, “Physical One-Way Functions”,

Ph.D. thesis, MIT, 2001. Since a PUF cannot be copied or modeled, a device equipped with a

PUF becomes uncloneable. Physical systems that are produced by an uncontrolled production

process (i.e. that contains some randomness) are good candidates for PUFs. The PUF’s

physical system is designed such that it interacts in a complicated way with stimuli

(challenges) and leads to unique but unpredictable responses. A PUF challenge and the

corresponding response are together called a Challenge—Response—Pair. It is possible for a

PUF to have a single challenge, or a limited (small) number of challenges (less than 32 for

example), or a large number of challenges (211 challenges for n>5).

One example of a PUF is the so—called SRAM PUFs. As far as experiments

have shown today, these PUFs are present on any device having an SRAM on board. It is

based on the phenomenon that when an SRAM cell is started up, it starts up in a random

state. However, when this is done multiple times, the SRAM starts up, most of the time, in

the same state and can therefore be used as a type of PUF. S-RAM PUFs are described in

more detail in ID685102. Other PUFs include an optical PUF, disclosed in the above

reference and a delay PUF (see Gassend et al., Su et al. — IC PUFs (Delay PUF) CCS 2002,

ACSAC 2002).

As previously mentioned, PUF responses are noisy and not fully random.

Thus, a Fuzzy Extractor or Helper Data Algorithm (scc J.-P. M. G. Linnartz and P. 'l‘uyls,
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“New Shielding Functions to Enhance Privacy and Prevent Misuse of Biometric Templates,”

in Audio—and Video—Based Biometrie Person Authentication — AVBPA 2003, ser. LNCS, J.

Kittler and M. S. Nixon, Eds., vol. 2688. Springer, June 9-11, 2003, pp. 393—402 and Y.

Dodis, M. Reyzin, and A. Smith, “Fuzzy extractors: How to generate strong keys from

biometrics and other noisy data,” in Advances in Cryptology —- EUROCRYPT 2004, ser.

LNCS, C. Cachin and J. Camenisch, Eds, vol. 3027. Springer-Verlag, 2004, pp. 523—540.) is

required to extract one (or more) secure keys from the PUF responses.

In the following, there is provided the intuition behind the algorithms. A fuzzy

extractor requires two basic primitives, firstly information reconciliation or error correction

and secondly privacy amplification or randomness extraction, which guarantees an output

which is very close to being a uniformly distributed random variable. In order to implement

those two primitives, helper data W is generated during the enrolment or registration phase.

Later, during the key reconstruction or authentication phase, the key is reconstructed based

on a noisy measurement Ri and the helper data W. During the enrolment phase (carried out in

a trusted environment), a probabilistic procedure called Gen is run. This procedure takes as

its input a PUF response R, and produces as output a key K and helper data W: (KNV) <—

Gen(R). In order to generate the helper data W, an error correcting code C is chosen such that

at least t errors can be corrected. The number of errors to be corrected depends on the

particular application and on the PUF properties.

Once an appropriate code has been chosen, the helper data W is generated by

first choosing a random code word Cs from C and computing W1 = Cs (-9 R. Furthermore a

universal hash function (see L. Carter and M. N. Wegman, “Universal Classes of Hash

Functions,” J. Comput. Syst. Sci, vol. 18, no. 2, pp. 1437154, 1979) hi is chosen at random

from a set H and the key K is defined as K H hi(R). The helper data is then defined as W :

(W1, i). During the key reconstruction phase a procedure called Rep is run. It takes as input a

noisy response R’ and helper data W and reconstructs the key K (if R’ originates from the

same source as R) i.c. K H ch(R’,W). Reconstruction of the key is achieved by computing

Cs’ : W1 (43 R’, decoding Cs’ to Cs via the decoding algorithm of C, recovering R : Cs 63

W1, and finally computing K = hi(R). The present method will work also with other types of

helper data. For example, instead of XORing, it is possible to also perform a permutation.

It should be noted that the symbol (9 is used to indicate an XOR operation.

The logical operation exclusive disjunction, also called exclusive or (XOR), is a type of

logical disjunction on two operands that results in a value of “true”, if and only if, exactly

one of the operands has a value of “true”.
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Fuzzy extractor construction can also be used to generate unique identifiers or

keys from biometric data. Instead of having a PUF response, there is used a person’s

biometric data. This can be further enhanced by computing the hash (say SHA—2) of K

(where K = hi(R), and R is a biometric measurement). See T. Kevenaar, G.J. Schrijen, A.

Akkermans, M. Damstra, P. Tuyls, M. van der Veen, Robust and Secure Biometrics: Some

Application Examples. ISSE 2006 for an overview of different applications of this

construction and Kevenaar, T.A.M, Schrijen, G.J., van der Veen, M., Akkermans, A.H.M.

and Zuo, F.: Face Recognition with Renewable and Privacy Preserving Templates. Proc. 4th

IEEE Workshop on Automatic Identification Advanced Technologies (AutoID 2005), 17-18

Oct. 2005 Page(s): 21 — 26 for an example applied to biometrics based on face recognition.

As previously mentioned, the system of the present invention is designed to

link a measurement to both a device ID and the particular user. A stable device ID can be

derived from a PUF response and associated helper data. The helper data can be chosen

randomly from code words of an error correcting code. In a preferred embodiment, the helper

data is derived from both an error correcting code and from a string derived from a biometric

measurement of the user. By constructing such helper data, it is possible to authenticate both

the device and the user at once.

In a preferred embodiment, it is assumed that the following are available on

the device that is being used, a PUF such that when challenge with Ci produces a response

Ri, which is written as Ri <— PUF(Ci), a GenPUF algorithm which upon getting a PUF

response Ri outputs (Ki,Wi), with (Ki,Wi) <— GenPUF(Ri), a RepPUF algorithm

which upon getting a PUF response Ri’ and helper data Wi outputs the key Ki if Ri and Ri’

are sufficiently close, with Ki <— RepPUF(Ri’,Wi), a GenBio algorithm which upon getting a

biometric measurement BMu from user U outputs (Ku,Wu), with (Ku,Wu) <— GenBio(BMu),

and a RepBio algorithm which upon getting a biometric measurement BMu from user U and

helper data Wu outputs the key Ku if BMu and BMu’ are sufficiently close, Ku H

RepBio(BMu’,Wu). It is assumed that the device that is used to perform the measurements

has a PUF embedded in it. This can be easily expected from any device containing, for

example an SRAM memory, such as any microprocessor or microcontroller. Clearly, the

algorithms GenPUF, GenBio, RepPUF, and RepBio can be implemented on the device but do

not have to. They could be implemented on a second device. The first option is better from

the security stand point. However, the second option makes it possible to implement the

system for devices with limited processing capabilities.
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Fi g. 4 shows how the system would work in relation to a preferred

embodiment of the registration procedure. Firstly, a group of users has a device i which

measures some signal of users U1, U2, U3, ..., Un. Prior to using the device for the first time,

one of the users (Uj) runs the procedure GenPUF on the PUF of device i and obtains (Ki,Wi)

<— GenPUF(Ri) corresponding to a response Ri originating from device i. This is the step S1

of the process. Note that this step does not need to be run by device i. In particular, this

procedure can be run by a separate entity. The only thing needed by the entity to run GenPUF

is the response Ri.

At the second step S2, the helper data Wi is stored in non-volatile memory of

device i. An individual user, user Uj runs GenBio on his/her biometric (such as a fingerprint)

and obtains Kuj, which is step S3. At step S4, this value is XORED with Wi to produce

Wi,uj, which is stored in the device in user’s Uj memory profile space, at step S5. In other

words, Wi,uj = Wi XOR Kuj. A database is stored in the device with entries as follows: (Kuj;

Wi,uj). The next step is step s6, in which for the user Uj there is computed a key Kij as a

function of Ki and Kuj, written Kij <— f(Ki,Kuj). At step S7, this key is transmitted in a

secure manner to the health service provider. Steps 3 to 7 are repeated for every user who

wants to use the device. An alternative to storing the pairs (Kuj; Wi,uj) in the device’s

database is to store a pair (Uj, Wi,uj). This assumes that the user has a string Uj that

identifies him. This is more secure since the key Kuj is not stored in the device but

reconstructed every time that is needed. The string Uj can be any identifying information

such as the name of the user, his social security number, driver’s license number, email

address, etc.

In summary, the method of registering a device and a user comprising

receiving the user input (which could be a biometric measurement or a password), generating

the first key from the user input, performing a physical measurement (such as a PUF) of the

device, generating a second key and helper data for the device from the physical

measurement, performing an operation using the first and second keys, and transmitting an

output of the operation to a remote data store.

A preferred embodiment of an authentication procedure is shown in Fig. 5.

The procedure is used after the user and device have registered, as per the flowchart of Fig. 4.

User Uj desires to use device i to perform a measurement. Before being able to operate the

device, the first step S1, is that the user Uj runs Kuj <— RepBio(BMuj ’,Wuj) and recovers

Kuj. At step S2, the device i searches in its database for a match with Kuj. If it finds such a
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match it continues to step 3, otherwise the device stops and tells the user to register first, in

order to be able to use device i.

If there is a match, then at step S3, the device i XORs Kuj with Wi,uj to obtain

Wi = Wi,uj XOR Kuj, followed by step S4, in which the device i runs Ki <— RepPUF(Ri’,Wi)

to recover Ki. At step S5, the device i computes a function of Ki and Kuj, written f(Ki,Kuj)

resulting in a string Kij and, at step S6 the device i computes a Message Authentication Code

(MAC) on the data measured with secret key Kij. Finally, at step S7, the device i sends the

data and the MAC to the health service provider. The health service provider verifies the

MAC and if the verification succeeds the data is accepted.

In this way a secure method of authenticating a device and a user is delivered.

Neither the physical function of the device (in the preferred embodiment the PUF) nor the

data from the user (in the preferred embodiment the biometric data) can be cloned or faked in

any way, and the transmittal of these keys (or a single key derived from them both) to the

health service provider allows both the device and user to be authenticated.

An alternative solution (Embodiment 2) to that provided by the procedures of

flowcharts 4 and 5 is to perform separate authentication of the device and the patient and then

combine these identifiers/keys or send them separately to the service provider. For example,

it is possible to derive Ki from PUF, then derive Kuj from the user’s biometrics and then

combine the keys into a single key: Kij = Hash(Ki||Kuj). Based on this key (Kij) a MAC or a

signature on the data can be computed before being sent to the service provider. However,

this would fail to identify, in the beginning, a user that has not run the registration procedure

before using the measuring device for the first time (i.e. the user has to register a new key, for

each new device he obtains; and this registration has to be done with all service providers

and/or health service infrastructures that use his data).

Other variations of the preferred embodiment are also possible. For example,

the device does not perform the key reconstruction itself, but rather sends the measured

signal together with a PUF response Ri’ to a more powerfiil device, for example the home

hub 14 in Fig. 2, where all the processing is performed. Note that in this particular case, there

is no concern over the secrecy of the response. Rather the system is only interested in making

sure that there is the correct data associated with the correct user and device.

The methodology above could also be adapted so that instead of computing a

helper data Wi,uj, the device could simply store Wi and then compute Kij as the XOR of Ki

and Kuj. However, this would fail to identify in the beginning a user that has not run the

registration proccdurc bcforc using the measuring dcvicc for the first timc.
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Another alternative could be that instead of using a symmetri c-key based

system the system can use an asymmetric key based system. Instead of considering Kij as a

symmetric key, the system can use the secret-key of a public-key based system. Then in step

S7 of the registration procedure (Fig. 4), instead of sending Kij to the service provider, the

device can send the public-key associated with a secret-key Kij This can be easily computed

for typical public-key based systems.

In one embodiment there is performed a defined function on the first key from

the user and the second key from the device to obtain a third key (Kij) The function used to

compute Kij from Ki and Kuj could be, for example, a hash (SHA-l, SHA—2, MDS, RipeMD,

etc.) of the concatenation of Ki and Kuj, an XOR of Ki and Kuj, an encryption of a constant

string using as key Ki and Kuj, and encryption of Ki using Kuj as the encryption key of an

encryption system, an encryption of Kuj using Ki as the encryption key of an encryption

system, a value derived from a 2-out-n threshold scheme where two of the shares correspond

to Ki and Kuj (see below for additional advantages of using threshold schemes), or any other

function of Ki and Kuj appropriate for the application.

The preferred embodiment of the invention is shown in Fig. 6a and Fig. 6b. In

Fig. 6a a processor 30 is connected to a device 10 and a user input device 32. The device 10

is a device for measuring the blood pressure of the user, and the user input device 32 is a

device for measuring the fingerprint of the user, when the user places their finger into the

device. The system of this Figure assumes that the registration process has already taken

place and the user has performed the measurement of their blood pressure with the device 10.

The user wishes to authenticate the acquired data prior to sending that acquired data to the

third party health service provider.

Fig. 6b illustrates the actions taken by the processor 30. The user input 34,

being a biometric measurement of the user’s fingerprint is received by the processor 30, from

the user input device 32. The PUF 36 is also received from a query applied to the device 10.

Within the system is present a query component which makes a PUF query to the device 10.

This component (not shown) could be built in within the device 10. The user input 34 is

combined with user helper data 38 to generate a first key 40, and the PUF 36 is combined

with device helper data 42 to generate a second key.

In this Figure, the key generation processes are shown as independent, but

they could be configured in such a way that the key from one side is used to generate the

helper data on the other side, and vice versa, as an extra security feature, using an additional

stored component. The generation of the two kcys 40 and 44 could occur simultaneously, or
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in the case where the key of one is used to generate the helper data of the other, then the

generation would occur sequentially. Either key could be generated first. The reference to the

user’s key as the first key 40 does not mean that it is the first key to be generated by the

processor 30.

After the keys 40 and 44 have been generated then they are passed to an

operation stage 46, which performs an operation using the two keys 40 and 44. This

operation could take a number of different forms. In the simplest embodiment, the operation

is the transmission of the two keys 40 and 44, with the acquired data about the user’s blood

pressure, to the third party service provider. Another option would be to combine the two

keys 40 and 44 into a third key and transmit this third key with the data. A third option would

be to encrypt the user’s health data with either the two keys 40 and 44, or using something

(such as a hash function output) derived from the two keys 40 and 44. Another option would

be the generation of a digital signature using the keys 40 and 44 to sign the data before it is

sent. In this way the data gathered by the user is authenticated using the two keys 40 and 44.

The key Kuj derived from the user, which in the preferred embodiment is a

biometric measurement, could be derived from a password for example. The intent is to make

the key that is used to sign dependent on something that User Uj has to provide or enter into

the system. It does not necessarily have to be a biometric, although this would make it less

likely to be vulnerable to impersonation attacks. This embodiment is shown in Fig. 7.

In this embodiment, the user 20 provides a user input which is a password 28.

The device 10 generates a key from the password, and also performs a physical measurement

of the device (using a PUF). The device accesses the helper data for the device and computes

a second key from the physical measurement and the helper data, as discussed in detail

above. The device then transmits the first and second keys (or a third key derived from these

two keys) to the health service provider 18.

The system can also be adapted to generating a single per user key from

multiple devices. In this embodiment, there is provided an approach that uses only one key

per patient/user regardless of the number of devices that are used for obtaining data (in

contrast to previous embodiments where one key per each user-device combination was

necessary). For this construction it is possible to use threshold secret sharing, which is

described in the following.

Threshold secret-sharing is described in Alfred J. Menezes, Paul C. van

Oorschot and Scott A. Vanstone, “Handbook ofApplied Cryptography”, CRC Press, 1997. A

(t,n) threshold scheme (t<=n) is a method by which a trusted party computes secret shares Si,
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1 <= i <= n from an initial secret S, and securely distributes Si to user Pi, such that the

following is true: any t or more users who pool their shares may easily recover S, but any

group knowing only t i 1 or fewer shares may not. A perfect threshold scheme is a threshold

scheme in which knowing only t — 1 or fewer shares provide no advantage (no information

about S whatsoever, in the information-theoretic sense) to an opponent over knowing no

shares.

Shamir’s threshold scheme is based on polynomial interpolation, and the fact

that a univariate polynomial y : f(x) of degree t — 1 is uniquely defined by t points (xi; yi)

with distinct xi (since these define t linearly independent equations in t unknowns). The

coefficients of an unknown polynomial f(x) of degree less than t, defined by points (xi; yi), 1

<2 i <2 t, are given by the Lagrange interpolation formula:

 

 

Thus each group member may compute S as a linear combination of t shares

yi, since the ci are non-secret constants (which for a fixed group of t users may be pre-

computed). Below is shown Shamir’s (t,n) threshold scheme. Shamir’s threshold scheme is

provided as an example, however, other threshold secret sharing schemes can also be used,

for example, Oded Goldreich, Dana Ron, Madhu Sudan: “Chinese remaindering with errors”

IEEE Transactions on Information Theory 46(4): 1330-13 3 8 (2000).

Page 235 of 591 MIOOZ



IA1002Page 236 of 591

10

15

20

W0 2010!":55202 PCTHBZUU91’054120

1 5

Mechanism Shamss {a n? thresho-id scheme

SliivflvffiRV: a tats-see}. patty distributes shares of a secret 5' to n assets.

RES‘EJLT‘ any group of i users asses pooi their shares cap. recover S

t. Selma. The trusted party T begins was 3 seem: integer .5 lg {.3 it. wishes to distribute
among 1-1 users.

{a} T chooses a prime p :5 numb?) $1} and fiefiaezs as :22: 5'.

{h} T selects IE-— 1 random. indepersdems eoeifieietrss r31. 1 .. . ,ag._ 1: 11 fl is; 1 i3 — 1.. _ . .. .. 1—1 -

defttamg the random polynonnsi eve: ED. f{at ::::r E3151.“ e5 3:3.
is} Teaminttec 51'; an f1éi 11.11.11.132. .1 1i 1' 1 -a{o1‘for any n distinct points-ii. 1 1'

1i 1: p — 1). asset seemeiy Wafers size sisate 52 to uses F; _. along With public
males i.

11'. Poeis‘ag raffles-as- Any group of :1 or more. usexs pool their shares {see Remark 1'2. 1'0}.

Their sh: es gn‘ovide i"- distamt posses tax-3,2:- is. 1.3.} flowing consultatiea of the.

eoefl'ieients raj. ] 1: 3' 11 s — I of fij' is}; Lagrmsge {mammalian {see below}. The.

secret is teem-"cred by noting; 1’ Sit]! -‘-‘-‘-- em 2:: 5.

Using Shamir’s Threshold scheme it is possible to combine several keys (in

this particular case two keys) to generate a single key as follows. This uses a 2-out-n

threshold scheme as follows. The user computes a different key Ki for every device as has

been described in the previous embodiments. The user also computes a key based on his

biometric Kuj. The user defines a 2-out-n threshold scheme as foIIOWs:

The user chooses a prime p large enough such that Ki < p and Kuj < p.

Alternatively, it is possible to choose a prime p large enough for security purposes, and based

on this, compute strings Ki’ and Kuj‘, which (when interpreted as integers) are less than p.

One possible way to compute such strings is simply as Ki“ = Hash(Ki) mod p and Kuj’ =

Hash(Kuj) mod p, for some hash function Hash. The user chooses a random key Kij such that

2 <= Kij <= p- I _. and sets a0 = Kij. The user then chooses one independent and random

coefficient al such that 1<= a1 <= p-l . Note that a] must be non-zero (in contrast to the

general Shamir’s threshold scheme). The user computes a share Yuj as follows: Yuj =

a1 *Kuj ‘ + 210. The user stores in device i Yuj (Yuj is the same for all devices). The user then

computes a share Yi for device i as follows: Yi = a1"‘Ki’ + a0. The user stores in device i Yi.

The Yi is device dependent. This is repeated for every device i that the user wants to use.

lf'the system supports only symmetric-key authentication then the key Kij

(corresponding to a0) is sent to the service provider. If the system is public-key based then a

corresponding public key is derived using at.) as the secret key of the system and the public-

key is sent to the service provider via a secure and authenticated channel. To provide the

authentication in such a system, the user obtains their biometric dependent key and obtains a

user share (Kuj’, Yuj ). The device computes its key Ki (by any of the methods described
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above which might include the use of the user’s biometric as well) and obtains a device sh are

(Ki, Yi) for device i. Using Lagrange interpolation the key Kij is reconstructed from the two

shares. The user uses Kij to compute a MAC or a signature on the data being sent to the

service provider.

There are several advantages of the proposed system. Most importantly, the

system allows for early coupling of device and user identifiers that can be obtained by strong

authentication (for example using PUFs and biometrics). In the preferred embodiment, the

key derivation is performed in one step which leads to higher reliability.

Furthermore, the system is advantageous because there it is necessary to

register with the service provider only a single key per user. This supports separation of

duties. The service provider or health service infrastructure does not have to take care of

registration of measurement devices. A TTP (Trusted Third Party), such as a Continua

certification centre, can perform the registration in a way that for each device a user has, the

combined device/user key is the same, as described in the final embodiment. The TTP

certifies the key which is registered by service providers and health service infrastructure.

This is much simpler than continuously registering with the service provider the keys of each

device the user has and will obtain (which is required by traditional approaches).

Additionally, at the service provider and health service infrastructure site, the key

management is much simpler as they have to deal with far fewer keys. They do not have to

change much current practice of using one identifier/key per patient. Finally, depending on

the embodiment chosen for the implementation, it is possible to identify a user which has not

been registered before, which also contributes to the reliability of the measured data.

Next to that, there are important advantages of biometrics over other

authentication approaches. Most importantly, some physiological measurements could serve

a dual purpose. For example, measuring patient’s Vital signs (for example ECG) and at the

same time using the measurement for patient authentication (biometric data can be extracted

from the physiological measurement such as ECG). This methodology couples the

measurement to the patient as strongly as possible. In addition, biometric data is more

convenient and secure than a passwords or smartcards that can be forgotten or lost. Biometric

data provides a stronger type of authentication when compared to smartcards or passwords,

which can be easily handed over to other people.

Page 237 of 591 MIOOZ



IA1002Page 238 of 591

10

15

20

25

WO 2010/035202 PCT/IB2009/054120

17

CLAIMS:

1. A method of authenticating a device (10) and a user (20) comprising:

— receiving a user input (28, 34),

— generating a first key (40) from the user input (28, 34),

— performing a physical measurement (3 6) of the device (10),

— obtaining helper data (42) for the device (10),

— computing a second key (44) from the physical measurement (36) and the

helper data (44), and

— performing an operation (46) using the first and second keys (40, 44).

2. A method according to claim 1, wherein the step ofperforming an operation

(46) using the first and second keys (40, 44) comprises performing a defined fianction on the

first and second keys (40, 44) to obtain a third key.

3. A method according to claim 1 or 2, wherein the step of receiving a user input

(28) comprises receiving a password (28) and the step of generating a first key (40) from the

user input (28) comprises computing the first key (40) from the password (28).

4. A method according to claim 1 or 2, wherein the step of receiving a user input

(34) comprises performing a biometric measurement (34) of the user (20) and the step of

generating a first key (40) from the user input (34) comprises obtaining helper data (38) for

the user (20) and computing the first key (40) from the biometric measurement (34) and the

user helper data (3 8).

5. A method according to claim 4, wherein the step of obtaining helper data (42)

for the device (10) comprises computing the helper data (42) from the first key (40) and a

stored component.
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6. A method according to any preceding claim, and further comprising obtaining

a user share, obtaining a device share, and performing a defined fiinction on the user share,

device share, first and second keys (40, 44) to obtain a third key.

7. A system for authenticating a device (10) and a user (20) comprising:

- a user interface (32) arranged to receive a user input (28, 34),

- a query component arranged to perform a physical measurement (36) of the

device (10), and

- a processing component (30) connected to the user interface (32) and the

query component, and arranged to generate a first key (40) from the user input (28, 34), to

obtain helper data (42) for the device (10), to compute a second key (44) from the physical

measurement (36) and the helper data (42), and to perform an operation (46) using the first

and second keys (40, 44).

8. A system according to claim 7, wherein the processing component (30) is

arranged, when performing an operation (46) using the first and second keys (40, 44), to

perform a defined function on the first and second keys (40, 44) to obtain a third key.

9. A system according to claim 7 or 8, wherein the user input (28) comprises a

password (28) and the processing component (30) is arranged, when generating a first key

(40) from the user input (28), to compute the first key (40) from the password (28).

10. A system according to claim 7 or 8, wherein the user input (34) comprises a

biometric measurement (34) of the user (20) and the processing component (30) is arranged,

when generating a first key (40) from the user input (34), to obtain helper data (38) for the

user (20) and to compute the first key (40) from the biometric measurement (34) and the user

helper data (3 8).

11. A system according to claim 10, wherein the processing component (30) is

arranged, when obtaining helper data (42) for the device (10), to compute the helper data (42)

from the first key (40) and a stored component.

12. A system according to any one of claims 7 to 11, wherein the processing

component (30) is further arranged to obtain a user share, obtain a device share, and to
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perform a defined function on the user share, device share, first and second keys (40, 44) to

obtain a third key

13. A system according to any one of claims 7 to 12, wherein the user interface,

the query component and the processing component are contained within a single device.

14. A system according to any one of claims 7 to 12, wherein the user interface

(32), the query component (10) and the processing component (30) are distributed across a

plurality of devices.

15. A method of registering a device (10) and a user (20) comprising:

- receiving a user input (28, 34),

- generating a first key (40) from the user input (2 8, 34),

- performing a physical measurement (36) of the device (10),

- generating a second key (44) and helper data (42) for the device (10) from the

physical measurement (36),

- performing an operation (46) using the first and second keys (42, 44), and

transmitting an output of the operation (46) to a remote data store.

16. A method according to claim 15, wherein the step of receiving a user input

(34) comprises performing a biometric measurement (34) of the user (20) and the step of

generating a first key (40) from the user input (34) includes generating helper data (38) for

the user (20).

17. A system for registering a device (10) and a user (20) comprising:

— a user interface (32) arranged to receive a user input (28, 34),

— a query component arranged to perform a physical measurement (36) of the

device (10), and

- a processing component (30) arranged to generate a first key (40) from the

user input (28, 34), to generate a second key (44) and helper data (42) for the device (10)

from the physical measurement (36), to perform an operation (46) using the first and second

keys (40, 44), and to transmit an output of the operation (46) to a remote data store.
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18. A systcm according to claim 17, whcrcin thc user input (34) compriscs a

biometric measurement (34) of the user (20) and the processing component (30) is further

arranged, when generating a first key (40) from the user input (34'), to generate helper data

(38') for the uscr (20y
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This statement should be considered because:

i E This statement qualifies under 37 CPR. §1.97, subsection {b 1 because:

I] It is being filed within 3 months of the application filing date of a
national application other than a continued prosecution application

under §1.53(d);
_- 0R __

I] It is being filed within 3 months of entry of the national stage as set
forth in §1,491 in an international application;

__ OR __

[X] It is being filed before the mailing date of a first Office action on the

merits;
-- OR __

|:| It is being filed before the mailing date ofa first Office action ofi‘er the

firing (for? recs under :51. 1 r4:

whichever occurs last.

' [I Although it may not qualify under subsection (b), this statement qualifies under

3? C.F.R. §1.97, subsection to} because:

(i) It is being filed before the mailing date of a FINAL Office Action and
before a Notice of Allowance or another action closing prosecution

(whichever occurs first);

-- AND (check or least one ofthefoliowing) ——

I] (1) It is accompanied by the $130 fee set forth in 37 C.F.R.

map);
-w 0R -s

[I (2) Pursuant to 37 CPR. §1.97(e), each item of information
contained in the information disclosme statement was first cited

in a communication from a foreign patent office in a counterpait

foreign application not more than three months prior to the

filing of the information disclosure statement.

“OR“

[I (3) PurSuant to 37 CPR. §1.97(e), no item of information
contained in the information disclosure statement was cited in a

communication from a foreign patent office in a counterpart

foreign application, and, to the knowledge of the person signing
the certification after making reasonable inquiry, no item of
information contained in the information disclosure statement

was known to any individual designated in § 1.56m} more than

-2-

Haynes lll'ld Boone. IIIJ'
600 Anton Blvd .

Slli'ri'. rm
Costa Mesa. CA 028%
Tele: [949} 202-1000
Fax: (049) 202-3001

 
. Application No.: 15K075,066
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v,-uwsSL'V'SJWMGF—
three months prior to the filing of the information disclosure
statement.

[I Although it may not qualify under subsections (b) or (c), this statement qualifies under

37 CPR §l.97, s_ubsection 9d) because: n'awrrrfim.(.wct\-.4t-.v-'_-':-—.T.'-wmnv-“FEHT-mrnrfimzh.soc-um-.-<.._..-_-.(1) It is being filed on or before payment of the Issue Fee:
-- AND --

[:l (1) It is accompanied by the $180 fee sct feith in 37 CPR.

§1A17[p);

—— AND (check at least one ofthefoiiowing) --

[:I (2) Pursuant to 37 CPR. §l.97(e), each item of information
contained in the information disclosure statement was first cited

in a communication from a foreign patent office in a counterpart

foreign application not more than three months prior to the

filing of the information disclosure statement.
--OR--

[:1 (3) Pursuant to 37 C.F.R. §1.97(e), no item of information
contained in the information disclosure statement was cited in a

communication from a foreign patent office in a counterpart

foreign application, and, to the knowledge of the person signing
the certification after making reasonable inquiry, no item of
information contained in the information disclosure statement

was known to any individual designated in § I Soto} more than

three months prior to the filing of the information disclosure
statement

 
 

t

I.

L;
t;
E

E FeeAuthm-ization. The Commissioner is hereby authorized to charge any additional

fee(s), charge any undeipayment of fee(s), or credit any overpayment associated with

this communication to Deposit Account No. 03-1394. I

Certicate ofTransmission I - I Respectfully submitted,

l hereby certify that this correspondence is sent ? . \I __ y
: electronically via EFS Web to the Commissioner for ' _,/ "
! Patents, PO. Box 1450. Alexandria, VA 22313-1450,

(:3 FEE“: shown below. . David BOWlS
‘( ’ . Patent Agent

I AllisonHung Reg-NU-39315
Haynes and Baum, LLI'

rm Ann-m Bind,
Suile 70')

Costa Mesa. CA 92636
Tel e: (949) 202—3000
Fax: (949) tomom

  
Application Nos 15!075,066
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PATENT APPLICATION FEE DETERMINATION RECORD Application of Docket Number
Substitute for Form PTO-875 15/075,066

APPLICATION AS FILED - PART I OTHER THAN

Column 1 (Column 2) SMALL ENTITY SMALL ENTITY

BASIC FEE
(37 CFR1.16(a) (b) or (0))
SEARCH FEE
(37 CFR1.16(k) (i) or(m))

EXAMINATION) FOEE»(37 CFR1. 16(0

If the specification and drawings exceed 100
APPLICATION SIZE sheets of paper, the application size fee due is
FEE $310 ($155 for small entity) for each additional
(37 CFR1.16(s)) 50 sheets or fraction thereof. See 35 U.S.C.

41 (a)(1)(G) and 37 CFR1.16(s).

MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR 1.16(j))

* lfthe difference in column 1 is less than zero, enter ”0” in column 2.

APPLICATION AS AMENDED - PART II

OTHER THAN

(Column 2) (Column 3) SMALL ENTITY SMALL ENTITY
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 CFR1.16(i))

Independent(37 CFR1. 16(h))

Application Size Fee (37 CFR1.16(s))
AMENDMENTA

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE

(Column 2) (Column 3)
CLAIMS HIGHEST

REMAINING NUMBER ADDITIONAL ADDITIONAL
AFTER PREVIOUSLY FEE($) FEE($)

AMENDMENT PAID FOR
Total

(37 CFR1. 16(i))
Independent

(37 CFR1. 16(h))

Application Size Fee (37 CFR1.16(s))
AMENDMENTB

FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

TOTAL
ADD'L FEE ADD'L FEE

* lfthe entry in column 1 is less than the entry in column 2, write ”0” in column 3.
** lfthe ”Highest Number Previously Paid For” IN THIS SPACE is less than 20, enter ”20”.

*** If the ”Highest Number Previously Paid For” IN THIS SPACE is less than 3, enter ”3”.
The "Highest Number Previously Paid For" (Total or Independent) is the highest found in the appropriate box in column 1.
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addl’ESS. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Vijgmia 22313-1450wvwmlspto .gov

APPLICATION FILING or GRP ART
NUMBER 371(0) DATE UNIT F FFF REC'D ATTY.DOCKET.NO TOT CLAHVIS IND CLAIMS

21 315/075,066 03/18/2016 2431 770 47583.5USO2

 
 
   

CONFIRMATION NO. 1166

27683 FILING RECEIPT

HAYNES AND BOONE, LLP

1P Section lullllllIlllllllllllllllllllwllllllllilIllllllllll
2323 Victory Avenue
Suite 700

Dallas, TX 75219

Date Mailed: 04/06/2016

Receipt is acknowledged of this non-provisional patent application. The application will be taken up for examination

in due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the

application must include the following identification information: the US. APPLICATION NUMBER, FILING DATE,

NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.

Please verify the accuracy of the data presented on this receipt. If an error is noted on this Filing Receipt, please

submit a written request for a Filing Receipt Correction. Please provide a copy of this Filing Receipt with the

changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit

any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processes the reply

to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

lnventor(s)

Paul Timothy Miller, Irvine, CA;

George Allen Tuvell, Thompson's Station, TN;

Applicant(s)

mSignia, Inc, Irvine, CA;

Power of Attorney: None

Domestic Priority data as claimed by applicant

This application is a CON of 14/458,123 08/12/2014 PAT 9294448
which is a CON of 13/366,197 02/03/2012 PAT 8817984

which claims benefit of 61/462,474 02/03/2011

Foreign Applications for which priority is claimed (You may be eligible to benefit from the Patent Prosecution

Highway program at the USPTO. Please see http://www.uspto.gov for more information.) - None.

Foreign application information must be provided in an Application Data Sheet in order to constitute a claim to

foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as

appropriate.

If Required, Foreign Filing License Granted:

page 1 of 3
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The country code and number of your priority application, to be used for filing abroad under the Paris Convention,

is US 15/075,066

Projected Publication Date: To Be Determined - pending completion of Security Review

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **

Title

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC

MINUTIAE

Preliminary Class

380

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a US. patent extend only throughout the territory of the United States and have no

effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent

in a specific country or in regional patent offices. Applicants may wish to consider the filing of an international

application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same

effect as a regular national patent application in each PCT-member country. The PCT process simplifies the filing

of patent applications on the same invention in member countries, but does not result in a grant of "an international

patent" and does not eliminate the need of applicants to file additional documents and fees in countries where patent

protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an

application for patent in that country in accordance with its particular laws. Since the laws of many countries differ

in various respects from the patent law of the United States, applicants are advised to seek guidance from specific

foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions made in the United States, the Director of the USPTO must

issue a license before applicants can apply for a patent in a foreign country. The filing of a US. patent application

serves as a request for a foreign filing license. The application's filing receipt contains further information and

guidance as to the status of applicant's license for foreign filing.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents" (specifically, the

section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlines for filing foreign

patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, or it

can be viewed on the USPTO website at http://www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish

to consult the US. Government website, http://www.stopfakes.gov. Part of a Department of Commerce initiative,

this website includes self-help "toolkits" giving innovators guidance on how to protect intellectual property in specific

countries such as China, Korea and Mexico. For questions regarding patent enforcement issues, applicants may

call the US. Government hotline at 1-866-999-HALT (1-866-999-4258).

page 2 of 3
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" followed by a date appears on this form. Such licenses are issued in all applications where

the conditions for issuance of a license have been met, regardless of whether or not a license may be required as

set forth in 37 CFR 5.15. The scope and limitations of this license are set forth in 37 CFR 5.15(a) unless an earlier

license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The

date indicated is the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This license is to be retained by the licensee and may be used at any time on or after the effective date thereof unless

it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grant of a license does not in any way lessen the responsibility of a licensee for the security of the subject matter

as imposed by any Government contract or the provisions of existing laws relating to espionage and the national

security or the export of technical data. Licensees should apprise themselves of current regulations especially with

respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of

State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and

Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of

Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING

LICENSE GRANTED" DOES NOT appear on this form. Applicant may still petition for a license under 37 CFR 5.12,

if a license is desired before the expiration of 6 months from the filing date of the application. If 6 months has lapsed

from the filing date of this application and the licensee has not received any indication of a secrecy order under 35

U.S.C. 181, the licensee may foreign file the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for

business investment, innovation, and commercialization of new technologies. The US. offers tremendous resources

and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to

promote and facilitate business investment. SelectUSA provides information assistance to the international investor

community; serves as an ombudsman for existing and potential investors; advocates on behalf of US. cities, states,

and regions competing for global investment; and counsels US. economic development organizations on investment

attraction best practices. To learn more about why the United States is the best country in the world to develop

technology, manufacture products, deliver services, and grow your business, visit http://www.SelectUSA.gov or call
+1 -202-482—6800.

page 3 of 3
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UNITED STATES PATENT AND TRADEMARK OFFICE UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Addtess. COMMISSIONER FOR PATENTSPO Box 1450

Alexandria, Virginia 22313-1450ww‘vs'.uspto.gov

APPLICATION NUMBER F ING OR 371 (C) DATE FIRST NAMED APPLICANT ATTY. DOCKET NO./TITLE

 
 
   

15/075,066 03/18/2016 Paul Timothy Miller 47583.5U802
CONFIRMATION NO. 1166

27683 NEW OR REVISED PPD NOTICE

HAYNES AND BOONE, LLP

lP Section IIIIIIIII IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII33III IIII IIIII IIII IIIIIIIIIIIIIII IIIIIIIIIIIII
2323 Victory Avenue 000000 78
Suite 700

Dallas, TX 75219

NOTICE OF NEW OR REVISED PROJECTED PUBLICATION DATE

The above-identified application has a new or revised projected publication date. The

current projected publication date for this application is 09/08/2016. If this is a new projected

publication date (there was no previous projected publication date), the application has been

cleared by Licensing & Review or a secrecy order has been rescinded and the application is

now in the publication queue.

If this is a revised projected publication date (one that is different from a previously

communicated projected publication date), the publication date has been revised due

to processing delays in the USPTO or the abandonment and subsequent revival of an

application. The application is anticipated to be published on a date that is more than six

weeks different from the originally-projected publication date.

More detailed publication information is available through the private side of Patent

Application Information Retrieval (PAIR) System. The direct link to access PAIR is currently

http://pair.uspto.gov. Further assistance in electronically accessing the publication, or about

PAIR, is available by calling the Patent Electronic Business Center at 1-866-217-9197.

Questions relating to this Notice should be directed to the Office of Data Management,

Application Assistance Unit at (571) 272-4000, or (571) 272-4200, or 1-888-786-0101.

PART 1 - ATTORNEY/APPLICANT COPY

page 1 of 1
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U. 3. DEPARTMENT OF COMMERCE
PATENT AND TRADEMARK OFFICE

INFORMATION DISCLOSURE STATEMENT BY
APPLICANT

(use as many sheets as necessary)

SHEET 1 OF 1

W
- U. S. PATENT DOCUMENTS

Publication Date
  

Examiner’s Clte Document Number

Corn Jere ifKnown

 

 
Application Number 15t0?5,066

Filing Date tiara. 18. 2016
Applicantis] mSignia, Inc.
Art Unit 

Examiner Name

Attorne Docket Number 47583.5U502

  

Name of Patentee or Applicant of Cited Document    
  
 
 

 

 
 

 

  
Etche 0 en, Crei Ste hen

Tauébol. Fetter l
 

 
 

 

initiate No. MM:DD-Yj’_YY

1. ___ 3,213,907 07—03201 2
2. 3,335,925 12-18—2012
3. ' ' 2007;024:0217 ' 10-11-2007 Tuvell et at.

4 I 2010:0332400 12-30-2010
5. 201 ”0093503 04-21-2011 Etchegoyen, Crai

l 6. 20141022531386 08-14-2014 Tervo et al.

 
 

Etche 0 en. Craig Ste hen 

 

 

   

  
 

 

 

 
  
 
  

  

 

 

 

 

 
  
 

 

 

 

 

 

 

  
 

 

I—n—H——'———-—l——

 
  

_l _J
 

 

 

 
Examlner'e Cite

Initials "Foreign Patent

 
(Country Code — :
_Number— Kind

FOREIGN PATENT DOCUMENTS

Pubiication Date
Document MM-DD-YYYY

 

 
 

  

 
 Patentee or Applicant of Cited Translation

Document

 

 

  
 Examiner ' Date

S i- nature Considered

EXAMINER: Initial if reference considered. whether or not citation is in conformance with MPEP 609. Draw line through citatiofl not in

 
conto rrnance and not considered. Include a copy ofthie term with next communication to applicant.
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Electronic Acknowledgement Receipt

“—

——

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES

T'tle °f Invenmm IN DYNAMIC MINUTIAE

——

Payment information:

File Listing:

Document . . File Size(Bytes)/ Multi Pages

660391

 
5USOZIDSTransmittalandPT014

49.pdf 267607556ce7106523bd640e40b44e9869
0156e3
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Multipart Description/PDF files in .zip description

Information:

This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE E

Inventors: Paul Timothy Miller and George Allen Tuvell e

Applicant: mSignia, Inc.

Title: CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON :
ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

Application No.: 15/075,066 Filing Date: March 18, 2016

Examiner: Ho, Dao Q. Group Art Unit: 2497

Docket No: 475 83.5USUZ Confirmatiou No.: 1166

Costa Mesa, California

June 17, 2016  
Mail Stop Amendment 5.
Commissioner for Patents E

PO. Box 1450 3?

Alexandria, VA 22313—1450 f

INFORMATION DISCLOSURE STATEMENT

UNDER 37 C.F.R. §§1.56, 1.97, and 1.98

 
Sir:

Pursuant to 37 CPR. §§l.56, 1.97, and 1.98, the documents listed on the .

accompanying Substitute PTO Form 1449 are called to the attention of the Examiner for the

above patent application.

Citation of these documents shall not be construed as:

(1) an admission that the documents are necessarily prior art with respect to the

instant invention;

(2) a representation that a search has been made, other than as described above; or

(3) an admission that the information cited herein is, or is considered to be

material to patentability.

Enclosed with this statement are Ikefoflowing:

IZI Substitute PTO Form 1449. The Examiner is requested to initial the form and return it

“"23? filflflflfifw to the undersigned in accordance with M.P.E.P. §609.Suite 700
C'os‘a Mesa, CA 92625

Remain-3300 IE A copy of each cited document as required by 37 C.F.R. §1.98 (except whereFax: [94912026001

otherwise indicated).

 
Application No.: 151075366
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Hum: and Baum. LLI'
noo Anton Blvd“

Suite 1'00
Cosla Mesa, CA 92626
Tale: (94912026000
Fax {MHZUZJUOI

  
L
l
l
 

    

Complete copies are not submitted of U.S. patents and U.S. patent application
publications per 37 CPR. §1 .98(a)(2)(ii), and copies are not submitted of documents
already cited or submitted in a parent application from which benefit under 35 U.S.C.
§120 is claimed per 37’ CPR. §1.98(d).

This statement should be considered because:

This statement qualifies under 3? C.FiR. §1.97, subsection {b1 because:

IE It is being filed within 3 months of the application filing date of a
national application other than a continued prosecution application

under §l.53(d);
-- OR --

[I It is being filed within 3 months of entry of the national stage as set
forth in §1.49l in an international application;

__ OR --

I] It is being filed before the mailing date ofa first Office action on the
merits;

-- OR __

E] It is being filed before the mailing date of a first Office action after the

filing afar: RCE under 3‘1JM.

whichever occurs last.

Although it may not qualify under subsection (b), this statement qualifies under

37 CPR. §1.97, subsection to: because:

(1) It is being filed before the mailing date of a FINAL Office Action and
before a Notice of Allowance or another action closing prosecution

(whichever occurs first);

-- AND (check at least one offhefollowing) --

I] (1) It is accompanied by the $180 fee set forth in 37 C.F.R.

§1-17(13);
-_ OR __

I] (2) Pursuant to 37 C.F.R. §l .97(e), each item of infermation
contained in the information disclosure statement was first cited

in a communication from a foreign patent office in a counterpart

foreign application not more than three months prior to the

filing of the information disclosure statement.

--0R--

|:| (3] Pursuant to 37 CPR. §1.97(e), no item of information
contained in the information disclosure statement was cited in a -

communication from a foreign patent office in a counterpart

foreign application, and, to the knowledge of the person signing
the certification after making reasonable inquiry, no item of
information contained in the information disclosure statement

was known to any individual designated in § 1.56m! more than

-2-

Application No.: 151075366
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Harms uutl Beirut. LLP
600 Anton BIVLL.

Suite mt)
Costa Mesa. CA 92626
Tale: [949) 2024000
Fax: (94‘!) 202-3001

  

 

three months prior to the filing of the information disclosure
statement.

[I Although it may not qualify under subsections (b) or (c), this statement qualifies under

37 C.F.R. €51.97, subsection ((1! because:

(1) It is being filed on or before payment of the Issue Fee:
—— AND --

|:| (1) It is accompanied by the $130 fee set forth in 37 CPR.

§l.1 7(1));

-- AND (check at least one ofrhefoflowing) --

l] (2) Pursuant to 37 C.F.R. §1.97(e), each item of information
contained in the information disclosure statement was first cited

in a communication from a foreign patent office in a counterpart

foreign application not more than three months prior to the

filing of the information disclowre statement.
—-OR--

lj (3) Pursuant to 37 C.F.R. §1.9?(e), no item of information
contained in the information disclosure statement was cited in a

communication from a foreign patent office in a counterpart

foreign application, and, to the knowledge of the person signing
the certification after making reasonable inquiry, no item of
information contained in the information disclosure statement

was known to any individual designated in § 15610} more than

three months prior to the filing of the information disclosure
statement.

El Fee Authorization. The Commissioner is hereby authorized to charge any additional

fee(s), charge any underpayment of fee(s), or credit any overpayment associated with

this communication to Deposit Account No. 08-1394.

Certi of Transmission Respectfully submitted,

I hereby'certlfy‘that this correspondence is sent Q /‘ 0% 4 I ,elecuontcally Via EFS Web to the Commissmner for
Patents, PO Box 1450, Alexandria, VA 22313-1450,

. u the date shown below ' David Bowls

W June1'? 2016 - PatentAgentAllison Hung Reg- NO- 39,915

Application No.: 15}075,066
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Commissioner for Patents
United States Patent and Trademark Office

P.O. Box 1450
Alexandria, VA 22313-1450

wwwysptoqov  BLED  
  

HAYNES AND BOONE, LLP JUN 23, 2015
IP Section _,_ .

2323 Victory Avenue
Suite 700 OFFICE OF PETITIONS
Dallas TX 75219

Doc Code: TRACK1.GRANT

Decision Granting Request for

Prioritized Examination Application No: 15/075,066
rack i or After RCE

THE REQUEST FILED March 18 2016 IS GRANTED.

The above-identified application has met the requirements for prioritized examination

A. E for an original nonprovisional application (Track I).
B. [I for an application undergoing continued examination (RCE).

The above-identified application will undergo prioritized examination. The application will be accorded special

status throughout its entire course of prosecution until one of the following occurs:

A. filing a petition for extension of time to extend the time period for filing a reply;

B. filing an amendment to amend the application to contain more than four independent claims, more

than thim total claims, or a multiple dependent claim;

filing a reguest for continued examination;

filing a notice of appeal;

filing a request for suspension of action;

mailing of a notice of allowance;

mailing of a final Office action;

completion of examination as defined in 37 CFR 41.102; or

abandonment of the application.

Telephone inquiries with regard to this decision should be directed to Rebecca Eisenberg at (571) 270-5879. In her

absence, calls may be directed to Vincent Trans at [571) 32-3613.

iJose‘ G. Deesir . Petitions Examiner, Office of Petitions

[Signature] (Title)

 
US. Patent and Trademark Office
PTO-2293 (Rev. 022012)

Page 267 of 591 ' MIOOZ



IA1002Page 268 of 591

IN THE UNITED S'I‘A'I‘ES PA’I‘EN’I‘ AND TRADEMARK OFFICE
 

 

Inventor(s): Paul T. Miller, George A. Tuvell

Applicant: mSignia, Inc.

Title: CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON

ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

Serial No.1 151075966 Filing Date: March 18, 2016

Examiner: Dao Q. Ho Group Art Unit: 2431

Docket No.: 47583‘5USOZ Confirmation No.: 1166

Costa Mesa, California

June 28, 2016 
Mail Stop Amendment
Commissioner for Patents

PO. Box 1450

Alexandria, VA 22313-1450

PRELIMINARY AMENDMENT

Prior to examination of the above-referenced patent application on the merits,

Applicant requests entry of the following amendment.

Applicant includes the fee under 37 C.F.R. 1.16(i) for 2 additional claims in excess of

20 over the total number previously filed. No additional independent claims are being filed.

The Director is hereby authorized to charge any fees which may be required, or credit any

overpayment to Deposit Account No. 08-1394.

[IA VNBS AND MONK. LLP
600 AJIIolI Bird. Suite M:

Can Mesa. CA 92612

'Tt‘J : (94911111415110
FAX {949] 202 4001
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IN THE CLAIMS -

This listing of claims will replace all prior versions, and listings, of claims in the

application:
 

1-21 . (Canceled)

22. (New) An identity recognition system comprising

a non-transitory memory storing information associated with one or more identities,

wherein the information stored for an identity includes one or more previously-collected data

values associated with such identity;

one or more hardware processors in communication with the memory and configured
 

to execute instructions to cause the identity recognition system to recognize that the

presentation of an identity by a computer is authentic, by performing operations comprising:

  
generating a challenge to the computer, wherein the challenge prompts the computer

to provide a response based on one or more data values from the computer that correspond to  
one or more of the previously-collected data values associated with the identity to be

recognized;

receiving, from the computer, the response to the challenge;

determining whether the response is allowable, wherein such determining comprises

evaluating whether the response is based on an acceptable change to a previously-collected

data value associated with the identity to be recognized; and

recognizing that the presentation of the identity by the computer is authentic, ,-

according to whether the computer has provided an allowable response to the challenge.

23. (New) The identity recognition system ofclaim 22, wherein the identity is

associated with the computer and is a user identity or a device identity.

24. (New) The identity recognition system of claim 22, wherein the challenge

prompts a response based on one or more uSer minutia data values.
HAYfiBS PH I1 I‘D-OH Sc LLP

600 Mllnll Blvd, Suilc 'J‘tIII
Conn Mesa CA azalz

25. (New) The identity recognition system ofclaim 24, wherein the operation ofTel: [N91 EUR-END
FAX [049) 202—3th

determining whether the response is allowable includes evaluating whether at least a portion

-2- Serial No. 15/075,066
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of the response is based on one or more acceptable changes to a previously-collected user

minutia data value. ,_

26. (New) The identity recognition system of claim 25, wherein the previously”

collected user minutia data values used to determine whether the response is allowable  
comprise user secrets, user customization, entertainment data, bio-metric data, or contacts.

27. (New) The identity recognition system of claim 25, wherein the previously—  
collected user minutia data values used to determine whether the response is allowable

comprise calling app data, geo~location data, frequently called phone numbers, email, or

network connection data.
:2

i‘,

i.,

28. (New) The identity recognition system of claim 22, wherein a previously»

   
collected data value is used to generate at least a portion of the challenge, and wherein the

determining operation further comprises evaluating whether a data value on which the

response is based is the same as the previously-collected data value.

29. (New) The identity recognition system ofclaim 22, wherein a change to the

previously-collected data value is acceptable if a data value upon which the response is based

 
is within a set of acceptable values for the previously-collected data value that are determined

independently from receiving the response from the computer.
 

30. (New) The identity recognition system of claim 29, wherein the set of

acceptable values includes one or more values based on predictable changes to the previously-

collected data value.

3 1. (New) The identity recognition system of claim 29, wherein the set of

l-'.'

i:
i-
[.l

l'!

i:|I
i
!i

it

acceptable values includes one or more values based on predicted changes to the previously-  
collected data value, based on industry updates to hardware, firmware, or software elements.

HAYNES ANDNWNE‘ LM'

not! Anton Blvd. Suile i‘EIU
Costa Mesa CA 926::

T,.._,9,,,,,,_m 32. (New) The identity recognition system of claim 29, wherein the set ofFAX (949‘; 202—3001

acceptable values includes one or more values based on a predictable user customization of i

the computer.
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HAYNES AND ”DUNE. LLP

fiULI Allen Blvd. Snilc TNJIJ
Costa Mesa. on new.

Tel.- [QWJ lull—3|!”
FAX {949] 20? JUN

33. (New) The identity recognition system of claim 29, wherein the set of

acceptable values includes one or more values based on a predictable usage of the computer

by a uSer.

34. (New) The identity recognition system of claim 22, further comprising the

operations of:

in response to evaluating that the response is based on an acceptable change to

a previously-collected data value associated with the identity to be recognized, updating the

memory to reflect the changed data value.

 
35. (New) The identityr recognition system ofclaim 22, wherein the operation of

 
determining whether the response is allowable further comprises comparing the received

response to a member of a set of two or more allowable responses.

36. (New) The identity recognition system of claim 35, wherein the set of

allowable responses is computed before the determining operation is performed.

3?. (New) The identity recognition system of claim 35, wherein the set of

allowable responses is computed concurrently with the determining operation being

performed.

38. (New) The identity recognition system of claim 22, wherein the determining

operation further comprises generating a rating of the allowability of the response, based on

the previously collected data value and one or more changes to the previously-collected data

values.

39. (New) The identity recognition system ot‘claim 38, wherein the rating of the

allowability of the response is based on a comparison of a data value upon which the response

is based to one or more predictable changes to the previously-collected data values associated

with the identity to be recognized.

-4. Serial No. 15(075,066
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40. (New) The identity recognition system of claim 39, wherein the rating of the

allowability of the response is varied based on whether the response is based at least in part on

one or more predicted changes to the previously-collected data values.

41. (New) The identity recognition system of claim 22, wherein the operation of

recognizing that the presentation of the identity by the computer is authentic provides a basis

 
for one or more of: authenticating a device, authenticating a user, validating a software 5%

program or an application, providing data protection of data transmitted to or from a device,

or generating a digital signature of a message digest.

.-r..—--..‘—42. (New) The identity recognition system of claim 22, wherein the response does

not contain any data values reflecting personally identifiable information. '.—-__sum—:9.-
43. (New) An identity recognition system comprising i

 
a non-transitory memory storing information associated with one or more identities,

wherein the information stored for an identity includes one or more verified data values

associated with such identity;

   
to execute instructions to cause the identity recognition system to recognize that the

one or more hardware processors in cormnunication with the memory and configured i”
i

|

presentation of an identity by a computer is authentic, by performing operations comprising !
I

receiving, from the computer, one or more communications comprising an identity

 claim, wherein at least a portion of the identity claim is formed based on one or more data

values;

determining whether the cue or more communications received from the computer are ;

sufficient to recognize that the identity claim is authentic, wherein such determining  
comprises evaluating whether a data value used to form the identity claim is based on an

acceptable change to a previously-verified data value associated with the identity to be

 recognized.

narmss mu: woman” _ . . ‘ ' _ _ 31'
mmmmmm 44. (New) An identity recognition system comprismg gtCosta Mesafih 91012 i:

T,.,{,,,,w,_m a non-transitory memory storing information associated with one or more identities,FAX {5'49} Ila-Sim !.

wherein the information stored for an identity includes one or more previously-collected data i

values associated with such identity;

-5- Serial No. 15f0?5,066
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one or more hardware processors in communication with the memory and configured
 

to execute instructions to cause the identity recognition system to recognize that the

presentation of an identity at a computer is authentic, by performing operations comprising

receiving, from the computer, a communication based on one or more data values

from the computer;

determining whether the communication received from the computer is sufficient to i;

recognize that the use of an identity is authentic, wherein such determining comprises

evaluating whether a data value upon which the communication is based reflects an -_v-.-_-_-t—-.-
,._.._,_._acceptable change to a previously-collected data value associated with the identity to be

recognized. ii:I
|

  
__-_T__._._-___.,_.._M-.._,..
!
r

!
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REMARKS

 

Claims 1—21 were pending in the present application. Claims 1-2] are canceled

without prejudice to their further prosecution. New claims 22 —44 are added. Accordingly,

upon entry of this amendment claims 22-44 will be pending. if

Claim Amendments

Support for the claims may be found in the specification and figures as filed, as well as

as in the claims as previously filed. Thus, Applicant respectfully submits that no new matter

is added.

Applicant believes that claims 22-44 are in condition for allowance; accordingly,

I.
ai
ll

E
i\

Applicant respectfully requests consideration and allowance of claims 22-44.  

W

In view of the foregoing, Applicant believes pending claims 22-44 are allowable, and

a Notice of Allowance is respectfully requested. l

  
If there are any questions regarding any aspect of the application, please call the

undersigned at (949) 202-3011.

Certifigte ofTransrjs I .. H I Respeetfillly submitted,
[hereby certify that this correspondence is being electronically

a u-ansmitted via EFS Web to the Commissioner for Patents,on the MW idate stated below.

a > David Bowls
HAYNESAND n00NE.LLP Monique Sadahiro (June 28’ 2016 I_ Patent Agent

fitHJArIonBImSuircMI RCg. NO. 39,91 5Costa Mesa C9. 9161!

 
Tel: {Fl-W] ’01-]!le
FAX {91'}! ERIN”
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Electronic Patent Application Fee Transmittal

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES

T'tle °f Invenmm IN DYNAMIC MINUTIAE

First Named Inventor/Applicant Name: Paul Timothy Miller

Attorney Docket Number: 47583.5USOZ

Filed as Large Entity

Filing Fees for Utility under 35 USC111(a)

Sub-Total in

U5Dl$l

Basic Filing:

Claims:

Description Fee Code Quantity

Miscellaneous Filing

Patent-Appeals-and-lnterference:

Post-Allowance-and-Post-lssuance:
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- - . Sub-Total in

Miscellaneous:

Total in USD (5) 
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Electronic Acknowledgement Receipt

“—

——

CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES

T'tle °f Invenmm IN DYNAMIC MINUTIAE

——

Payment information:

 
Deposit Account 081394

Authorized User BOWLS, DAVID B.

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpayment as follows:

Charge any Additional Fees required under 37 CFR 1.16 (National application filing, search, and examination fees)
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Charge any Additional Fees required under 37 CFR 1.19 (Document supply fees)

Charge any Additional Fees required under 37 CFR 1.20 (Post Issuance fees)

Charge any Additional Fees required under 37 CFR 1.21 (Miscellaneous fees and charges)

File Listing:

Document Document Descri tion File Size(Bytes)/ Multi Pages
Number p Message Digest Part /.zip (if appl.)

677308

1 20160628171153278.pdf 0f2d8a8cbb5bbb29c97edc530859973384c
0e97b

Multipart Description/PDF files in .zip description

Amendment Copy Claims/Response to Suggested Claims -_
Applicant Arguments/Remarks Made in an Amendment

Information:

Fee Worksheet (SBO6) fee—info.pdf 3dc122f73623238ff4cba95f72eacdff1fd45d
de

Information:
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This Acknowledgement Receipt evidences receipt on the noted date by the USPTO of the indicated documents,

characterized by the applicant, and including page counts, where applicable. It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111

If a new application is being filed and the application includes the necessary components for a filing date (see 37 CFR

1.53(b)—(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shown on this

Acknowledgement Receipt will establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371

If a timely submission to enter the national stage of an international application is compliant with the conditions of 35

U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903 indicating acceptance of the application as a

national stage submission under 35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office

If a new international application is being filed and the international application includes the necessary components for

an international filing date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number

and of the International Filing Date (Form PCT/RO/105) will be issued in due course, subject to prescriptions concerning

national security, and the date shown on this Acknowledgement Receipt will establish the international filing date of

the application.
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PTO/SB/Oe (09-11)
Approved for use through 1/31/2014. OMB 0651-0032

US. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PATENT APPLICATION FEE DETERMINATION RECORD APP'iCaTion 0r DOCKET Number Filing Date
Substitute for Form PTO-875 15/075,066 03/18/2016 I] To be Mailed

ENTITY: IXI LARGE |:| SMALL |:| MICRO

APPLICATION AS FILED — PART I

(Column 1) (Column 2)

NUMBERFILED NUMBEREXTRA

37CFR1.16a, b,or c

37CFR1.16k, i,or m

D EXAMINATION FEE

TOTAL CLAIMS .
37 CFR1.16i mInus 20:
INDEPENDENT CLAIMS .
37 CFR1.16h mInus3=

If the specification and drawings exceed 100 sheets
of paper, the application size fee due is $310 ($155
for small entity) for each additional 50 sheets or
fraction thereof. See 35 U.S.C. 41(a)(1)(G) and 37
CFR 1.16(s).

El MULTIPLE DEPENDENT CLAIM PRESENT (37 CFR1.16(j))

DAPPLICATION SIZE FEE
(37 CFR1.16(s))

" If the difference in column 1 is less than zero, enter “0" in column 2.

APPLICATION AS AMENDED — PART II

(Column 2) (Column 3)

CLAIMS HIGHEST

igyéAFLNING ERIE/EDIDSLY PRESENT EXTRA ADDITIONAL FEE ($)AMENDMENT PAID FOR

I: Application Size Fee (37 CFR1.16(S))

D FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

CLAIMS HIGHEST
REMAINING NUMBER

AFTER PREVIOUSLY PRESENT EXTRA
AMENDMENT PAID FOR

-

1.16(i))

(37 CFR1.16(h))

El Application Size Fee (37 CFR1.16(S)

AMENDMENT

Minus ***

D FIRST PRESENTATION OF MULTIPLE DEPENDENT CLAIM (37 CFR1.16(j))

AMENDMENT
* If the entry in column 1 is less than the entry in column 2, write “0" in column 3. LI E
"' If the “Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter “20". PARTHENIA D. MERRILL
"" If the “Highest Number Previously Paid FOI” IN THIS SPACE is less than 3, enter “3
The “Highest Number Previously Paid FOI” (Total or Independent) is the highest number found in the appropriate box in column 1.

 
This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, US. Patent and Trademark Office, US.
Department of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800—PTO-9199 and select option 2.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPA RTMIENT 0F COMMER CE
United States Patent and Trademark Oil'ice
Addrcss: COMMISSIONER FOR PATENTS

P O Box 1450
Alexandria~ Virainia 22313-1450
wwwusplogov

 

 
APPLICATION NO. FILING DATE FIRST NAMED MENTOR ATTORNE‘I DOCKET NO. CONFIRMATION NO.

Isms066 0311332016 Paul Timothy Miller #533 susoz

HAYNESAND BOONE,LLP —
IP Section H0. DAG o

2323 Victory Avenue
Suite 700 ART UNIT PAPER NUNEBER

Dallas" TX 75219 :49:

NOTIFICATION DATE DELI VERY MODE

0?"! 14I2016 ELECTRONIC

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.

Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the

following e-mail addresstes):

ipdocketing @hayneshoonecom
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Application No. Applicant(s)

 15/075,066 MILLER ET AL.

Office Action Summary Examiner Art Unit AIA (First Inventor to File)

DAO H0 2497 its“ 
-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE g MONTHS FROM THE MAILING DATE OF
THIS COMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.

- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, even if timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1 .704(b).

Status

1)IZI Responsive to communication(s) filed on 06/28/2016.

|:| A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on

2a)|:I This action is FINAL. 2b)|ZI This action is non-final.

3)|:| An election was made by the applicant in response to a restriction requirement set forth during the interview on

; the restriction requirement and election have been incorporated into this action.

4)|:| Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Exparte Quay/e, 1935 CD. 11, 453 O.G. 213.

 

Disposition of Claims*

5)IZI C|aim(s) % is/are pending in the application.

5a) Of the above claim(s) is/are withdrawn from consideration.

6 El Claim s) is/are allowed.

s % is/are rejected.

is/are objected to.

9)I:I C|aim(s are subject to restriction and/or election requirement.

* If any claims have been determined allowable, you may be eligible to benefit from the Patent Prosecution Highway program at a

)

)_

)
 

participating intellectual property office for the corresponding application. For more information, please see

htt :i/wwwusoto. ov/ atents/init events/ h/index.‘s orsend an inquiry to PPI-ifeedback-{cBusgtocov.     

Application Papers

10)I:I The specification is objected to by the Examiner.

11)IZI The drawing(s) filed on 03/18/2016 is/are: a)|Z| accepted or b)|:| objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121 (d).

Priority under 35 U.S.C. § 119

12)|:I Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

Certified copies:

a)I:I All b)I:I Some** c)I:I None of the:

1.I:I Certified copies of the priority documents have been received.

2.I:I Certified copies of the priority documents have been received in Application No.

3.I:I Copies of the certified copies of the priority documents have been received in this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

** See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) IZI Notice of References Cited (PTO-892) 3) D Interview Summary (PTO-413)
. . Paper No(s)/Mai| Date.

2) E Information Disclosure Statement(s) (PTO/SB/08a and/or PTO/SB/08b)
Paper No(s)/Mai| Date 03/28/2016 06/17/2016. 4) D Other: —-

 
 
 
US. Patent and Trademark Office
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Application/Control Number: 15/075,066 Page 2

Art Unit: 2497

DETAILED ACTION

The present application is being examined under the pre—AIA first to invent provisions.

This is a reply to the application filed on 06/28/2016, in which, Claim(s) 1—44 are

pending.

Claim(s) 22, 43 and 44 is/are independent.

Claim(s) 1—21 is/are cancelled.

Claim(s) 22—44 is/are newly added.

When making claim amendments, the applicant is encouraged to consider the references

in their entireties, including those portions that have not been cited by the examiner and their

equivalents as they may most broadly and appropriately apply to any particular anticipated claim

amendments.

Information Disclosure Statement

The information disclosure statement (IDS) submitted on 03/28/2016 and 06/17/2016,

has been reviewed. The submission is in compliance with the provisions of 37 CFR 1.97.

Accordingly, the examiner is considering the information disclosure statement.

Drawings

The drawings filed on 03/18/2016 is/are accepted by The Examiner.
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Application/Control Number: 15/075,066 Page 3

Art Unit: 2497

Claim Objections

Claims 22, 43 and 44 objected to because of the following informalities:

Claims 22, 43 and 44 recited in the preamble a system comprising. . .; however, a colon

(z) is missing after the word comprising.

Appropriate correction is required.

Claim Rejections - 35 USC § 101

35 U.S.C. 101 reads as follows:

Whoever invents or discovers any new and useful process, machine, manufacture, or composition of
matter, or any new and useful improvement thereof, may obtain a patent therefor, subject to the
conditions and requirements of this title.

Claim(s) 22-44 is/are rejected under 35 U.S.C. 101 because the claimed is being

directed to non-statutory subject matter.

Regarding Claim(s) 22, 43 and 44, the claimed invention is not directed to patent eligible

subject matter. Based upon an analysis with respect to the claim as a whole, Claim(s) 22, 43 and

44 do not recite something significantly different than a judicial exception. The rationale for this

determination is explained below: the claims recited a mere challenge and response method of

authentication. The function can be done by a person and does not require significantly more,

thus, are considered as abstract idea. In additional, the claim does not contain an ‘inventive

concept’ to ‘transform ’ the claimed abstract idea into patent-eligible subject matter because the

claim simply instructs to implement the abstract idea with routine, conventional activity. As

discussed above, the claim is directed to an abstract idea and does not do significantly more than

simply described that abstract method. Therefore, the claim is not directed to patent eligible
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Application/Control Number: 15/075,066 Page 4

Art Unit: 2497

matter. See Alice Corporation v. CLS Bank International, (S.Ct.2014) and Ultramerieal, Inc. v.

Hula, LLC. (Fed. Cir. 2014).

Dependent claim(s) 23-42 are also rejected under 35 U.S.C. 101 as being directed to non—

statutory subject matter for the same reason addressed above.

Claim Rejections - 35 USC § 103

The following is a quotation of pre—AIA 35 U.S.C. 103(a) which forms the basis for all

obviousness rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set
forth in section 102, if the differences between the subject matter sought to be patented and the prior art
are such that the subject matter as a whole would have been obvious at the time the invention was made
to a person having ordinary skill in the art to which said subject matter pertains. Patentability shall not
be negatived by the manner in which the invention was made.

The factual inquiries set forth in Graham v. John Deere Co., 383 US. 1, 148 USPQ 459

(1966), that are applied for establishing a background for determining obviousness under pre—

AIA 35 U.S.C. 103(a) are summarized as follows:

1. Determining the scope and contents of the prior art.

2. Ascertaining the differences between the prior art and the claims at issue.

3. Resolving the level of ordinary skill in the pertinent art.

4. Considering objective evidence present in the application indicating obviousness or

nonobviousness.

Claims 22-44 is/are rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable

over Buffam (Pat. N0.: US 6,185,316 B1 — IDS filed on 03/28/2016) in view of Kang (Pub.

N0.: US 2011/0007177 A1).
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Regarding claims 22, 43 and 44, Buffam discloses an identity recognition system

comprising:

a non—transitory memory storing information associated with one or more identities,

wherein the information stored for an identity includes one or more previously—collected data

values associated with such identity (a master template database that that stored all the minutia

created [Buffam; Fig. 5 — element 370]);

one or more hardware processors in communication with the memory and configured to

execute instructions to cause the identity recognition system to recognize that the presentation of

an identity by a computer is authentic, by performing operations comprising (the system used for

determine the validity of the user [Buffam; Fig. 8 — elements 650]):

generating a challenge to the computer, wherein the challenge prompts the

computer to provide a response based on one or more data values from the computer that

correspond to one or more of the previously—collected data values associated with the

identity to be recognized (challenging the user of to compare with the stored info for

authenticating the user [Buffam; l9:30—6l]);

receiving, from the computer, the response to the challenge (getting the response

from the user [Buffam; 21: 1—15]);

determining whether the response is allowable, wherein such determining

comprises evaluating whether the response is based on an acceptable change to a

previously—collected data value associated with the identity to be recognized (the

challenge response is accepted [Buffam; 21: l—15]);and
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recognizing that the presentation of the identity by the computer is authentic,

according to whether the computer has provided an allowable response to the challenge

(allowing access once authenticated [Buffam; 21:l—lS]).

Buffam use the user’s fingerprint as a method for authentication and not the actual

devices information; however, Kang teaches this feature.

In particular, Kang teaches using various elements as minutiae elements,

including location and objects in natures as well as colors and other unique features

[Kang; ‘][55, 68]. It would have been obvious to one with ordinary skill in the art at time

of invention to modify Buffam in view of Kang elements of minutiae with the motivation

to create a varieties of elements in authentication for more secure protection.

Regarding claim 23, Buffam discloses the identity recognition system of claim 22,

wherein the identity is associated with the computer and is a user identity or a device identity

(Kang teaches using various elements as minutiae elements, including location and objects in

natures as well as colors and other unique features [Kang; ‘][55, 68]). It would have been obvious

to one with ordinary skill in the art at time of invention to modify Buffam in view of Kang

elements of minutiae with the motivation to create a varieties of elements in authentication for

more secure protection.

Regarding claim 24, Buffam discloses the identity recognition system of claim 22,

wherein the challenge prompts a response based on one or more user minutia data values

(response is based on the users minutia [Buffam; 21:l—lS]).
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Regarding claim 25, Buffam discloses the identity recognition system of claim 24,

wherein the operation of determining whether the response is allowable includes evaluating

whether at least a portion of the response is based on one or more acceptable changes to a

previously—collected user minutia data value (response is based on the users minutia [Buffam;

21:1—15]).

Regarding claim 26, Buffam discloses the identity recognition system of claim 25,

wherein the previously—collected user minutia data values used to determine whether the

response is allowable comprise user secrets, user customization, entertainment data, bio—metric

data, or contacts (Kang teaches using various elements as minutiae elements, including location

and objects in natures as well as colors and other unique features [Kang; ‘][55, 68]). It would have

been obvious to one with ordinary skill in the art at time of invention to modify Buffam in view

of Kang elements of minutiae with the motivation to create a varieties of elements in

authentication for more secure protection.

Regarding claim 27, Buffam discloses the identity recognition system of claim 25,

wherein the previously—collected user minutia data values used to determine whether the

response is allowable comprise calling app data, geo—location data, frequently called phone

numbers, email, or network connection data (Kang teaches using various elements as minutiae

elements, including location and objects in natures as well as colors and other unique features

[Kang; ‘][55, 68]). It would have been obvious to one with ordinary skill in the art at time of
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invention to modify Buffam in view of Kang elements of minutiae with the motivation to create

a varieties of elements in authentication for more secure protection.

Regarding claim 28, Buffam discloses the identity recognition system of claim 22,

wherein a previously—collected data value is used to generate at least a portion of the challenge,

and wherein the determining operation further comprises evaluating whether a data value on

which the response is based is the same as the previously—collected data value (authentication is

based on current challenge response compared to stored templates [Buffam; ‘][l6:6—43; 21:l—lS]).

Regarding claim 29, Buffam discloses the identity recognition system of claim 22,

wherein a change to the previously—collected data value is acceptable if a data value upon which

the response is based is within a set of acceptable values for the previously—collected data value

that are determined independently from receiving the response from the computer (authentication

is based on current challenge response compared to stored templates [Buffam; ‘][l6:6—43; 21:1—

15]).

Regarding claim 30, Buffam discloses the identity recognition system of claim 29,

wherein the set of acceptable values includes one or more values based on predictable changes to

the previously—collected data value (authentication is based on current challenge response

compared to stored templates [Buffam; ‘][l6:6—43; 21:l—lS]).

Page 289 of 591 MIOOZ



IA1002Page 290 of 591

Application/Control Number: 15/075,066 Page 9

Art Unit: 2497

Regarding claim 31, Buffam discloses the identity recognition system of claim 29,

wherein the set of acceptable values includes one or more values based on predicted changes to

the previously—collected data value, based on industry updates to hardware, firmware, or

software elements (Kang teaches using various elements as minutiae elements, including location

and objects in natures as well as colors and other unique features [Kang; ‘][55, 68]). It would have

been obvious to one with ordinary skill in the art at time of invention to modify Buffam in view

of Kang elements of minutiae with the motivation to create a varieties of elements in

authentication for more secure protection.

Regarding claim 32, Buffam discloses the identity recognition system of claim 29,

wherein the set of acceptable values includes one or more values based on a predictable user

customization of the computer (authentication is based on current challenge response compared

to stored templates [Buffam; ‘][l6:6—43; 21 : 1— 15]).

Regarding claim 33, Buffam discloses the identity recognition system of claim 29,

wherein the set of acceptable values includes one or more values based on a predictable usage of

the computer by a user (authentication is based on current challenge response compared to stored

templates [Buffam; ‘][l6:6—43; 21: 1— 15]).

Regarding claim 34, Buffam discloses the identity recognition system of claim 22,

further comprising the operations of:
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in response to evaluating that the response is based on an acceptable change to a

previously—collected data value associated with the identity to be recognized, updating the

memory to reflect the changed data value (authentication is based on current challenge response

compared to stored templates [Buffam; ‘][l6:6—43; 21:1—15]).

Regarding claim 35, Buffam discloses the identity recognition system of claim 22,

wherein the operation of determining whether the response is allowable further comprises

comparing the received response to a member of a set of two or more allowable responses

(authentication is based on current challenge response compared to stored templates [Buffam;

(1116:6—43; 21:1—15]).

Regarding claim 36, Buffam discloses the identity recognition system of claim 35,

wherein the set of allowable responses is computed before the determining operation is

performed (authentication is based on current challenge response compared to stored templates

[Buffam; ‘][l6:6—43; 21:1—15]).

Regarding claim 37, Buffam discloses the identity recognition system of claim 35,

wherein the set of allowable responses is computed concurrently with the determining operation

being performed (authentication is based on current challenge response compared to stored

templates [Buffam; ‘][l6:6—43; 21: l— 15]).
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Regarding claim 38, Buffam discloses the identity recognition system of claim 22,

wherein the determining operation further comprises generating a rating of the allowability of the

response, based on the previously collected data value and one or more changes to the

previously—collected data values (authentication is based on current challenge response compared

to stored templates [Buffam; ‘][16:6—43; 21 : 1— 15]).

Regarding claim 39, Buffam discloses the identity recognition system of claim 38,

wherein the rating of the allowability of the response is based on a comparison of a data value

upon which the response is based to one or more predictable changes to the previously—collected

data values associated with the identity to be recognized (authentication is based on current

challenge response compared to stored templates [Buffam; ‘][16:6—43; 21 : 1— 15]).

Regarding claim 40, Buffam discloses the identity recognition system of claim 39,

wherein the rating of the allowability of the response is varied based on whether the response is

based at least in part on one or more predicted changes to the previously—collected data values

(authentication is based on current challenge response compared to stored templates [Buffam;

9116:6—43; 21:1—15; Fig. 8]).

Regarding claim 41, Buffam discloses the identity recognition system of claim 22,

wherein the operation of recognizing that the presentation of the identity by the computer is

authentic provides a basis for one or more of: authenticating a device, authenticating a user,

validating a software program or an application, providing data protection of data transmitted to
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or from a device, or generating a digital signature of a message digest (authentication is based on

current challenge response compared to stored templates [Buffam; ‘][l6:6—43; 21:1—15]).

Regarding claim 42, Buffam discloses the identity recognition system of claim 22,

wherein the response does not contain any data values reflecting personally identifiable

information (authentication is based on current challenge response compared to stored templates

[Buffam; ‘][l6:6—43; 21:1—15]).

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to DAO HO Whose telephone number is (571)270—5998. The

examiner can normally be reached on Monday—Thursday (8:00am — 6:00pm EST).

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, HADI ARMOUCHE can be reached on (571) 270—3618. The fax phone number for

the organization Where this application or proceeding is assigned is 571—273—8300.
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Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair—direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866—217—9197 (toll—free). If you would

like assistance from a USPTO Customer Service Representative or access to the automated

information system, call 800—786—9199 (IN USA OR CANADA) or 571—272—1000.

/DAO HO/

Primary Examiner, Art Unit 2497
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IN THE CLAIMS

This listing of claims will replace all prior versions, and listings, of claims in the

application:

1-21. (Canceled)

22. (Currently amended) An identity recognition system comprising;

a non-transitory memory storing information data values associated with one or

more identities, wherein the data values-information stored for the one or more identities

are based at least in part on information that is subject to change, the memory further

storing information or instructions regarding one or more acceptable changes to the stored

data values that are based at least in art on information that is Sub’ect to chan e an

 
one or more hardware processors in communication with the memory and

configured to execute instructions to cause the identity recognition system to recognize

that the presentation of an identity by a computer is authentic, by performing operations

comprising:

generating a challenge to the computer, wherein the challenge prompts the

computer to provide a response based on one or more data values from the computer that

correspond to one or more of the-prewously-eolleeted stored data values associated with

the identity, wherein at least one of the data values from the computer is based on

information that is associated with the identity and that is subject to change to—be

receiving, from the computer, the response to the challenge;

 

determining whether the response is allowable, wherein such determining

comprises evaluating whether the response is based on an acceptable change to a

pfwiouslyheel-l-eeted stored data value associated with the identity salsa-recognized; and

recognizing that the presentation of the identity by the computer is authentic,

 

according to whether the computer has provided an allowable response to the challenge.

HAYNES 5ND WON E. LLI’

flmfiifl'fifi‘ffiili" 23 (Previously presented) The identity recognition system of claim 22, wherein

iii‘fia’iidifl‘fla’i i the identityis associated with the computer andis a user identity or a device identity.

-2- Application No. 1520754166
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24. (Previously presented) The identity recognition system of claim 22, wherein

the challenge prompts a response based on one or more user minutia data values.

25. (Currently amended) The identity recognition system of claim 24, wherein

the operation of determining whether the response is allowable includes evaluating

whether at least a portion of the response is based on one or more acceptable changes to a

previeusly—eelleeteé user minutia data value.

26. (Currently amended) The identity recognition system of claim 25, wherein

the prefieuslyveelleeteé user minutia data values used to determine whether the response is

allowable comprise user secrets, user customization, entertainment data, bio-metric data, or

contacts.

27. (Currently amended) The identity recognition system of claim 25, wherein

the Welleeted user minutia data values used to determine whether the response is

allowable comprise calling app data, goo—location data, frequently called phone numbers,

email, or network connection data.

28. (Currently amended) The identity recognition system of claim 22, wherein a

previousllfeolleeted stored data value is used to generate at least a portion of the

challenge, and wherein the determining operation further comprises evaluating whether a

data value on which the response is based is the same as the measly—eelleaed stored

data value.

 

29. (Currently amended) The identity recognition system of claim 22, wherein a

change to the prewouslyheelleeted stored data value is acceptable if a data value upon

which the response is based is within a set of acceptable values for the prevrousl—yeolleeted

data value that are determined independently from receiving the response from the

 

computer.

-3- Application No. 15/075,066
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30. (Currently amended) The identity recognition system of claim 29, wherein

the set of acceptable values includes one or more values based on predictable changes to

the maéeusly—wfleeted data value.

31. (Currently amended) The identity recognition system of claim 29, wherein

the set of acceptable values includes one or more values based on predicted changes to the

preaéeusly—eelleeted data value, based on industry updates to hardware, firmware, or

software elements.

32. (Previously presented) The identity recognition system of claim 29, wherein

the set of acceptable values includes one or more values based on a predictable user

customization of the computer.

33. (Previously presented) The identity recognition system of claim 29, wherein

the set of acceptable values includes one or more values based on a predictable usage of

the computer by a user.

34. (Currently amended) The identity recognition system of claim 22, further

comprising the operations of:

in response to evaluating that the response is based on an acceptable change

to a previously-eelleeted data value associated with the identity te—be—reeogniiLed, updating

the memory to reflect the changed data value.

35. (Previously presented) The identity recognition system of claim 22, wherein

the operation of determining whether the response is allowable further comprises

comparing the received response to a member of a set of two or more allowable responses.

36. (Previously presented) The identity recognition system of claim 35, wherein

the set of allowable responses is computed before the determining operation is performed.

-4— Application No. 15/075,066
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37. (Previously presented) The identity recognition system of claim 35, wherein

the set of allowable responses is computed concurrently with the determining operation

being performed.

38. (Currently amended) The identity recognition system of claim 22, wherein

the determining operation further comprises generating a rating of the allowability of the

response, based on the previouslyeelleeteé stored data value and one or more changes to

theWMstored data values.

 

 

39. (Currently amended) The identity recognition system of claim 38, wherein

the rating of the allowability of the response is based on a comparison of a data value upon

which the response is based to one or more predictable changes to the WEE—collected

stored data values associated with the identity to be recognized.
 

40. (Currently amended) The identity recognition system of claim 39, wherein

the rating of the allowability of the response is varied based on whether the response is

based at least in part on one or more predicted changes to the prewaus—lyueel-leeted stored

data values.

 

41. (Previously presented) The identity recognition system of claim 22, wherein

the operation of recognizing that the presentation of the identity by the computer is

authentic provides a basis for one or more of: authenticating a device, authenticating a

user, validating a software program or an application, providing data protection of data

transmitted to or from a device, or generating a digital signature of a message digest.

42. (Previously presented) The identity recognition system of claim 22, wherein

the response does not contain any data values reflecting personally identifiable

information.

43. (Currently amended) An identity recognition system comprising;

a non—transitory memory storing data values—inafiermatien associated with one or

more identities, wherein the data valuesin£ennatien stored for the one or more identities

-5- Application No. 15/075,066
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are based at least in part on information that is subject to change, the memory further

storing information or instructions regarding One or more acceptable changes to the stored

data values that are based at least in art on information that is sub'ect to chan e an

 

one or more hardware processors in communication with the memory and

configured to execute instructions to cause the identity recognition system to recognize

that the presentation of an identity by a computer is authentic, by performing operations

comprising;

receiving, from the computer, one or more communications comprising an identity

claim, wherein at least a portion of the identity claim is formed based on one or more data

   
values from the computer, and wherein at least one of the data values from the computer is

based on information that is associated with the identity and that is subject to chang ; _an_d

determining whether the one or more communications received from the computer

are sufficient to recognize that the identity claim is authentic, wherein such determining

comprises evaluating whether a data value used to form the identity claim is based on an

acceptable change to a stored presseusl-vA—errfied data value associated with the identity to

lsaseeegmeeet.

 

I. 44. (Currently amended) An identity recognition system comprising;
a non-transitory memory storing data values-int‘ornaat—ien associated with one or

more identities, wherein the data values—inrornsat-ien stored for the one or more identities

are based at least in part on information that is subiect to change, the memory further

I storing information or instructions regarding one or more acceptable changes to the stored

data values that are based at least in art on information that is sub'ect to chan e an

 

    
 
 

. l . ;_

i one or more hardware processors in communication with the memory and
configured to execute instructions to cause the identity recognition system to recognize

 
that the presentation by a computer of an identity to be reco gnized-at—aeemputer is

authentic, by performing operations cemprising;
 receiving, from the computer, a communication based on one or more data values

from the computer, wherein at least one of the data values from the computer is based on

   
—6- Application No. 15f075,066
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information that is associated with the identity to be recognized and that is subject to

c_-ha_nge; and

determining whether the communication received from the computer is sufficient to

reCOgnizc that the use of an identity is authentic, wherein such determining comprises

evaluating whether a data value upon which the communication is based reflects an

acceptable change to amprevieusl-{yI—eefleeted data value associated with the identity

to be recognized.

-7- Application No. 15/075,066
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REMARKS

Claims 22-44 were pending in the present application. Claims 22, 25-31, 34, 38-

40, 43, and 44 are amended. Accordingly, upon entry of this amendment claims 22—44 will

be pending.

Examiner Interview

Applicant appreciates the courtesies extended to the undersigned representative

during a telephone interview with Examiner Ho on August 31, 2016. An outline of

Applicant’s argument with respect to the Alice rejections was presented. The Examiner

agreed that the section 101 rejections would be withdrawn in view of Applicants remarks,

which are presented in this response.

The Buffam and Kang references were discussed in relation to the limitations of

independent claims 22, 43, and 44. The Examiner submitted that Applicant’s claim 22 (for

example) can still be read on Buffam (combined with Kang) because claim 22 (as

presented at the interview) reads on strictly hardware type minutia (e.g., hardware data

values such as IMEI numbers). The Examiner suggested that some care may be needed to

amend the claims so that they necessarily read on other than hardware minutia without

excluding the case of hardware minutia. No further agreement was reached, and Applicant

amends the present claims to address the Examiner’s remarks and suggestions, for which

Applicant thanks Examiner Ho.

Summary of the Office Action

Claims 22, 43, and 44 were objected to for infomalities.

—8- Application No. 15/075,066
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Page 3

Claims 22—44 were rejected under 35 U.S.C. § 101 as being directed to a judicial

exception without significantly more.

Claims 22-44 were rejected under pre-AIA 35 U.S.C. § 103 (a) as being

unpatentable over US. Patent 6,185,316 to Buffam (referred to as “Buffam”) in View of

US. Patent Application Publication 201 1/0007177 to Kang (referred to as “Kang”).

Claim Objections

Claims 22, 43, and 44 were objected to for informalities. Claims 22, 43, and 44 are

amended to include a colon following the preamble of each claim, thus providing

appropriate correction for each of claims 22, 43, and 44. In addition, Applicant has

corrected some other minor informalities in claims 43 and 44 by the addition of a second

colon after the second occurrences of the word “comprising” and addition of the word

“and”.

Applicant thus respectfully requests withdrawal of the objections to claims 22, 43,

and 44.

Claim Amendments

Independent claims 22, 43, and 44 are amended. Numerous examples of support

for the amendment to claims 22, 43, and 44 can be found in the specification as filed,

among which at least, are the following:

at page 16, lines 13-15 (regarding “data values . . . subject to change”):

Software minutia changes dynamically via various individual instantiations
of service user 20 and includes elements that may require predictable,

constant change in normal situations (i.e., frequently called contact phone

numbers).

page 19, lines 5-l4 (regarding “data values . . . subject to change”):

-9- Application No. 15/075,066
14 of 591 LAIOOZ
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Page 3

dynamic key crypto provider 10, for example, may be able to know what
all the possibilities are for the computer minutia 64 of a given computer 18
so that system 200 may be able to recognize a computer 18 in spite of
changes not reflected or known by the current minutia DB 70.

at page 22, lines 25-30 (regarding “the memory further storing information or instructions

regarding one or more acceptable changes to the stored data values that are based at least in

part on information that is subject to change”):

At step 2030, the dynamic key crypto provider 10 computes all responses
that are acceptable for the computer 10 to make. The acceptable response
computations can be based on the allowable range of possible changes to
the defined subset of minutiae selected for the challenge. These

computations can be performed beforehand (e.g., independently — whether
prior, concurrently, or after H receiving the actual response from the
computer 18) and stored in valid responses DB 130 for comparison to the
actual response from computer 18.

at page 23, lines 1-9; and Figure 2B and Figure 5 (regarding “storing information or

instructions regarding one or more acceptable changes”):

The range of possible changes may be processed because of the constant
and continuous collecting and cataloging of industry updates for the total
set of minutia from which the particular combination of minutia (e.g., Hx,

Fy, 82 for the example of Figure 2) to be used for challenging the particular
device is selected. Because every allowable response to a challenge is
therefore known (e.g., computed at step 2030) before the challenge is sent
to the computer 18, the actual response that will be received from the
computer 18 to the challenge may be among the range of pre—processed
acceptable responses (and therefore among the acceptable changes)
computed by the dynamic key crypto provider 10 that is challenging the
computer 18 (emphasis added).

at page 24, lines 3-17; and Figure 2B (regarding “storing information or instructions

regarding one or more acceptable changes”):

As illustrated at step 2050, the validate response from computer 120

process can therefore be determined by simply comparing the actual
response received from the computer 18 to the allowable responses that are
pre—processed by the dynamic key crypto provider 10 to determine if there
is a match. Decrypting or decoding of a response is not necessary so the
validation can occur very quickly. On a match between the actual
response and one of the pre—processed responses, the validate response
from computer 120 process may then know what the particular actual

-10— Application No. 15/075,066
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minutia values from computer 18 are for the combination selected (e. g.,

triplet HX-Fy—Sz) by knowing which possible response has matched the
actual response even though neither response contains any direct or
decipherable information about the actual minutia values.

at page 25, lines 16-22; and Figure 2B (regarding “storing information or instructions

regarding one or more acceptable changes”):

At step 2060, on a match between the actual response and one of the pre-
processed responses, the update computer minutia 128 process may then
know what the particular actual minutia values from computer 18 are for
the combination selected (e. g., triplet HX-Fy-Sz) by knowing which

possible response has matched the actual response even though neither
response contains any direct or decipherable information about the actual
minutia values. The values from the valid responses DB 130 used in the

response calculation can then be used to update the values stored in the
minutia DB 70 database.

and at page 32, lines 8-14 and 21-25; and Figure 5 (regarding “storing information or

instructions regarding one or more acceptable changes”):

The collected data is then given to a data modeling, heuristics and

permutations 92 process for analysis with regard, for example, to computer
or user device identification. The data modeling, heuristics and

permutations 92 process considers historical minutia trends and data
mining 94 as well as the current minutia DB 70, the current anticipated
minutia DB 98 and the event log 12 which may log actions and exchanges

performed by the dynamic key crypto provider 10 for auditing and heuristic
analysis at later times.
Other related minutia values may change as a result of service user 20

usages. This is related but different to service user 20 behavior patterns;
minutia values in minutia DB 70 (such as minutia values related to the

computer 18) establish the behavior of the minutiae (such as computer 18)
and, therefore, behavioral algorithms can be applied to the minutia DB 70
values.

Applicant submits that no new matter is added.

-1 l — Application No. 15/075,066
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Rejections under 35 U.S.C. § 101

Claims 22-44 were rejected under 35 U.S.C. §_101 as being directed to a judicial

exception (i.e., a law of nature, a natural phenomenon, or an abstract idea) without

significantly more. The Office action states:

Based upon an analysis with respect to the claim as a whole, claim(s) 22,
43 and 44 do not recite something significantly different than a judicial

exception. The rationale for this determination is explained below: the
claims recited a mere challenge and response method ofauthentication.

The function can be done by a person and does not require significantly
more, thus, are considered as abstract idea. In additional, the claim does
not contain an ’inventive concept' to 'transform'the claimed abstract idea

into patent—eligible subject matter because the claim simply instructs to
implement the abstract idea with routine, conventional activity. As
discussed above, the claim is directed to an abstract idea and does not do

significantly more than simply described that abstract method. Therefore,
the claim is not directed to patent eligible subject matter. See Alice

Corporation v. CLS Bank International, (S.Ct.2014) and Ultramerical, Inc.
v.Hulu, LLC, (Fed. Cir. 2014). Dependent claim(s) 23-42 are also rejected
under 35 U.S.C. 101 as being directed to non—statutory subject matter for the
same reason addressed above.

Applicant respectfully traverses the rejection, in View of the following remarks.

Briefly, Applicant will show that the claims (e. g., amended claim 22) are not

merely directed to an abstract idea without significantly more. Instead, the claims improve

the functioning of the computer itself or an existing technological process (see, e.g., Alice,

134 S. Ct. at 2358-5 9) by providing an improved identity recognition system that uses

changing information on a computer to recognize the identity of, e.g., the computer or the

user. This would allow, for example, a smartphone using the claimed improvement to the

technology of such hardware to be used as an identification (e.g., like an ID card).

Notably, one way that the claimed invention differs from prior art systems, is that the

identification need not be based on static information. Instead, the system functionality of

“recognizing that the presentation of the identity by the computer is authentic” involves

“evaluating whether the response is based on an acceptable change” (e.g., to stored data

      
-12- Application No. 15/075,066
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values associated with the identity). Applicant submits that claims 22-44, as being directed

to an improvement to the technological capabilities of the claimed devices, thus, are

directed to patent eligible subject matter.

These claims satisfy the subject matter eligibility set forth in the 2014 Interim

Guidance on Patent Subject Matter Eligibility (“Interim Eligibility Guidance”) as well as

in the updates to that guidance.

Under step 1, the question is to determine whether the claims are directed to one of

the statutory categories of invention, e.g., a process, machine, manufacture, or composition

of matter. Because independent claims 22, 43, and 44 each recite a “system” (e. g., a

machine), Applicant submits that each of the independent claims is directed to a statutory

category of invention.

Under step 2A of the test, the question is to determine whether the claim is

directed to a judicially recognized exception, e. g., “a law of nature, a natural phenomenon,

or an abstract idea”.

The Office action asserts that the claims are directed to a “mere challenge and

response method of authentication.” (Office Action at page 3.) The Office action does not

tie the notion of “challenge and response method of authentication” to any of the

judicially—recognized abstract ideas, such as mitigating settlement risk, hedging, creating a

contractual relationship, using advertising as an exchange or currency, processing

information through a clearinghouse, comparing new and stored information and using

rules to identify options, using categories to organize, store, and transmit information, and

organizing information through mathematical correlations. Moreover, there are significant

differences between a system that uses a challenge/response method of authentication and

these judicially-recognized “abstract ideas. A “challenge/response method of

-13— Application No. 15/075,066

     
18 of591 LAIOOZ

 



IA1002Page 319 of 591

HAYNES AND BOONE. LLP

60!) Anion Blvd, Suite 700
Costa Mesa. CA 92612

Tel: (949) 2024000
FAX (9-19) 202-3001

       
authentication” is not a fundamental economic principle or a method of organizing human

behavior. Nor is it a process that involves identifying options or organizing information

through mathematical correlations. None of the other judicially-recognized “abstract

ideas” apply to a “challenge and response method of authentication” either. Thus, a

challenge and response method of authentication is not similar to a judicially-recognized

“abstract idea” under § 101.

Even if a “challenge and response method of authentication” were held to be an

“abstract idea,” the claims would still be patentable, because the claims are not directed to

that notion.

Instead, the claims are directed towards an identity recognition system, not a mere

challenge and response method of authentication. Indeed, claims 43 and 44 do not require

either a challenge or response. Claim 22 does require a challenge, but it is a a specific type

of challenge that prompts a response “based on one or more data values from the computer

that correspond to one or more of the-stored data values associated with the identity,

wherein at least one of the data values from the computer is based on information that is

associated with the identity and that is subject to change”. Claims 22, 43 and 44 require a

specific type of message “wherein at least one of the data values from the computer is

based on information that is associated with the identity and that is subject to change” and

provide a new type of processing, i.e. processing the response and the information or

instructions regarding one or more acceptable changes to the stored data values to

determine “whether the response is allowable, wherein such determining comprises

evaluating whether the response is based on an acceptable change to a stored data value

associated with the identity”. Thus, the claims are not directed to a mere challenge and

response method of authentication. Instead, they recite a specific identity recognition
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system having new capabilities that previous challenge/response-based identity recognition

systems did not have (e. g., an inventive concept that transforms an abstract idea into patent

eligible subject matter). Thus, the claims are not directed to an abstract idea.

Moreover, the Office action asserts that: “the claims recited a mere challenge and

response method ofauthentication. The function can be done by a person and does not

require significantly more, thus, are considered as abstract idea.” Applicant respectfully

submits that, contrary to the Office action allegation, the functions can not “be done by a

person”, because, for one thing, the computer is required to be present in order to perform

the actions of the claim.

For example, the limitations of claim 22 require certain data values to come from

the computer itself, for example:

a non-transitory memory storing . . . data values associated with one or
more identities. . . further storing information or instructions regarding one

or more acceptable changes to the stored data values that are based at least
in part on information that is subject to change;

. . . the challenge prompts the computer to provide a response based on
one or more data values from the computer that correspond to one or more

of the stored data values . . . ; [and]

. . . evaluating whether the response is based on an acceptable change
to a stored data value . . . ;

The data values—whether they are stored data values or whether they are “data values

from the computer that correspond to . . . the stored data values”, and whether they are

based on biometric information, hardware attributes or software attributes, for example—

are bits of electronic information that are not accessible by a person without the use of the

claimed computer, hardware processors, and non—transitory memory themselves and could

not possibly be reliably remembered by any human person. Indeed, the claim requires that

the “one or more data values from the computer” come from the computer and not from a

person.
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Moreover, even in principle, the operation (function) of “evaluating whether the response

is based on an acceptable change to a stored data value” cannot be performed by a person

because the range of acceptable changes is too vast for a person to be able to accommodate

in the person’s memory or cognition, even using “pencil and paper”, without the use of a

device (i.e., the claimed computer). It is the device itself, including its stored data values

and what constitutes an acceptable change from those values, that is the fundamental object

of the recognition (authentication) and cannot be substituted by activities performed by a

person.

The conclusion of patent—eligibility is supported by recent Federal Circuit

decisions. For example, in Enfish, the Federal Circuit stated:

Nor do we think that claims directed to software, as opposed to

hardware, are inherently abstract and therefore only properly analyzed at
the second step of the Alice analysis. Software can make non-abstract
improvements to computer technology just as hardware improvements can,
and sometimes the improvements can be accomplished through either
route. We thus see no reason to conclude that all claims directed to

improvements in computer-related technology, including those directed to
software, are abstract and necessarily analyzed at the second step ofAlice,
nor do we believe that Alice so directs. Therefore, we find it relevant to ask

whether the claims are directed to an improvement to computer

functionality versus being directed to an abstract idea, even at the first step
of the Alice analysis.

For that reason, the first step in the Alice inquiry in this case asks
whether the focus of the claims is on the specific asserted improvement in

computer capabilities (i.e., the self—referential table for a computer
database) or, instead, on a process that qualifies as an “abstract idea” for
which computers are invoked merely as a tool. . . . In this case, however,
the plain focus of the claims is on an improvement to computer
functionality itself, not on economic or other tasks for which a computer is
used in its ordinary capacity.

Accordingly, we find that the claims at issue in this appeal are not
directed to an abstract idea within the meaning ofAlice. Rather, they are

directed to a specific improvement to the way computers operate, . . . .

Here, as in Enfish (Case 2015-1244, Fed. Cir., May 12, 2016.), the focus of the claims is

on a specific improvement in computer capabilities, namely, in claim 22, for example:
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. . . storing data values associated with one or more identities, wherein
the data values stored for the one or more identities are based at least in

part on information that is subject to change;
determining whether the response is allowable, wherein such

determining comprises evaluating whether the response is based on an
acceptable change to a stored data value associated with the identity; and

recognizing that the presentation of the identity by the computer is
authentic, according to whether the computer has provided an allowable

response to the challenge.

The focus of the claim here is not merely on an abstract process of “challenge and

response method ofauthentication” for which the computer is invoked merely as a tool,

but instead the focus is on the specific asserted improvement in computer capabilities that

allows “presentation of the identity by the computer” to be recognized as authentic “based

on an acceptable change to a stored data value associated with the identity”. The computer

is not invoked merely as a tool, used in its ordinary capacity for economic or other tasks,

e. g., the task of authentication, but is an integral part of the authentication —— i.e., the

computer is required to be present in order to perform the actions of the claim — that is

based on acceptable change related to data values from the computer, i.e. improvement to

the computer functionality itself.

Applicant makes a similar argument for claim 43 based on the limitations:

receiving, from the computer, one or more communications comprising
an identity claim, wherein at least a portion of the identity claim is formed
based on one or more data values from the computer, and wherein at least

one of the data values from the computer is based on information that is

associated with the identity and that is subject to change; and

determining whether the one or more communications received from
the computer are sufficient to recognize that the identity claim is authentic,
wherein such determining comprises evaluating whether a data value used
to form the identity claim is based on an acceptable change to a stored data
value associated with the identity.

and Applicant makes a similar argument with respect to claim 44 based on the limitations:

receiving, from the computer, a communication based on one or more
data values from the computer, wherein at least one of the data values from

~17- Application No. 15/075,066
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the computer is based on information that is associated with the identity to
be recognized and that is subject to change; and

determining whether the communication received from the computer is
sufficient to recognize that the use of an identity is authentic, wherein such
determining comprises evaluating whether a data value upon which the
communication is based reflects an acceptable change to a stored data

value associated with the identity to be recognized.

Thus, Applicant submits that the claims, here, as in Enfish, are not directed to an

abstract idea or other judicial exception within the meaning ofAlice. Applicant, therefore,

submits that claims 22-44 claim patent eligible subject matter. Applicant, nevertheless,

proceeds to step 2B of the analysis.

Under step 2B of the test the question is to determine whether the claim recites

additional elements that are sufficient to amount to significantly more than the judicial

exception.

Contrary to the Office action allegation that “the claim does not contain an

’inventive concept’ to 'transform' the claimed abstract idea into patent—eligible subject

matter because the claim simply instructs to implement the abstract idea with routine,

conventional activity”, Applicant submits that the additional elements of “determining

whether the response is allowable”, “evaluating whether the response is based on an

acceptable change to a stored data value”, and “recognizing that the presentation of the

identity by the computer is authentic, according to whether the computer has provided an

allowable response to the challenge” as recited in claim 22, for example, are in fact

sufficient to amount to significantly more than any judicial exception.

The court in Bascom has stated:

The “inventive concept” may arise in one or more of the individual
claim limitations or in the ordered combination of the limitations. Alice,

134 S. Ct. at 2355. An inventive concept that transforms the abstract idea

into a patent—eligible invention must be significantly more than the abstract
idea itself, and cannot simply be an instruction to implement or apply the
abstract idea on a computer. Id. at 23 5 8.
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Here, the limitation “evaluating whether . . . an acceptable change to a stored data

value associated with the identity” arises out of the computer technology itself, because the

elements of the claims, the data values, about which acceptable change is evaluated,

require for their presence the computer itself and the hardware processors, i.e., “a non-

transitory memory storing data values associated with one or more identities, wherein the

, data values—stored for the one or more identities are based at least in part on information

that is subject to change” as recited in claim 22, for example. Thus, the limitation of

“evaluating whether . . . an acceptable change to a stored data value” requires more than a

simple instruction to apply some abstract idea on a computer, but actually requires the

computer itself for providing the data values.

Moreover, “evaluating . . . acceptable change” requires more than mere routine or

conventional comparisons of static data values as, for example, in a conventional

“challenge and response method ofauthentication” that uses a simple matching of

corresponding values. Such a simple matching that does not allow for changing data

values cannot of itself accomplish the limitation of “determining whether the response is

allowable, wherein such determining comprises evaluating whether the response is based

on an acceptable change to a stored data value associated with the identity to be

recognized”. Applicant thus submits that the limitation “evaluating . . . acceptable change”

supplies an inventive concept that is significantly more than any abstract idea itself, and

cannot simply be an instruction to implement or apply an abstractidea on a computer.

Therefore, the limitation supplies an inventive concept that transforms an abstract idea into

a patent-eligible invention.

Applicant submits that similar reasoning also applies to claim 43, which recites

“evaluating whether a data value used to form the identity claim is based on an acceptable
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change to a stored data value associated with the identity to be recognized” and claim 44,

which recites “evaluating whether a data value upon which the communication is based

reflects an acceptable change to a stored data value associated with the identity to be

recognized”.

In addition, similar to the claims in DDR Holdings, the claims here address a

problem arising in the realm of computer networks, and provide a solution necessarily

rooted in computer technology. The problem may be characterized, in one way, as

providing the recognition of an identity through the presentation of the identity by a

computer. This is not merely the long-standing problem of recognizing an identity, but

arises out of the comparatively recent evolution of personal computing devices that have

become personalized to their owner or user, combined with the problem that methods such

as username/password authentication protocols have become inadequate. To take an

extreme example, such a problem did not exist, for example, in the days of mainframe

computers, such as the IBM 360, which typically were owned or could be afforded only by

institutions or corporations and were shared among several users or departments.

The solution to the current problem provided by the instant claims relies on “data

values—stored for the one or more identities . . . based at least in part on information that is

subject to change” and “at least one of the data values from the computer [that] is based on

information that is associated with the identity and that is subject to change” (as recited in

claim 22) such that the claims do not simply instruct to implement an abstract idea on the

computer with routine, conventional activity. Rather the computer is an integral part of the

solution by providing the “at least one of the data values from the computer [that] is based

on information that is associated with the identity and that is subject to change” and the

claimed memory is an integral part of the solution by providing the “data values—stored for

-20- Application No. 15/075,066
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the one or more identities” and “information or instructions regarding one or more

acceptable changes to the stored data values”. In addition, the solution of “determining

whether the response is allowable, wherein such determining comprises evaluating whether

the response is based on an acceptable change to a stored data value associated with the

identity” requires a volume of information memory and processing to be completed in a

practical period of time, such as a few seconds, that no human or team of humans would be

mentally or physically capable of, such that the function cannot be done by a person. The

solution is, thus, necessarily rooted in computer technology to address the problem arising

in the realm of computer networks.

Accordingly, Applicant submits that the claims here, like those found to be patent

eligible in DDR Holdings, improve the performance of the computer system itself, and thus

recite additional elements that are sufficient to amount to significantly more than the

judicial exception.

Here, as above, Applicant submits that similar reasoning also applies to claim 43,

which recites “evaluating whether a data value used to form the identity claim is based on

an acceptable change to a stored data value associated with the identity to be recognized”

and claim 44, which recites “evaluating whether a data value upon which the

communication is based reflects an acceptable change to a stored data value associated

with the identity to be recognized”.

Thus, Applicant submits that independent claims 22, 43, and 44 recite additional

elements that are sufficient to amount to significantly more than an abstract idea or other

judicial exception. Therefore, Applicant’s claim 22 (and similarly independent claims 43

and 44) recites patent eligible subject matter.

Accordingly, Applicant respectfully requests that the rejection of claims 22-44

—21— Application No. 15/075,066
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under 35 U.S.C. §101 be reconsidered and withdrawn.

Re'ections under 35 U.S.C. 103

Claims 22-44 were rejected under pre-AIA 35 U.S.C. 103 (a) as being unpatentable

over Buffam in View of Kang.

Applicant submits that Buffam in View of Kang does not disclose or suggest:

a non-transitory memory storing data values associated with one or
more identities, wherein the data values—stored for the one or more

identities are based at least in part on information that is subject to change,

the memory further storing information or instructions regarding one or
more acceptable changes to the stored data values . . . ;

. . . a response based on one or more data values from the computer that
correspond to one or more of the—stored data values associated with the
identity, wherein at least one of the data values from the computer is based
on information that is associated with the identity and that is subject to

change;

. . . evaluating whether the response is based on an acceptable change
to a stored data value associated with the identity;

as in Applicant’s claim 22, for example.

Instead, Buffam teaches fingerprint identification using fingerprint minutia (in

combination with Kang which is relied on by the Office action to teach other types of

minutia) which do not change over time, a property of fingerprint minutia needed by

Buffam to provide fingerprint identification that works reliably over time. Thus, Buffam

does not teach or suggest any of “[stored] data values . . . based at least in part on

information that is subject to change”; “[stored] information or instructions regarding one

or more acceptable changes to the stored data values”; “data values from the computer . . ,

based on information that is associated with the identity and that is subject to change”; or

“acceptable change to a stored data value associated with the identity”.

It follows, then, in connection to these limitations, not taught by Buffam, that

Buffam also does not provide the ability to recognize an identity based on acceptable
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changes to data values (which makes sense, given that Buffam is afingerprint recognition

system, and fingerprints do not change over time). At best, Buffam suggests that a certain

amount of data may be “missed”, e.g., Buffam states: “the degree to which false negatives

are accepted, can be adjusted by policy—based factors, including the acceptable number of

missing true minutiae, or TIPS from structure 280, for example, as compared with a

reference template 305” (see col. 16, lines 38—43). However, a willingness to disregard

non—matching data is not the same as determining that the non-matching data actually

reflects an acceptable change to what was previously stored.

Furthermore, even though Kang, which as noted above, is relied on by the Office

action to teach various types of minutia (to which Applicant does not acquiesce) mentions

the word “change,” Kang’s references to the word “change”, at best, concern changes to

the lighting environment of a camera (having to do with shooting modes of the camera),

and not to changes to stored data values (see, e.g., paragraphs [0058], [0063], [0072], and

[0094]). Therefore, there appears no logical or reasonable way to combine Kang with

Buffam in this regard to airive at any of Applicant’s limitations concerning “data values . .

. subject to change” or “acceptable change”. Applicant thus submits that Kang does not

cure the deficiencies of Buffam with regard to the limitations of “[stored] data values . . .

based at least in part on information that is subject to change”; “[stored] information or

instructions regarding one or more acceptable changes to the stored data values”; “data

values from the computer . . . based on information that is associated with the identity and

that is subject to change”; and “acceptable change to a stored data value associated with

the identity”. Applicant submits, therefore, that claims 22, 43, and 44 are patentable over

the combination of Buffam and Kang.

With respect to the point of issue that Kang supplies the missing device information
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Page 328 of 591 MIOOZ

 



IA1002Page 329 of 591

HAYNES AND BOUNE. LLP

601) Anton Blvd, Suite 700
Costa Mesa, CA 92612

Tel: (949) 202.3000
FAX (949) 2024001

Page 3

(e.g., Kang is cited by the Office action for teaching various elements as types of minutia),

Applicant also traverses that argument. Kang is from the field of photography, not the field

of identity recognition. Kang is also not “reasonably pertinent” to the problem of digital

identity recognition. Thus, Kang is not “analogous” prior art that can be used in an

obviousness combination against the Application. Moreover, the Office action does not

explain how or why a person of ordinary skill in the art would have (1) selected Kang as a

secondary reference; (2) added certain photography minutia from Kang to the fingerprint

data of Buffam; or (3) been motivated to do so in order to get better “authentication for

more secure protection.” Office Action at 6, Thus, Applicant respectfully submits that the

Office Action does not state a combination rationale sufficient to support a primafacz'e

case of obviousness and for that additional reason that claims 22, 43, and 44 are patentable

over the combination of Buffam and Kang.

Because Buffam and Kang do not provide either for data values that change or the

ability to recognize an identity based on evaluating acceptable changes to data values,

Buffam and Kang do not teach each and every element of Applicant’s claims as recited in

independent claims 22, 43, and 44. Therefore, Applicant respectfully requests that the

section 103 rejections to claims 22, 43, and 44 be reconsidered and withdrawn.

The remaining claims, being dependent on claim 22, are patentable over any

combination of Buffam and Kang for at least the same reasons. Accordingly, Applicant

respectfully requests reconsideration and withdrawal of the section 103 rejections to all of

pending claims 22-44.
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CONCLUSION

Applicant respectfully submits that claims 22-44 are in condition for allowance.

Reconsideration and withdrawal of the rejections are respectfully requested, and a timely

Notice of Allowance is solicited.

If there are any questions regarding any aspect of the application, please call the

QL—U—ifica‘e0m “ “ism“ Respectfully submitted,
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* If the entry in column 1 is less than the entry in column 2, write “0" in column 3. LIE
** If the “Highest Number Previously Paid For" IN THIS SPACE is less than 20, enter “20". PAUL STAN BACK
*** If the “Highest Number Previously Paid For" IN THIS SPACE is less than 3, enter “3‘.
The “Highest Number Previously Paid For" (Total or Independent) is the highest number found in the appropriate box in column 1.

 
This collection Of information is required by 37 CFR 1.16. The information is required tO Obtain or retain a benefit by the public which is tO file (and by the USPTO tO
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated tO take 12 minutes tO complete, including gathering,
preparing, and submitting the completed application form tO the USPTO. Time will vary depending upon the individual case. Any comments on the amount Of time you
require tO complete this form and/or suggestions for reducing this burden, should be sent tO the Chief Information Officer, US. Patent and Trademark Office, US.
Department Of Commerce, PO. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800—PTO—9199 and select option 2.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450
Alexandria, Virginia 22313-1450
www.msptogov

 
NOTICE OF ALLOWANCE AND FEE(S) DUE

HAYNES AND BOONE, LLP H0. DAO Q
IP Section

2323 Victory Avenue
Suite 700 2497
Dallas, TX 75219 DATE MAILED: 11/04/2016

 
   

15/075,066 03/18/2016 Paul Timothy Miller 47583.5US02 1166
TITLE OF INVENTION: CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $480 $480 02/06/2017

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.

THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS

PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE.

HOW TO REPLY TO THIS NOTICE:

I. Review the ENTITY STATUS shown above. If the ENTITY STATUS is shown as SMALL or MICRO, verify whether entitlement to that
entity status still applies.

If the ENTITY STATUS is the same as shown above, pay the TOTAL FEE(S) DUE shown above.

If the ENTITY STATUS is changed from that shown above, on PART B - FEE(S) TRANSMITTAL, complete section number 5 titled
"Change in Entity Status (from status indicated above)".

For purposes of this notice, small entity fees are 1/2 the amount of undiscounted fees, and micro entity fees are 1/2 the amount of small entity
fees.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B is filed, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalent of Part B.

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patentee's responsibility to ensure timely payment of maintenance fees when due.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
PO. Box 1450

Alexandria, Virginia 22313-1450
or m (571)-273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where
ap ropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
indicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS" formaintenance fee notifications.

Note: A certificate of mailin can only be used for domestic mailings of the
Fee(s) Transmittal. This certi icate cannot be used for any other accompanying

CURRENT CORRESPONDENCE ADDRESS (N016: Use Block 1 for any change ofaddFESS) apers. Each additional paper, such as an assignment or formal drawing, must
gave its own certificate of mailing or transmission.

Certificate of Mailing or Transmission
27683 7590 11/04/2016 I hereby certify that this Fee(s) Transmittal is being deposited with the United

HAYNES AND BOONE LLP States Postal Service with sufficient osta e for first class mail in an envelo e7 P g P

IP S t. addressed to the Mail Stop ISSUE FEE address above, or being facsimile
6C 1.011 transmitted to the USPTO (571) 273—2885, on the date indicated below.

2323 V1ctory Avenue
Suite 700 (Depositor's name)

Dallas, TX 75219 (Signature)
(Date) 

 
  APPLICATION NO. FILING DATE F {ST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

15/075,066 03/18/2016 Paul Timothy Miller 47583.5US02 1166
TITLE OF INVENTION: CRYPTOGRAPHIC SECURITY FUNCTIONS BASED ON ANTICIPATED CHANGES IN DYNAMIC MINUTIAE

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $480 $480 02/06/2017

 

EXAMINER ART UNIT CLASS-SUB CLASS

HO, DAO Q 2497 380—255000

1. Change of correspondence address or indication of "Fee Address" (37
CFR 1.363).

3 Chan e of correspondence address (or Change of Correspondence
Address orm PTO/SB/ 122) attached.

3 "Fee Address" indication (or "Fee Address" Indication form
PTO/SB/47; Rev 03—02 or more recent) attached. Use of a Customer
Number is required.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

2. For printing on the patent front page, list  
(1) The names of up to 3 registered patent attorneys
or agents OR, alternatively,

(2) The name of a single firm (having as a member a 2
registered attorney or agent) and the names of up to
2 registered patent attorneys or agents. If no name is 3
listed, no name will be printed.

 

 
  

Please check the appropriate assignee category or categories (will not be printed on the patent) : '3 Individual '3 Corporation or other private group entity '3 Government

  
4a. The following fee(s) are submitted: 4b. Payment of Fee(s): (Please first reapply any previously paid issue fee shown above)

3 Issue Fee 3 A check is enclosed.

3 Publication Fee (No small entity discount permitted) 3 Payment by credit card. Form PTO—2038 is attached.

3 Advance Order — # of Copies 3 The director is hereby authorized to charge the required fee(s), any deficiency, or credits any
overpayment, to Deposit Account Number (enclose an extra copy of this form).

5. Change in Entity Status (from status indicated above)

3 Applicant certifying micro entity status. See 37 CFR 1.29 NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/ 15A and 15B), issue
fee payment in the micro entity amount will not be accepted at the risk of application abandonment.

3 Applicant asserting small entity status. See 37 CFR 1.27 NOTE: If the application was previously under micro entity status, checking this box will be taken
to be a notification of loss of entitlement to micro entity status. 

3 Applicant changing to regular undiscounted fee status. NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro
entity status, as applicable.

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications.

  

  

Authorized Signature Date

Typed or printed name Registration No.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450
Alexandria, Virginia 22313-1450
www.msptogov

APPLICATION NO. FILING DATE F {ST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.

 
 
   

15/075,066 03/ 18/2016 Paul Timothy Miller 475 83.5USO2 1166

HAYNES AND BOONE, LLP H0, DAO Q
IP Section

2323 Victory Avenue
Suite 700 2497
Dallas, TX 75219 DATE MAILED: 11/04/2016

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)

(Applications filed on or after May 29, 2000)

The Office has discontinued providing a Patent Term Adjustment (PTA) calculation with the Notice of Allowance.

Section 1(h)(2) of the AIA Technical Corrections Act amended 35 U.S.C. 154(b)(3)(B)(i) to eliminate the

requirement that the Office provide a patent term adjustment determination with the notice of allowance. See

Revisions to Patent Term Adjustment, 78 Fed. Reg. 19416, 19417 (Apr. 1, 2013). Therefore, the Office is no longer

providing an initial patent term adjustment determination with the notice of allowance. The Office will continue to

provide a patent term adjustment determination with the Issue Notification Letter that is mailed to applicant

approximately three weeks prior to the issue date of the patent, and will include the patent term adjustment on the

patent. Any request for reconsideration of the patent term adjustment determination (or reinstatement of patent term

adjustment) should follow the process outlined in 37 CFR 1.705.

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of

Patent Legal Administration at (571)—272—7702. Questions relating to issue and publication fee payments should be

directed to the Customer Service Center of the Office of Patent Publication at 1—(888)—786—0101 or (571)—272—4200.
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OMB Clearance and PRA Burden Statement for PTOL-85 Part B

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and

Budget approval before requesting most types of information from the public. When OMB approves an agency
request to collect information from the public, OMB (i) provides a valid OMB Control Number and expiration

date for the agency to display on the instrument that will be used to collect the information and (ii) requires the

agency to inform the public about the OMB Control Number’s legal significance in accordance with 5 CFR
1320.5(b).

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain

or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is

governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary

depending upon the individual case. Any comments on the amount of time you require to complete this form

and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and

Trademark Office, U.S. Department of Commerce, PO. Box 1450, Alexandria, Virginia 22313-1450. DO NOT
SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, PO. Box

1450, Alexandria, Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to

respond to a collection of information unless it displays a valid OMB control number.

Privacy Act Statement

The Privacy Act of 1974 (PL. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the

requirements of the Act, please be advised that: (1) the general authority for the collection of this information is
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which

the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission

related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and

Trademark Office may not be able to process and/or examine your submission, which may result in termination of
proceedings or abandonment of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records

may be disclosed to the Department of Justice to determine whether disclosure of these records is required

by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of

settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a

request involving an individual, to whom the record pertains, when the individual has requested assistance
from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having

need for the information in order to perform a contract. Recipients of information shall be required to

comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).
5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of

records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property

Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General

Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's
responsibility to recommend improvements in records management practices and programs, under authority

of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations

governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive.
Such disclosure shall not be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication

of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a

record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the
record was filed in an application which became abandoned or in which the proceedings were terminated

and which application is referenced by either a published application, an application open to public

inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
e orce e t a enc , if the USPTO becomes aware of a violation or otential violation of law or re u at‘ .
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Application No. Applicant(s)

 _ _ _ _ 15/075,066 MILLER ET AL.
Examiner-Initiated Interwew Summary _ _Examiner Art UnIt

DAO H0 2497

All participants (applicant, applicant’s representative, PTO personnel):

(1) DMD—HO. (3)_.

(2) DA V/D BO WLS. (4)_-

Date of Interview: 28 October 2016.

Type: IZI Telephonic [I Video Conference
[I Personal [copy given to: I] applicant I] applicant’s representative]

Exhibit shown or demonstration conducted: [I Yes IXI No.

If Yes, brief description:
 

Issues Discussed D101 D112 D102 |Z|103 I:lOthers
(For each of the checked b0x(es) above, please describe below the issue and detailed description of the discussion)

Claim(s) discussed: 2_2.

Identification of prior art discussed: Buffam, kang.

Substance of Interview
(For each issue discussed, provide a detailed description and indicate if agreement was reached. Some topics may include: identification or clarification of a
reference or a portion thereof, claim interpretation, proposed amendments, arguments of any applied references etc...)

The Applicant and The Examiner discussed the "determining. .." limitation. The Examiner indicated that the current

limitaton based on broadest reasonable interpretation indicated that if there is a match, then no further steps is

necessary; thus, the subiect to change is not invoke. The Examiner suggested to amend the limitation to indicate that

the data values have to check for the changes. Agreement was reached.

Applicant recordation instructions: It is not necessary for applicant to provide a separate record of the substance of interview.

Examiner recordation instructions: Examiners must summarize the substance of any interview of record. A complete and proper recordation of the
substance of an interview should include the items listed in MPEP 713.04 for complete and proper recordation including the identification of the
general thrust of each argument or issue discussed, a general indication of any other pertinent matters discussed regarding patentability and the
general results or outcome of the interview, to include an indication as to whether or not agreement was reached on the issues raised.

I] Attachment

/DAO HO/

Primary Examiner, Art Unit 2497 
U. 8. Patent and Trademark Office

PTOL-4138 (Rev. 8/11/2010) Interview Summary Paper No. 20161029
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 Application No. Applicant(s)
15/075,066 MILLER ET AL.

 Notice of Allowability 5133? Sign" 3:332“ '"V°"*°”° F"°’
No

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. IZI This communication is responsive to 09/27/2016.

[I A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on
 

2. E] An election was made by the applicant in response to a restriction requirement set forth during the interview on ; the restriction

requirement and election have been incorporated into this action.

3. IX The allowed claim(s) is/are 22-46. As a result of the allowed claim(s), you may be eligible to benefit from the Patent Prosecution

Highway program at a participating intellectual property office for the corresponding application. For more information, please see

http://www.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPeredback@uspto.gov.

4. El Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).

Certified copies:

a) I] All b) I] Some *c) E] None of the:

1. El Certified copies of the priority documents have been received.

2. El Certified copies of the priority documents have been received in Application No.

3. I] Copies of the certified copies of the priority documents have been received in this national stage application from the

International Bureau (PCT Rule 17.2(a)).

* Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE” of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

5. El CORRECTED DRAWINGS ( as “replacement sheets”) must be submitted.

El including changes required by the attached Examiner’s Amendment / Comment or in the Office action of
Paper No./Mai| Date .

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6. E] DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner’s comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

 

Attachment(s)

1. I] Notice of References Cited (PTO-892) 5. IZI Examiner‘s Amendment/Comment

2. I] Information Disclosure Statements (PTO/SB/08), 6. IZI Examiner‘s Statement of Reasons for Allowance
Paper No./Mai| Date

3. I] Examiner‘s Comment Regarding Requirement for Deposit 7. C] Other .
of Biological Material

4. X Interview Summary (PTO-413),
Paper No./Mai| Date 10/28/2016.

/DAO HO/

Primary Examiner, Art Unit 2497

 
US. Patent and Trademark Office

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mai| Date
20161029
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Application/Control Number: 15/075,066 Page 2

Art Unit: 2497

DETAILED ACTION

The present application is being examined under the pre—AIA first to invent provisions.

Response to Amendment

This is a reply to the application filed on 09/27/2016, in which, Claim(s) 22-44 is/are

pending.

Claim(s) 22, 25—31, 34, 38—40, 43 and 44 is/are amended.

Claim(s) l—2l is/are cancelled.

Claim Re'ections - 35 U.S.C. 101:

Applicants’ arguments with respect to Claim(s) 22—44 have been fully considered and are

persuasive. The rejection of 35 USC §lOl have been withdrawn in view of the amendment to

claim.

EXAMINER ’S AMENDMENT

An examiner’s amendment to the record appears below. Should the changes and/or

additions be unacceptable to applicant, an amendment may be filed as provided by 37 CFR

l.3l2. To ensure consideration of such an amendment, it MUST be submitted no later than the

payment of the issue fee.

Authorization for this examiner’s amendment was given in a telephone interview with

Attorney David Bowls on lO/28/20l6.

The application has been amended as follows:

Page 340 of 591 MIOOZ
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Application/Control Number: 15/075,066 Page 3

Art Unit: 2497

1-21. (Canceled)

22. (Currently amended) An identity recognition system comprising;

a non—transitory memory storing information data—values associated with one or more

identities, wherein the information dais-values stored for an identity includes {at data values

associated with that identit ‘ and b information re ardin antici ated chan es to one or more of 

the stored data values associated with that identity; the-ene—ei—more—identmes—me—leased—at—least—m

 
one or more hardware processors in communication with the memory and configured to

execute instructions to cause the identity recognition system to recognize that the presentation of

an identity information by a computer is authentic, by performing operations comprising:

generating a challenge to the computer, wherein the challenge prompts the

computer to provide a response based on one or more data values from the computer that

correspond to one or more of the-stored data values associated with the identity; wherein

 
receiving, from the computer, the response to the challenge;

determining whether the response is allowable, wherein such determining

compiises estaluating using the stored information regarding anticipated changes to the

stored data values associated with the identity to determine whether a data value used to

Page 341 of 591 MIOOZ
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Application/Control Number: 15/075,066 Page 4

Art Unit: 2497

 
form the response is based on an acceptable change to a corresponding stored data value

asseei—ated—wit—h—t—he—ident—i—t—y; and

recognizing that the presentation of t-he identity information by the computer is

authentic, according to whether the computer has provided an allowable response to the

challenge.

23. (Previously presented) The identity recognition system of claim 22, wherein the

identity is associated with the computer and is a user identity or a device identity.

24. (Previously presented) The identity recognition system of claim 22, wherein the

challenge prompts a response based on one or more user minutia data values.

25. (Previously presented) The identity recognition system of claim 24, wherein the

operation of determining whether the response is allowable includes evaluating whether at least a

portion of the response is based on one or more acceptable changes to a user minutia data value.

26. (Previously presented) The identity recognition system of claim 25, wherein the user

minutia data values used to determine whether the response is allowable comprise user secrets,

user customization, entertainment data, bio—metric data, or contacts.

27. (Previously presented) The identity recognition system of claim 25, wherein the user

minutia data values used to determine whether the response is allowable comprise calling app

data, geo—location data, frequently called phone numbers, email, or network connection data.

28. (Currently amended) The identity recognition system of claim 22, wherein a stored

data value is used to generate at least a portion of the challenge, and wherein the determining

operation farther—comprises evaluating whether [[a]] th_e data value used to form en—whieh the

response i-s—based is the same as the stored data value.
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Application/Control Number: 15/075,066 Page 5

Art Unit: 2497

29. (Currently amended) The identity recognition system of claim 22, wherein a change

to the stored data value is acceptable [[if]] when [[a]] th_e data value used to form upen—wh-ieh the
 

response i-s—based is within a set of acceptable values for the stored data value that are determined
 

independently from receiving the response from the computer.

30. (Currently amended) The identity recognition system of claim 29, wherein the set of

acceptable values includes one or more values based on anticipated predietable changes to the

data value.

31. (Currently amended) The identity recognition system of claim 29, wherein the set of

acceptable values includes one or more values based on anticipated predieted changes to the data

value, based on industry updates to hardware, firmware, or software elements.

32. (Currently amended) The identity recognition system of claim 29, wherein the set of

acceptable values includes one or more values based on an anticipated a—predietable user

customization of the computer.

33. (Currently amended) The identity recognition system of claim 29, wherein the set of

acceptable values includes one or more values based on an anticipated a—predietable usage of the

computer by a user.

34. (Currently amended) The identity recognition system of claim 22, further comprising

the operations of:

in response to determining evaluating that the response is based on an acceptable change

to a data value associated with the identity, updating the memory to reflect the changed data

value.
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Application/Control Number: 15/075,066 Page 6

Art Unit: 2497

35. (Previously presented) The identity recognition system of claim 22, wherein the

operation of determining whether the response is allowable further comprises comparing the

received response to a member of a set of two or more allowable responses.

36. (Previously presented) The identity recognition system of claim 35, wherein the set of

allowable responses is computed before the determining operation is performed.

37. (Previously presented) The identity recognition system of claim 35, wherein the set of

allowable responses is computed concurrently with the determining operation being performed.

38. (Previously presented) The identity recognition system of claim 22, wherein the

determining operation further comprises generating a rating of the allowability of the response,

based on the stored data value and one or more changes to the stored data values.

39. (Currently amended) The identity recognition system of claim 38, wherein the rating

of the allowability of the response is based on a comparison of a data value upon which the

response is based to one or more anticipated predietable changes to the stored data values

associated with the identity to be recognized.

40. (Currently amended) The identity recognition system of claim 39, wherein the rating

of the allowability of the response is varied based on whether the response is based at least in

part on one or more anticipated predieted changes to the stored data values.

41. (Currently amended) The identity recognition system of claim 22, wherein the

operation of recognizing that the presentation of t-he identity information by the computer is

authentic provides a basis for one or more of: authenticating a device, authenticating a user,

validating a software program or an application, providing data protection of data transmitted to

or from a device, or generating a digital signature of a message digest.
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42. (Previously presented) The identity recognition system of claim 22, wherein the

response does not contain any data values reflecting personally identifiable information.

43. (Currently amended) An identity recognition system comprising;

a non—transitory memory storing information data—values associated with one or more

identities, wherein the information data—values stored for an identity includes (a) data values

associated with that identit ' and b information re ardin antici ated chan es to one or more of

the stored data values associated with that identity; the-ene—emtere—idWare—based—at—least—in

 
one or more hardware processors in communication with the memory and configured to

execute instructions to cause the identity recognition system to recognize that the presentation of

an identity information by a computer is authentic, by performing operations comprising:

receiving, from the computer, one or more communications comprising an

identity claim, wherein at least a portion of the identity claim is formed based on one or

more data values from the computer, and wherein at least one of the data values used to
 

form the identity claim corresponds to a stored data value from—the-eGm-puter—i-s—based—en

 

determining whether the one or more communications received from the

computer are sufficient to recognize that the identity claim is authentic, wherein such

determining comprises evaluating using the stored information regarding anticipated

changes to the stored data values to determine whether a data value used to form the
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identity claim is based on an acceptable change to a corresponding stored data value

associated with the identity; and

recognizing that the presentation of identity information by the computer is

authentic: according to whether the computer has provided an allowable response to the

challenge.

44. (Currently amended) An identity recognition system comprising;

a non-transitory memory storing information data—values associated with one or more

identities, wherein the information data—values stored for an identity includes ta! data values

associated with that identit ' and b information re ardin antici ated chan es to one or more of 

the stored data values associated with that identity; the-ease—ea—mere—ldenntaeme—based—at—least—m

 
one or more hardware processors in communication with the memory and configured to

execute instructions to cause the identity recognition system to recognize that the presentation by

a computer of an identity to be recognized is authentic, by performing operations comprising:

receiving, from the computer, a communication based on one or more data values

from the computer, wherein at least one of the data values upon which the

communication is based corresponds to a stored data value for the identity Siam-the
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determining whether the communication received from the computer is sufficient

to recognize that the use of an th_e identity is authentic, wherein such determining

comprises eva-l-u-at—i—n-g using the stored information regarding anticipated changes to the

stored data values to determine whether a data value upon which the communication is

based reflects an acceptable change to a corresponding stored data value associated with

the identity to—be—reeegn-i—zed; and

recognizing that the presentation of identity information by the computer is

authentic, according to whether the computer has provided an allowable response to the

challenge.

45. (New) The system of claim 22, further comprising using information from the

allowable response to update the stored information regarding anticipated changes to the stored

data values associated with the identity.

46. (New) The system of claim 22, further comprising using information from the

allowable response to update the corresponding stored data value and the stored information

regarding anticipated changes to the stored data values associated with the identity.

Allowable Subject Matter

Claims 22-46 are allowed.

The following is an examiner’s statement of reasons for allowance:

Page 347 of 591 MIOOZ



IA1002Page 348 of 591

Application/Control Number: 15/075,066 Page 10

Art Unit: 2497

Independent Claim(s) 22, 43, 44 and their respective dependent claims are allowable

over prior arts since the prior arts taken individually or in combination fails to particular

discloses, fairly suggest or render obvious the following italic limitations:

In Claim(s) 22, 43 and 44:

“determining whether the response is allowable, wherein such determining comprises

using the stored information regarding anticipated changes to the stored data values associated

with the identity to determine whether a data value used to form the response is based on an

acceptable change to a corresponding stored data value... ” in combination with other

limitations recited as specified in the independent Claim(s).

The closest prior art of record teaches:

Buffam (Pat. No.: US 6,185,316 Bl) teaches providing authenticating indicia and

verifying the image thereby. One particular embodiment is a biometric application such as a

fingerprint—based authentication system. The apparatus includes an image receiver for receiving

the original image with true image point, a false image point generator providing false image

points, and a transient template generator that selectively combines the true image points and the

false image points.

Kang (Pub. No.: US 2011/0007177 A1) teaches imaging device that converts light of an

image into an electrical signal, an image conversion unit that converts the electrical signal into

image data, a scene recognition unit that recognizes the type of a scene to be photographed by

analyzing the image data, a display unit that displays scene information regarding the recognized

scene, a user input unit that receives user input, and a condition setting unit that locks a shooting
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condition as a shooting mode corresponding to the recognized type of the scene for

photographing, according to the user input received Via the user input unit.

Any comments considered necessary by applicant must be submitted no later than the

payment of the issue fee and, to avoid processing delays, should preferably accompany the issue

fee. Such submissions should be clearly labeled “Comments on Statement of Reasons for

Allowance.”

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to DAO HO Whose telephone number is (571) 270—5998. The

examiner can normally be reached on Monday thru Thursday 8:00am — 6:00pm EST.

If attempts to reach the examiner by telephone are unsuccessful, the examiner’s

supervisor, HADI ARMOUCHE can be reached on (571) 270—3618. The fax phone number for

the organization Where this application or proceeding is assigned is 571—273—8300.
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Information regarding the status of an application may be obtained from the Patent

Application Information Retrieval (PAIR) system. Status information for published applications

may be obtained from either Private PAIR or Public PAIR. Status information for unpublished

applications is available through Private PAIR only. For more information about the PAIR

system, see http://pair—direct.uspto.gov. Should you have questions on access to the Private PAIR

system, contact the Electronic Business Center (EBC) at 866—217—9197 (toll—free). If you would

like assistance from a USPTO Customer Service Representative or access to the automated

information system, call 800—786—9199 (IN USA OR CANADA) or 571—272—1000.

/DAO HO/

Primary Examiner, Art Unit 2497
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 _ _ _ _ 15/075,066 MILLER ET AL.
Examiner-Initiated Interwew Summary _ _Examiner Art UnIt

DAO H0 2497

All participants (applicant, applicant’s representative, PTO personnel):

(1) DMD—HO. (3)_.

(2) DA V/D BO WLS. (4)_-

Date of Interview: 28 October 2016.

Type: IZI Telephonic [I Video Conference
[I Personal [copy given to: I] applicant I] applicant’s representative]

Exhibit shown or demonstration conducted: [I Yes IXI No.

If Yes, brief description:
 

Issues Discussed D101 D112 D102 |Z|103 I:lOthers
(For each of the checked b0x(es) above, please describe below the issue and detailed description of the discussion)

Claim(s) discussed: 2_2.

Identification of prior art discussed: Buffam, kang.

Substance of Interview
(For each issue discussed, provide a detailed description and indicate if agreement was reached. Some topics may include: identification or clarification of a
reference or a portion thereof, claim interpretation, proposed amendments, arguments of any applied references etc...)

The Applicant and The Examiner discussed the "determining. .." limitation. The Examiner indicated that the current

limitaton based on broadest reasonable interpretation indicated that if there is a match, then no further steps is

necessary; thus, the subiect to change is not invoke. The Examiner suggested to amend the limitation to indicate that

the data values have to check for the changes. Agreement was reached.

Applicant recordation instructions: It is not necessary for applicant to provide a separate record of the substance of interview.

Examiner recordation instructions: Examiners must summarize the substance of any interview of record. A complete and proper recordation of the
substance of an interview should include the items listed in MPEP 713.04 for complete and proper recordation including the identification of the
general thrust of each argument or issue discussed, a general indication of any other pertinent matters discussed regarding patentability and the
general results or outcome of the interview, to include an indication as to whether or not agreement was reached on the issues raised.

I] Attachment

/DAO HO/

Primary Examiner, Art Unit 2497 
U. 8. Patent and Trademark Office

PTOL-4138 (Rev. 8/11/2010) Interview Summary Paper No. 20161029
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