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ABSTRACT

The design and development of the Open Agent Architecture
(OAA)! system has focused on providing access to agent-
based applications through an intelligent, cooperative, dis-
tributed, and multimodal agent-based user interfaces. The
current multimodal interface supports a mix of spoken lan-
guage, handwriting and gesture, and is adaptable to the user’s
preferences, resources and environment. Only the primary
user interface agents need run on the local computer, thereby
simplifying the task of using a range of applications from a
variety of platforms, especially low-powered computers such
as Personal Digital Assistants (PDAs). An important consid-
eration in the design of the OAA was to facilitate mix-and-
match: to facilitate the reuse of agents in new and unantici-
pated applications, and to support rapid prototyping by facil-
itating the replacement of agents by better versions.

The utility of the agents and tools developed as part of this
ongoing research project has been demonstrated by their use
as infrastructure in unrelated projects.

Keywords: agent architecture, multimodal, speech, gesture,
handwriting, natural language

INTRODUCTION

A major component of our research on multiagent systems
is in the user interface to large communities of agents. We
have developed agent-based multimodal user interfaces us-
ing the same agent architecture used to build the back ends
of these applications. We describe these interfaces and the
larger architecture, and outline some of the applications that
have been built using this architecture and interface agents.

Permission to make digital/hard copies of all or part of this material for
personal or classroom use is granted without fee provided that the copies
are not made or distributed for profit or commercial advantage, the copy-
nght notice, the title of the pubhcauon and its date appear, and notice is

given that copyright is by permission of the ACM, Inc. To copy otherwise,

1o republish, to post on servers or to redistribute to lists, requires specific
permission and/or fee.

IUI 97, Orlando Florida USA
© 1997 ACM 0-89791-839-8/96/01 ..$3.50

DOCKET

_ ARM

Sangkyu Park
Artificial Intelligence Section
Electronics and Telecommunications
Research Institute (ETRI)

161 Kajong-Dong
Yusong-Gu, Taejon 305-350 KOREA
+8242 8605641
skpark @com.etri.re.kr

OVERVIEW OF OPEN AGENT ARCHITECTURE
The Open Agent Architecture (OAA) is a multiagent system
that focuses on supporting the creation of applications from
agents that were not designed to work together, thereby fa-
cilitating the wider reuse of the expertise embodied by an
agent. Part of this focus is the user interface to these ap-
plications, which can be viewed as supporting the access of
human agents to the automated agents. Key attributes of the
OAA are

e Open: The OAA supports agents written in multi-
ple languages and on multiple platforms. Currently
supported languages are C, Prolog, Lisp, Java, Mi-
crosoft’s Visual Basic and Borland’s Delphi. Cur-
rently supported platforms are PCs (Windows 3.1 and
95), Sun Workstations (Solaris 1.1 and 2.x) and SGIs.

o Distributed: The agents that compose an application
can run on multiple platforms.

e Extensible: Agents can be added to the system while
it is running, and their capabilities will become imme-
diately available to the rest of the agents. Similarly,
agents can be dynamically removed from the system
(intentionally or not).

o Mobile: OAA-based applications can be run from a
lightweight portable computer (or PDA) because only
the user interface agents need run on the portable.
They provide the user with access to a range of agents
running on other platforms.

e Collaborative: The user interface is implemented with
agents, and thus the user appears to be just another
agent to the automated agents. This greatly simplies
creating systems where multiple humans and auto-
mated agents cooperate.

e Multiple Modalities: The user interface supports hand-
writing, gesture and spoken language in addition to the
traditional graphical user interface modalities.
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o Multimodal Interaction: Users can enter commands
with a mix of modalities, for example, a spoken com-
mand in which the object to be acted on is identified by
a pen gesture (or other graphical pointing operation).

The OAA has been influenced by work being done as part
of DARPA’s 13 (Intelligent Integration of Information) pro-
gram (http://isx.com/pub/I3) and Knowledge Sharing Effort
(http://www-ksl.stanford.edu/knowledge-sharing/) [13].

THE USER INTERFACE

The User Interface Agent

The user interface is implemented with a set of agents that
have at their logical center an agent called the User Inter-
face (UI) Agent. The User Interface Agent manages the
various modalities and applies additional interpretation to
those inputs as needed. Our current system supports speech,
handwriting and pen-based gestures in addition to the con-
ventional keyboard and mouse inputs. When speech input
is detected, the UI Agent sends a command to the Speech
Recognition agent to process the audio input and to return the
corresponding text. Three modes are supported for speech
input: open microphone, push-to-talk, and click-to-start-
talking. Spoken and handwritten inputs can be treated as
either raw text, or interpreted by a natural language under-
standing agent.

There are two basic styles of user interface. The first style
parallels the traditional graphical user interface (GUI) for an
application: The user selects an application and is presented
with a window that has been designed for the application im-
plemented by that agent and that is composed of the familiar
GUI-style items. In this style interface, the application is typ-
ically implemented as a primary agent, with which the user
interacts, and a number of supporting agents that are used by
the primary agent, and whose existence is hidden from the
user. When text entry is needed, the user may use handwrit-
ing or speech instead of the keyboard, and the pen may be
used as an alternative to the mouse. Because the UI Agent
handles all the alternate modalities, the applications are iso-
lated from the details of which modalities are being used.
This simplifies the design of the applications, and simplifies
adding new modalities.

In the second basic style of interface, not only is there no
primary agent, the individual agents are largely invisible to
the user, and the user’s requests may involve the cooperative
actions of multiple agents. In the systems we have imple-
mented, this interface is based on natural language (for ex-
ample, English), and is entered with either speech or hand-
writing. When the UI Agent detects speech or pen-based
input, it invokes a speech recognition agent or handwriting
recognition agent, and sends the text returned by that agent
to a natural language understanding agent, which produces a
logical form representation of the user’s request. This logical

form is then passed to a Facilitator agent, which identifies
the subtasks and delegates them to the appropriate applica-
tion agents. For example, in our Map-based Tourist Informa-
tion application for the city of San Francisco, the user can ask
for the distance between a hotel and sightseeing destination,
The locations of the two places are in different databases,
which are managed by different agents, and the distance cal-
culation is performed by yet another agent.

These two basic styles of interfaces can be combined in a sin-
gle interface. In our Office Assistant application, the user is
presented with a user interface based on the Rooms metaphor
and is able to access conventional applications such as e-
mail, calendar, and databases in the familiar manner. In ad-
dition there is a subwindow for spoken or written natural lan-
guage commands that can involve multiple agents.

A major focus of our research is multimodal inputs, typi-
cally a mix of gesture/pointing with spoken or handwritten
language. The UI agent manages the interpretation of the in-
dividual modalities and passes the results to a Modality Co-
ordination agent, which returns the composite query, which
is then passed to the Facilitator agent for delegation to the
appropriate application agents (described in subsequent sec-
tions).

Speech Recognition

We have used different speech recognition systems, sub-
stituting to meet different criteria. We use research sys-
tems developed by another laboratory in our organization
(http://www-speech.sri.com/) [3] and by a commercial spin-
off from that laboratory.> We are currently evaluating other
speech recognizers, and will create agents to interface to
their application programming interfaces (APIs) if they sat-
isfy the requirements for new applications being considered.

Natural Language Understanding

A major advantage of using an agent-based architecture is
that it provides simple mix-and-match for the components.
In developing systems, we have used three different natural
language (NL) systems: a simple one, based on Prolog DCG
(Definite Clause Grammar), then an intermediate one, based
on CHAT [16], and finally, our most capable research system
GEMINI [6, 7]. The ability to trivially substitute one natural
language agent for another has been very useful in rapid pro-
totyping of systems. The DCG-based agent is used during
the early stages of development because grammars are eas-
ily written and modified. Writing grammars for the more so-
phisticated NL agents requires more effort, but provides bet-
ter coverage of the language that real users are likely to use,
and hence we typically delay upgrading to the more sophis-
ticated agents until the application crosses certain thresholds
of maturity and usage.

10pen Agent Architecture and OAA are trademarks of SRI International. Other brand names and product names herein are trademarks and registered

trademarks of their respective holders.

2Nuance Corporation (formerly Corona Corp.), Building 110, 333 Ravenswood Avenue, Menlo Park, CA 94025 (domain: Coronacorp.com)
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Pen Inpllt

We have found that including a pen in the user interface has
several significant advantages. First, the gestures that users
employ with a pen-based system are substantially richer than
those employed by other pointing and tracking systems (e.g.,
a mouse). Second, handwriting is an important adjunct to
spoken language. Speech recognizers (including humans)
can have problems with unfamiliar words (e.g., new names).
Users can use the pen to correct misspelled words, or may
even anticipate the problem and switch from speaking to
handwriting. Third, our personal experience is that when
a person who has been using a speech-and-gesture interface
faces an environment where speech is inappropriate, replac-
ing speech with handwriting is more natural.

Using 2D gestures in the human-computer interaction holds
promise for recreating the pen-and-paper situation where the
user is able to quickly express visual ideas while she or he
is using another modality such as speech. However, to suc-
cessfully attain a high level of human-computer cooperation,
the interpretation of on-line data must be accurate and fast
enough to give rapid and correct feedback to the user.

The gestures-recognition engine used in our application is
fully described in [9] as the early recognition process. There
is no constraint on the number of strokes. The latest eval-
uations gave better than 96% accuracy, and the recognition
was performed in less than half a second on a PC 486/50,
satisfying what we judge is required in terms of quality and
speed.

In most applications, this engine shares pen data with a hand-
writing recognizer. The use of the same medium to handle
two different modalities is a source of ambiguities that are
solved by a competition between both recognizers in order
to determine whether the user wrote (a sentence or a com-
mand) or produced a gesture. A remaining problem is to
solve a mixed input (the user draws and writes in the same
set of strokes). '

The main strength of the gestures recognition engine is its
adaptability and reusability. It allows the developer to easily
define the set of gestures according to the application. Each
gesture is actually described with a set of parameters such
as the number of directions, a broken segment, and so forth.
Adding a new gesture consists of finding the description for
each parameter. If a conflict appears with an existing object,
the discrimination is done by creating a new parameter. For
a given application, as few as four parameters are typically
required to describe and discriminate the set of gestures.

We can use any handwriting recognizer compatible with Mi-
crosoft’s PenWindows.>

Modality Coordination Agent

Our interface supports a rich set of interactions between nat-
ural language (spoken, written, or typed) and gesturing (e.g.,
pointing, circling)—much richer than that seen in the put-

that-there systems. Deictic words (e.g., this, them, here) can
be used to refer to many classes of objects, and also can be
used to refer to either individuals or collections of individu-
als.

The Modality Coordination (MC) agent is responsible for
combining the inputs in the different modalities to produce a
single meaning that matches the user’s intention. It is respon-
sible for resolving references, for filling in missing informa-
tion for an incoming request, and for resolving ambiguities
by using contexts, equivalence or redundancy.

Taking into account contexts implies establishing a hierarchy
of rules between them. The importance of each context and
the hierarchy may vary during a single session. In the actual
system, missing information is extracted from the dialogue
context (no graphical context or interaction context).

When the user says “Show me the photo of this hotel” and
simultaneously points with the pen to a hotel, the MC agent
resolves references based on that gesture. If no hotel is ex-
plicitly indicated, the MC agent searches the conversation
context for an appropriate reference (for example, the hotel
may have been selected by a gesture in the previous com-
mand). If there is no selected hotel in the current context,
the MC Agent will wait a certain amount of time (currently
2 to 3 seconds) before asking the user to identify the ho-
tel intended. This short delay is designed to accommodate
different synchronizations of speech and gesture: different
users (or a single user in different circumstances) may point
before, during or just after speaking.

In another example, the user says “Show me the distance
Sfrom the hotel to here” while pointing at a destination. The
previous queries have resulted in a single hotel being focused
upon, and the MC agent resolves “the hotel” from this con-
text.* The gesture provides the MC agent with the referent of
“here”. Processing the resulting query may involve multiple
agents, for example, the location of hotels and sightseeing
destinations may well be in a different databases, and these
locations may be expressed in different formats, requiring
another agent to resolve the differences and then compute
the distance.

Flexible Sets of Modalities

The OAA allows the user maximum flexibility in what
modalities will be used. Sometimes, the user will be on
a computer that does not support the full range of modali-
ties (e.g., no pen or handwriting recognition). Sometimes,
the user’s environment limits the choice of modalities, for
example, spoken commands are inappropriate in a meeting
where someone else is speaking, whereas in a moving ve-
hicle, speech is likely to be more reliable than handwriting.
And sometimes, the user’s choice of modalities is influenced
by the data being entered [14].

With this flexibility, the telephone has become our low-end
user interface to the system. For example, we can use the

30ur preferred recognizer is Handwriter for Windows from Communication Intelligence Corp (CIC) of Redwood City, CA.
4User feedback about which items are in focus (contextually) is provided by graphically highlighting them.
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