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or to spatial disposition in the sector), the radar, the telephone, the displays. The strips,

the radar display, and listening to radio and telephone communications, appear to represent

important communicative resources.

5 Methodology

We have analysed how air traffic controllers solve conflicts. A simulated situation of air traffic

control was composed of six conflicts evolving over a period of about 30 minutes. We video-

taped four teams of two controllers who had to regulate this traffic (the executive controller

in charge of the traflic regulation of communication with pilots and the planning controller).

Verbal and non verbal communications were analysed in terms of exchanges. We consider

as exchanges one or many interventions focusing on the same object. Each intervention

corresponding to turn talking or non-verbal action, is considered here as a basic unit of

communication. In this analysis, we distinguished four types of interventions corresponding

to (1) verbal communication between controllers (2) verbal communication between executive

controller and pilots (3) non-verbal communication related to strip handling (writing, moving

or pointing to strips) and (4) non-verbal communication related to radar scope (pointing to

radar scope). Three principles guide the collection of observations concerning the non-verbal

element of the interaction, those are: (1) the nature of the observations selected. (2) their

description in reference to the activity, and (3) their processing in relation to the action

under way. Taking into account the extreme richness of non-verbal or para-verbal elements,
we focused on the behaviour related to the use of available environmental resources in the

control environment, and on the content of verbal communications (for example, the handling

of strips, pointing to the radar scope). In addition, all these elements are described with a

set of action verbs (e.g. "write", ”give”, "place”, ”point", "take”, ”shif ”, ”move", etc.)

The characteristics of this list are the observable nature of the selected behaviour (actions

which can be described using the professional vocabulary) and the coherence of the list vis-

a—vis the control activity (e.g. ”shift” the strip out of line on the board has a distinctly

different meaning to ”move” the strip). Amongst the non-verbal actions taken into account

are (a) deictics (indicating an object or some specific information such as flight level on the

strip, possibly asssociated with comments such as ”this one”, ”here”, ”th! ere”, and other

illustrative gestu res, (b) writing (various annotations on the strip are made by controllers),

and (c) handling of objects (the strip board is organized by moving the strips on the columns

or between them).

6 Results

We now intend to develop the points developed above through the analysis of several examples.

The following abbreviations will be used: (Cp (planning controller), Ce (executive controller).

Pi (pilot).

6.1 Non-verbal resources as a specific means of communication

Several examples illustrate the specific role of non-verbal resources in communicating: non-

verbal resources are revealed to be a specific vector of c0mmunication for some types of

information which are not verbally expressed (e.g. urgency of the situation).
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The planning controller receives the strips (several minutes before the aircraft effectively

enters the sector) which he transmits to the executive controller The gestures associated with

the transmission of the strip is ”multiform" (passing the strip from hand to hand, placing it

on the edge of the board, using the strip to point to the radar scope, etc.). The strip can

also be used for annotations (marking the evolution of the flight, or circling the destination

airport).

Transmission of strip accordin; to the non-routine character of the information
Team 4 - V

(11)

Cp-Pi:”IBERIA takeofi', IBERIA .913 to Amboise 0K?" (Cp writes strip, places strip on edge

of board)

Ce-Cp:”OK” (Ce writes strip, keeps strip in his hand)

Ce -Cp:”How many does he want that man there, he wants 330 too.”

(...)

C -Pi: ”IBERIA 913 initial level 280 ” (Ce writes strip, holds Iberia913 strip)

(...)

(Cp presents Other strip)

(12)

(---)

(Ce holds Iberia913 strip)

(Cp holds Other strip)

(...)

(Ce puts IBE.913 strip down, picks up Other strip, places on right board)

(...)

(Oe picks up Iberia913 strip again) Ce-Cp "IBERIA..."
Cp—Ce: ”hey?”

Ce-Cp: ”913 I'll put him straight onto Amboise, why not? He is with us”

Cp—Ce: ”From now on you'll be all right”

Ce—Cp: ”He is with us” (Ce points to Scope)
Ce—Pi: “IBERIA 619 maintain level”

(Ce points to Iberia913 strip. Ce underlines Iberia613 strip.)

Ce-Pi: ”IBE913 turn left to AME” (Ce holds Iberia913 strip)

(13)

Ce—Cp: ” and in any case he can only have 290 huh? En 330 it’s not possible?"

Cp—Ce: "who‘s that, the 913? why not?”

Ce-Cp: "330 on amboise, 290 is not possible”

(Ce points to scopeX2) (Cp places Iberia913 strip)

Cp—Ce: ”there’s nothing there... I’ll sort you out, Airbus 300.. and the other at 330, all right

we'll sort it out he said... Bordeaux is taking everything for once"

(Cp points to strips, Iberi3913 strip and Monarque 598 strip)

(...)

 
In this example, it would appear that the planning controller transmits Iberia913 strip by

placing it sideways on the edge of the board in front of the executive controller. The planning

controller associates a verbal intervention with two non-verbal ones (underlining the strip and
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placing it on the board). The results of these actions are first to improve memorization of

the requested level, second to highlight for his/her colleague, a conflict with another aircraft

in the same sector at the same level. The act of it placing the strip sideway on the board can

be interpreted by the executive controller as a mark of non-routine information which has to

be taken into account quickly (the strip is not placed outside the board which forces him to

pick it up to visualise the strips which are integrated in the board).

In this same example, it appears that gestures associated with strip handling can be

interpreted by co—workers; here the executive controller’s activity is constrained by commu-

nication with the pilots (not reported here), he keeps the strip in his hand several minutes

(approximately three minutes) before looking to solve this problem which is the purpose of an

exchange with the planning controller. A second strip is proposed by the planning controller

(Other strip), he will have to delay transmission to the executive controller who kept the

Iberia 913 strip without putting it on the board.

In the following example, non-verbal resources appears to manifest pieces of information

which are not verbally expressed. First, the executive controller points to the scope it with

a turning movement which represents a regulation strategy.

Conflict solvin; exressed b vesture

Team 2-VI

(20)

Cp-Ce: "Yes, he’s coming, he’s here" (Cp points to ACF5111 strip)

Ce—Pi: "AIR CHARTER 5111, good morning, 26 at Orly maintain 270 call back for descent.”

(Ce writes ACF5111 strip)

Ce—Cp: ”430 knots, 430 knots, 430 knots, it's going to be easy"

(Ce points to X3 scope)

Cp—Ce: ”You know it’s an Airbus”  
 

(---)

Cp-Ce: "It’s..."

Ce-Cp: ”One fare... as quiet as that, great”

(Ce points to scope, turning movement)

Cp-Ce: "yes”

Ce-Cp: ”Go on, climb"

(...)

6.2 Complementary role in communication regulation

Non-verbal resources are used in giving a context of interpretation for what is verbally ex-

pressed. In this analysis, our second interest is to examine the role they play in the success

of communication. The study of multimodal aspects of communication leads us to under-

line the importance of non-verbal acts to understand communications, as part of the context

activated to interpret communications. In the following example. the exchange is based on

the establishment of the referenced flight, two aircraft are present in the sector, SWROll

and SWR012. The executive controller’s hypothesis is that SWR concerned is SWR012, the

planning controller’s interventions, both indicating the strip and commenting verbally, allow
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him to make his intention explicit.

Strip pointin; in communication re-ulation
Team 3 -III

(13)

Cp-Ce: ”watch out for the SWR eh?”

(...)

(14

(---) 
 

Cp—Ce: " We can transfer the SWR on frequency already"

(Ce wants to take SWR012 strip) Ce.Cp : the SWR012”

(Cp points to SWR012 strip) Cp—Ce: ”no, not that one”

Ce—Cp: ”all right,the SWR011 you mean at 280”

Cp—Ce:"no, no ...011“(Cp points to SWRDII strip)

This example underlines the richness of the multimodal communication which allows de-

termination of the object which is referred to and to ensure success of communication (the

refrence SW ” is first based on a misunderstanding between controllers; in the second part,

reference to SWROll is expressed four times). In the following example, two fights are re-

ferred to, Monarque 598 and Monarque 1789, both are the subject of a conflict solving, What

is interesting here is that the controllers never say explicitly ”598” or "1789”, but pointing to

the radar scope allows them to confirm that the planning controller‘s first hypothesis is not
relevant.

Pointin; at sco e in communication re

Team 4-111

(10)

(...)

Ce—Cp: ”I turned the Monarque a bit too for”

Cp-Ce: ”the Monarque? no, it’s fine"

Ce-Cp: ”no, him”

(Ce points to the scope)

Cp—Ce:”ah, that one”

Ce-Cp: ”the MON is just right.

(...)

 
As shown in the above two examples, several misunderstandings arose in communication

between controllers. Verbal and non-verbal resources appear complementary to ensure the

establishment of a mutual cognitive environment. This complementarity is not only used in

the case of misunderstandings as we will see in the following examples.

In the next example, the executive controller clarifies the reference by pointing to aircraft

AFR022 on the radar scope. The planning controller confirms his identification of the aircraft

in both a verbal and non-verbal way.
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Verbal interventions combined with stri o movin and pointin- at radar scope in dia- nosis.
Team 2-1

(04)

Ce-Cp: "Right, there ’5 one there.” (Ce points at scope)

Cp-Ce: ”Yes, it’s AFR 022 I think” (Cp points to Afr022 strip)

(...)

C picks up Afr022 strip and puts it in 5 shifted out of line on the left)

Ce : ”things are getting heated there, it’s not reasonable!"
 

In this example, reference is made twice, first by moving the strip on the board and sec-

ondly by pointing at the radar scope. The request concerns remembering an aircraft to be

transferred to an adjacent sector. The name of the aircraft is not verbally expressed .

Verbal interventions combined with movin- the strio and pointin; at the radar scoe.
Team 3-11

(--~)

(2 )

(---)

Ce-Cp: ”that one there, I’ll transfer his frequency a bit later, will you remind me? he’s there"

(Cp removes Monarque598 strip, places it on right hand board, points to scope)

Cp—Ce: ”all right”

(...)
 

In a similar way, overbearing the radio frequency allows the planning controller to ini-

tiate a request based on the reference made to the communication between the executive

controller and the pilot. This next example shows the way in which controllers use environ-

mental resources (here overhearing a radio communication) to initiate an exchange. What is

interesting here is that this is an economical way to communicate (reference made to radio

communication). This would probably have consequences on mutual understanding in the

sense that the cognitive effort required to interpret the meaning of the utterance(0p -Ce:

”which. way are you sending him?”) stays less than if the controller had referred to another

aircraft in the sector, indeed, in respect to the relevance principle (Sperber, Wilson, 1989),

the utterance expressed by the planning controller is relevant in the cognitive environment of
the interlocutor.

To conclude on this point, it would appear that communications between controllers are

usually composed of both verbal and non-verbal resources in one single exchange. The results

(obtained through videotaping of four teams) reveal that the exchanges where non-verbal

resources are used, are the most numerous. Exchanges composed of only verbal interven-

tions are (percentage): 24.61 (team 1), 25.73 (team 2), 21.55 (team 3) and 28.63 (team 4).

Exchanges composed of interventions which are either verbal and non-verbal, or only non—

verbal, are 75.37 (team 1), 74.51 (team 2), 78.42 (team 3), and 71.34 (team 4). This second

category of exchanges includes three different types of exchange: (a) use of only non-verbal

communication (between 6 and 16 depending on the team, considering the total number of

exchanges); (b) use of non—verbal communication supported by strip handling combined with

use of verbal communication that is here radio-communication with the pilot (between 15 and

35); (c) use of both verbal and non-verbal communication (between 28 and 51).
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Overhearin_ radio frequency with verbal intervention
Team 4 - III

(09)

Ce-Pi: ”L UFT 498 say heading..."

Cp-C'e: "which way me you sending him?”

Ce-Cp: ”to the right”

Ce-Pi: ”LUFT498 turn right heading 270”

Ce-Cp:"where did I put it?”

(...)  Cp—Ce:”haven't you got it?”

(...)

C -Ce: ”You’ve got the LUFT which is there”

Cp points to DLH498 strip

Ce-Cp: ”270”

(Ce writes DLH strip, holds it)

(etc...)

6.3 Verbal and non-verbal resources in dialogue management

This analysis of non-verbal acts leads us to consider, on the one hand, the action with com-

municative intention (for example, handling the strip and simultaneously asking something

to notify relevant information), and on the other hand the action considered as a means

of organizing information for him/herself (these actions can be interpreted by co-workers

as intention recognition). In other words, informative actions and utterances (versus com-

municative) serve as a basis for inferences that agents make about their mutual cognitive

environment, but are not necessarily intended to communicate. The co-presence in the same

working location allows the construction of mutual beliefs in ways which are efficient, in the

sense that they are not intrusive in comparison with the verbal channel.

In the following example, the controllers initiate a common diagnosis of the situation, the

planning controller acts on the strip in writing and moving the strip on the column on the

flight progress board. Two minutes later, the executive controller‘s first intervention can be

interpreted by the planning controller as confirmation of his diagnosis concerning a problem

at level 330 including DAN4446. One minute before the planning controller has given the

strip for AFR022 which is descending in the opposite direction. In analysing the situation,

the executive controller shows that he does not find the flight on the radar scope, by tapping

with his finger on the strip he is referring to, which is followed by the planning controller’s

engagement in this exchange. Therefore, such a non-verbal act can be seen as an implicit

request in the sense that the planning controller is supposed to answer only if he is not engaged

in an activity which is difficult to interrupt.
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while formin- a common dia- nosis of the situationStrip pointin
Team 2-1

(00)

Cp—Ce: ”There’s the 330” (Cp underlines strip Dan1116)

Ce-Cp: ”Well yes... it’s going to be hard”

(Cp shifts Dan1116 to the right)

Cp-Ce: ”We’ll have to see”(...)

(01)

(Cp gives two strips, Afr022 strip and FBJMG strip)

Cp -Ce: ”Here’s a problem.”

Ce: ”There are lots of problems.” (Ce takes slips, places one in pos.4 AFR022, shifts it to the

left and keeps the other in his hand)

Ce ”Ah yes”

(02) (---)

Ce-Cp: ”Yes there seems to be a lot of climbing to 330”

(Ce points to Dan4446 strip, tapping it with his finger)

Ce-Cp: "That’s the one I can’t see.”

Cp-Ce: ”Just a moment, yes, he is behind.”

(Cp adjusts scope, points to scape)

m

 
  

In the following example, it appears that the executive controller does not explicitly ask

the planning controller for assistance and does not verbally express the name of the aircraft

concerned. The planning controller listens to the pilot and is able to point to the flight

progress strip. After the pilot’s call, the executive controller looks for the DAN4446 strip,

this strip had been put on the board a few minutes before, further to the analysis made

previously. This position is no longer in accordance with the current situation. The planning

controller, hearing the radio-communication, can infer who ”this one” is, and points to the

associated strip. Thus, the reference is made through radio-communication and confirmed

by the planning controller twice by pointing and verbal intervention. We note that the

executive controller never named the aircraft explicitly. Radio-communications between the

executive controller and pilots, preceded or followed by strip handling can be considered as

an important part of the controller’s work. Strip handling allows the controller to organize

and process information related to each flight according to his/her diagnosis or actions on
conflicts.
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Overhearin_ radio frequency with verbal interventions and movin strios
Team 2-1

(06)
Pi-Ce: ”... "

Ce: "1 can’t find him any more, that one”

Ce-Pi: ”Who was calling?” Pi-Ce: ”DAN4446 Good morning”

(Cp points to Dan4446 strip)

Ce -Pi: ”please maintain level 290 I’ll call you back it’s not right time not” (Ce underlines

Dan 4446 strip)  Ce~sz ”Wrong place” (Ce places Dan 4446 strip shifted out of line to the right)

Cp—Ce: ”Yes, you’d put it there because of the conflict...”

(07)

Ce—Cp : ”Shhh! Just a minute ...”

Ce-Pi: "AFR022 Good morning it‘s facing west at Roissy - please descend to flight level 200

two zero zero.” (Ce writes Afr022 strip)(...)

7 Discussion

The study of cooperation between human agents in such face-to-face situations, emphasizes

the role of external artifacts in cooperation processes because they allow the cooperative

agents to organize their own cognitive processes (external artifacts are used as support for

memory and problem solving) at the same time as updating their mutual cognitive envi-

ronment through intention recognition processes. Intention recognition through non-verbal

communication can probably be seen as essential for cooperation for several reasons. First,

non—verbal communication allows agents to communicate elements like urgency, etc. which

are not explicity verbalized. Second, it appears that a large amount of verbal communications

are associated to non-verbal ones; in this sense they constitute a context of interpretation of

what is verbally expressed, which is used to regulate misunderstandings. Third, its non-

interruptive property appears important(instead of making explicit verbal requests! , each

agent notices non-verbal ac ts by other agents as part of their cognitive activities). In the

perspective of the design of cooperative tools, difliculties arise from developing methodologies

to anticipate and evaluate the implications of a new environment on the cooperation processes

between agents. The design of complex working environments is conducted today by using

the following methodologies; (1) validation, based on empirical approaches, use of prototypes

and iterative testing (Gaillard and Leroux, 1994), (2) simulation, but methodological tools

for the anticipation of cognitive activities from actual situations have to be investigated. The

first step of this is to assess the cooperative nature of the working environment. This is based

on the analysis of how people use external artifacts not only in order to support their own

cognition, but also to cooperate on implicit modes. The methodology is based on assessment

of the capacity of external artifacts to support intention recognition and includes two stages:

(1) identifying in a working situation, the ! supports used for intention recogn ition and for

cognition (this analysis highlights how all external artifacts are used in diagnosis, problem

solving, etc.), in nominal and degraded situations (Bressolle, 1992); (2) anticipate or evaluate

how these cognitive supports are transferred during the introduction of new technologies in

relation to the cognitive activities in the domain. In this second stage, in order to anticipate
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cognitive properties of new working environments, a simulation tool is being developed based

on the formalisation and simulation of the communications between cooperative agents and

on conceptual specifications of the application (Zorola-Villarreal et al. 1995).

References

Benchekroun H., Pavard B., Salembier P. [1993] Design of cooperative systems in complex

dynamic environments. In J .M. Hoc, P.C. Cacciabue and E. Hollnagel (eds.) Expertise and

Technology - Cognition and Human-Computer Cooperation. 16p.

Bressolle M. C. [1992] Perception de l’intention et cooperation dans le cas du controle de la

navigation aerienne. Premiers elements d’analyse. Internal report.

Cadoz [1993] Le geste canal de communication homme-machine. la communication instru-

mentale. Ecole d’Ete ARC/PRC CHM. Communication et Multimodalite dans lac Sytemes

Naturels et Artificiels. Chateau de Bones, France. 35- 67.

Clark H. H. and Wilkes-Gibbs D. [1990] Referring as a collaborative process. In Intention

in Communication. Cohen P.R., Morgan J., Pollack M.E.(eds). Massachussets Institute of

Technology. System development Foundation Benchmark series. The MIT press. Cambridge.
463- 493.

Clark H. H. and Schaefier E. F. [1989] Contributing to discourse. Cognitive Science. 13.
259-294.

Clark H. H. and Brennan S. E. [1991] Grounding in conversation. In Perspective on Socially

Shared COgnition. Resnick, Levine and Teasley (eds). Washington DC.127—149

Cosnier J., Brossard A. [1984] Communication non-verbale : co—texte ou contexte? In La

Communication Non-verbale. J. Cosnier and A. Brossard (eds). Delachaux et Niestle. 1-29.

Dourish P. and Belloti V. [1992] Awareness and coordination in shared workplaces. In Pro-

ceedings of ACM Conference on Computer Supported Cooperative Work. Toronto, Canada.
107—114

Gaillard I., Leroux M. [1994] Improving air traffic control : proving new tools or approving

the joint human- machine system? In Human Factors Certification of Advanced Aviation

Technologies. J.A. Wise, V.D. Hopkin and D.J. Garland (eds). Aviation Human Factors
series. 275-287.

Heath C. and Luff P. [1991] Collaborative activity and technological design : task coordination

in London underground control rooms. In Proceedings of the Second European Conference

on Computer-Supported Cooperative Work (ECSCW’91). L. Bannon, M. Robinson and K.

Schmidt (eds). 65-80.

Petitioner Microsoft Corporation — Ex. 1008, p. 2760DISH, Exh. 1030, p. 105



 
DISH, Exh. 1030, p. 106

Petitioner Microsoft Corporation - Ex. 1008, p. 2761

 

Attachment 1a: Online copy of CMC/95 from a Technishe Uhiversiteit Endhoven We
site

Heath C., Jirotka M., Luff P. and Hindmarsch J .[1993]Unpacking collaboration : the Inter-

actional Organisation of 'Ii'ading in a Dealing Room. Proceedings of the Third European

Conference on Computer Supported Cooperative Work.G. de Michelis, C. Simone and K..

Schmidt (eds) 13-17 Sept, Milan, Italy.155-170

Hughes J.A., Randall D. and Shapiro D. [1992] Faltering from Ethnography to design. In

ACM 1992 Proceedings of the Conference on Computer-Supported Cooperative Work. 115-
122.

Hutchins E. and Klausen T. [1992] Distributed cognition in an Airline Cockpit. Report. De-

partement of Cognitive Science. University of California, Institute of Psychology.

Krauss R. M. and Fussel S. R. [1990] Mutual knowledge and communicative effectiveness.

In Intellectual Teamwork, Social and Technological Foundations of Cooperative Work. J.

Galegher, R. Kraut, C. Egido (eds). 111-145.

Leroux M. [1992] The role of verification and validation in the design process of knowledge

based components of air traffic control systems. In Verification and validation of Complex

and Integrated Human - Machine Systems. J.A. Wise, V.D. Hopkin and P. Stager (eds).

Vimeiro, Portugal : Nato Advanced Study Institute.

Rogers Y. [1992] Ghosts in the network : distributed troubleshooting in a shared working en-

vironment. Proceedings Conference on Computer Supported Cooperative Work. November

1992, Toronto, Canada. 346-355.

Shapiro D.Z., Hughes J.A., Randall D., Harper R. [1989] Visual Re—representation of database

information - The flight data strip in air traffic control. Report. Lancaster University. De-

partment of Sociology, Lancaster University, UK.

Scherer K. R. [1984] Les fonctions des signes non-verbaux dans la conversation. In La com-

munication Non-verbale. J. Cosnier and A. Brossard (eds). Delachaux et Niestle. 71-100.

Sperber D. and Wilson D. [1989] La pertinence - Communication et cognition. Ed de Minuit.

(trad Relevance Communication and Cognition, 1986). 393p.

Zorola-Villarreal R.. Pavard B., Bastide R. [1995] SIM-COOP : a tool to analyse and predict

cooperation in complex environments - A case study : the introduction of a datalink between

controllers and pilots. Submitted to Fifth International Conference on Human-Machine In-

teraction and Artificial Intelligence in Aerospace. Toulouse, France, Sept 1995.

78

Petitioner Microsoft Corporation — Ex. 1008, p. 2761DISH, Exh. 1030, p. 106



 
DISH, Exh. 1030, p. 107

Petitioner Microsoft Corporation - Ex. 1008, p. 2762

 

Attachment 1a: Online copy of CMC/95 from a TechnishevUniversiteit Endhoven We
site

Cooperative Multimodal Communication in the DenK Project

Harry Buntl, René Ahnl, Robbert-Jan Beunz, Tijn Borghuis3 & Kees van Overveld3

1 Institute for Language Technology and Artificial Intelligence (ITK)

Tilburg University, PO. Box 90153, 5000 LE Tilburg, The Netherlands.

2 Institute for Perception Research (IPO)
PO. Box 513, 5600 MB Eindhoven, The Netherlands.

3 Faculty of Mathematics and Computing Science Eindhoven University of Technology
PO. Box 513, 5600 MB Eindhoven, The Netherlands.

e-mail: Harry.Bunt@kub.nl

Abstract

In this paper we present the DenK-project, which aims at building a generic cooper-

ative human-computer interface combining linguistic and visual interaction. We discuss

the basic principles underlying the project and the emerging DenK-System. The system

integrates results from fundamental research in knowledge representation, communica—

tion, natural language semantics and pragmatics. and object—oriented animation. Our

design incorporates a cooperative and knowledgeable electronic assistant that commu-

nicates with a user in natural language, and an application domain which is presented

visually to the user. The assistant, that we call the cooperator, has an information state

that is represented in a rich form of type theory, a formalism that enables us to model the

inherent cognitive dynamics of a dialogue participant. Pragmatic issues in man-machine

interaction, concerning the use of natural language and knowledge in cooperative commu-

nication, are central to our approach.

Key words: multimodal interaction. knowledge representation, natural language se-

mantics, pragmatics, type theory, context modelling, object-oriented animation

1 Introduction

The DenK project is long-term collaborative research activity of the universities of Tilburg

and Eindhoven, started in 1989 and expected to run until 1998.1 The project aims at the

exploration, formalization and application of fundamental principles of communication from

a computational perspective, in order to build advanced cooperative humamcomputer inter-

faces. It gives a central position to the formal modelling of dialogue mechanisms and dialogue

contexts, with particular emphasis on the role of shared knowledge.

The program combines fundamental research in knowledge representation, communica-

tion. natural language semantics pragmatics, and object-oriented animation. Techniques

from these domains are applied in the prototypical DenK-system, the design of which reflects

l‘DenK’ is an abbreviation of ‘Dialoogvoering en Kennisopbouw’, which means ‘Dialogue Management and
Knowledge Acquisition’. The word deal: in Dutch means think.
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a situation where two participants cooperate who can exchange information about an applica~

tion domain they can both observe, and in which they can both manipulate objects through

direct manipulation. The system can ‘observe’ the application domain in the sense that it

incorporates a formal model of the current state of the domain as well as a description of

its visualizable aSpects, which it can consult. The user can observe the domain by looking

at its visualization on the screen, and can use the mouse to directly manipulate objects in

this visualization. The system can ‘directly manipulate’ the domain in the sense that it can

internally generate and execute commands to create, change or delete objects.

Point of departure in the DenK-project is that, from a user‘s point of view, a computer

should ideally present itself as an intelligent ‘electronic assistant’ who is knowledgeable about

the task and the domain of the application. The electronic assistant should interact in an

intelligent and cooperative way with the user, using linguistic and visual modalities as appro-

priate, and acting on the user’s intentions as understood in the context of the interaction. The

DenK—system is intended to be generic in that its architecture, as well as many of the tech-

niques developed and incorporated in the various modules and interfaces, should be applicable

in a wide range of application domains and tasks.

In this paper2 we provide general information about the DenK-project in the present

section and about the prototypical DenK—system in the next section, discussing the basic

motivation, principles and approaches that underlie the architecture and functionality of the

DenK—system and the ensuing research activities. In sections to follow we briefly discuss the

main technical work in the project concerned with knowledge representation and reasoning,

natural language interpretation, cooperative communication, and domain modelling.

2 Theoretical background

The DenK-project takes its starting point in a view on human communication where nat-

ural communication is considered as being motivated by some underlying goal, purpose, or

function; a view adopted from recent approaches to dialogue analysis, such as Dynamic Inter-

pretation Theory (Bunt, 1991; 1994) and Communicative Activity Analysis (Allwood, 1995).

For human—human communication this underlying motivation may be either of a social char-

acter, such as being friendly or polite, or giving or seeking moral support, or courting; or it

may concern a concrete task that the agent wants to get done by or with the help of another

agent. In the case of human-computer communication, motivations of the former kind do not

seem to arise, and we may safely assume that the user is communicating in order to accom-

plish a certain task — what is often called an application. In many kinds of applications, such

as process control or computer-aided design, real-world objects or potential real-world objects

are involved. Humans naturally interact physically with such objects, by means of actions

like picking up, turning around, or fastening, and perceptually: observing them by seeing,

feeling, hearing, or smelling. Interaction with other agents, by contrast, is naturally done in

a symbolic fashion using natural language, gestures, facial expressions, and body language in

order to achieve communicative purposes such as giving a command to perform an action on

the task domain, or requesting or providing information. The essential difference between

the two types of interaction is that symbolic actions (for instance, speech acts) need an inter-

preter who can bridge the gap between the symbols and their actual meaning and purpose,

2In this paper we reuse material from Aim at al. (1995), Ben 85 Ahn (1995), Bunt Sc Benn (1992), and
Borghuis (1995).
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Application
Domain

Cooperator User

Figure 1: The triangle metaphor: user, cooperator and application domain.

while actions of the second type are related in a more direct manner to human perception

and action (Hutchins, 1989; de Souza, 1993).

The two types of interaction are clearly distinguished in the design of the DenK-system,

where two components play a crucial role:

a. the so-called cooperator, who interprets symbolic messages from the user, is capable of rea-

soning about various aspects of the domain and the user, and produces communicative

behaviour adequate with respect to the user’s beliefs and goals;

b. the task or application domain model, implemented by means of an animation system

which incorporates Spatio-temporal components and graphical tools for representation
and visualization of the domain.

The user can interact indirectly with the application domain through linguistic commu-

nication with the cooperator, who has internal access to the domain, and directly through

input and output devices, such as mouse and screen.3 This is depicted in what we call the

triangle metaphor of the communication situation (Figure 1), where we have three interacting

components: the user, the cooperator, and the domain model. We will see below that the

overall design of the DenK—system is based on this metaphor.

It may be noted that the overall architecture of the DenK-system as based on the triangle

metaphor differs from the architecture of other intelligent multimedia systems, such as AIMI

(Burger & Marshall, 1994), WIP (Wahlster et al., 1993), MM!” (Wilson et al., 1991) and
CUBRICON (Neal 85 Shapiro, 1989), in which there is no direct link between the user and

the application domain. An important advantage of our approach is that certain particularly

complex aspects of the interaction, such as the visualization of autonomous motion behaviour

of objects, do not have to be considered by the cooperator and can be left to the interactive

component of the application domain model.

In order to be able to act as the ideal electronic cooperative assistant, the DenK-system

should in the first place have a good understanding of what the user wants and does not want,

knows and does not know, etc. A good assistant should only need the proverbial half word from

3And, of course, the user can interact by using these two modalities simultaneously, for instance by using
a deictic expression and pointing at an object on the screen.
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the user in order to know what to do. Good understanding crucially depends on sufficient and

relevant knowledge about each other, and particularly on shared knowledge. The DenK-project

therefore adopts the approach to communication known as Dynamic Interpretation Theory

(DIT. Bunt 1989; 1991; 1994; 1995a; Beun 1994; Bego, 1995), which analyses a dialogue in

terms of combinations of actions called dialogue acts, defined by the way they change the

current dialogue context, notably the current state of knowledge and shared knowledge of the

participants. For modelling states of (shared) knowledge, which is a central concern in this

approach, the project applies and extends a form of constructive type theory (Ahn, 1992;

Helmink & Ahn, 1994; Ahn 8c Kolb, 1991; Borghuis, 1994). For the visual modelling of the

application domain the project follows a succesful line of work in the development of object-

oriented animation software, which has resulted in a powerful system called the Generalized

Display Processor (van Overveld, 1991).

2.1 Research areas and approaches in the DenK-project

From the philosophy underlying the DenK—project it follows that the project needs to address

research issues related to the design of the cooperator and domain modelling components.

The c00perator, as we have seen, has the task of interpreting the user’s natural language

messages4 and deciding what to do on the basis of the interpretation it constructs. In general,

the system has to consider the generation of two kinds of actions: task-related actions on

the application domain, and communicative actions for continuing the interaction. Both the

generation of appropriate actions as well as the contextual interpretation of user inputs require

the availability of context information of various kinds, and the ability to reason with that

information. The design and development of the cooperator component thus entails research

in the following key areas:

0 Contextual interpretation of natural language dialogue contributions

0 Formal and computational modelling of contextual knowledge

0 Automated reasoning facilities, to be effectively applicable during utterance interpreter

tion and output generation

0 Formal and computational modelling of communicative actions and their interaction
with the context model

According to the triangle metaphor, domain modelling in the DenK-project has two faces,

a visual one. on the screen and accessible to the user through a direct manipulation interface;

and a system-internal one of a formal symbolic kind. The internal model is needed in order

for the cooperator to reason about potential actions on the domain, and it is in general also

needed because not all properties of the domain can be visualized (such as constraints on

possible objects. and invisible properties such as weight and price). To develop the domain

model component, work is thus needed concerning the following issues:

0 Formal domain modelling in a way that is computationally feasible and suitable for the

reasoning to be done in the cooperator, as well as for the interaction with the visual

domain modelling;

4Possibly augmented with graphical components; see previous footnote.
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0 Visual domain modelling in such a way that the visual model can effectively exchange

information with the formal domain model. as a basis for the interaction with the

cooperator and in order to maintain a consistent overall (formal/visual) domain model;

0 Supporting a direct manipulation and observation interface with the user, consistent

with and supportive for the natural language interface supported by the cooperator.

In order to address these issues, which altogether cover a wide spectrum of interdisciplinary

research, the project is divided into a number of subprojects, carried out at the participating

locations in Tilburg and Eindhoven. Without being exhaustive, we would like to mention the

currently ongoing subprojects plus the most significant ones that have been concluded in the

period of 1988 -1994.

1. System design and integration.

. Type theory and deduction for two-agent belief modelling.

. The semantics of constructive belief modelling.

. An object-oriented interface language for visual domain modelling.

. Empirical investigations into user behaviour in DenK—like situations.

Computational pragmatics and dialogue management modelling.signer—beam
. Constraint-based grammar and parser development for dialogue utterances in DenK-like

situations.

00 . Natural language semantics using constructive type theory.

9. Formal modelling of temporal domain aspects in type theory.

10. Constraints in object-oriented animation.

The 10 subprojects cluster around 4 major themes (plus system design and integration),

viz. knowledge representation and reasoning in type theory; domain modelling through object-

oriented animation; context-sensitive natural language interpretation, and computational pro-

cessing of dialogue acts. We briefly consider each of these topics and relate them to the

subprojects concerned. Subsequent sections will be devoted to the research concerning each

of these topics, after we have discussed the system design in the next section.

Knowledge representation and reasoning in type theory

The subprojects 2 and 3, completed in 1993 and 1994, respectively, have both contributed to

this topic;5 project 9 currently extends this work.

As mentioned above and explained in more detail below, we have chosen to use the pow-

erful logical formalism of type theory to model states of (individual and shared) knowledge in

the DenK-system. Research in the DenK-project in recent years has shown that the logical

constructs of type theory called contexts (l) are very attractive for this purpose (Borghuis,

5Both subprojects have resulted in published PhD dissertations: Jaspars (1993) and Borghuis (1994),
respectively.
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1994; Ahn, 1992; Jaspars, 1993). The expressive capabilities and proof methods of standard

type theory have to be enriched, however, for adequate modelling of the states of information

and intention of agents participating in a dialogue. An extension with epistemic modalities

has been defined by Borghuis (1994). This extension allows the formal modelling of beliefs

with different degrees of certainty, and of distinguishing ‘private’ beliefs from assumed shared

beliefs (or ‘mutual beliefs’). Further extensions are required for the type-theoretical represen-

tation of the time-dependent aspects of the behaviour of objects in the application domain,

and also for the representation of and the reasoning about the temporal aspects of natural

language utterances.

Domain modelling through object-oriented animation

The DenK-project has chosen for graphical representation of visualizable domain aspects on

the basis of object-oriented descriptions. This requires an interactive animation system, since

changes in the domain during the dialogue have to be visualized, and the visualized objects

should be available for direct manipulation by the user. Such an interactive system has

been developed in recent years at Eindhoven University of Technology, the GDP (General-

ized Display Processor) (van Overveld, 1991). Within the DenK-project, an object-oriented

interface language to the GDP has been developed in subproject 4, called LOOKS (Language

for Object—Oriented Kinematic Specification; Peeters, 1994). Given a description in LOOKS

of the objects defining the current state of the domain, a 3D graphical respresentation is gen-

erated. This animation is indeed interactive, which means that the GDP allows the LOOKS

description to change during the animation process. A required extension of the currently

available system is that constraints, specifying invariants of the domain, can be introduced

(such as impenetrability of objects); subproject 10 is currently addressing this issue.

Context-sensitive natural language interpretation

The interpretation of the user's dialogue utterances, which is the theme of the subprojects 6

and 7 (with empirical support form subproject 5), should result in a formal representation

of the current goals and state of information of the user, given the preceding dialogue and

the preceding direct interaction between the user and the domain model. The interpretatiOn

of the user’s utterance should thus fit into the context created by the preceeding interac-

tion between user and system. As such, the interpretation process is highly dependent on

that context. According to the approach of Dynamic Interpretation Theory, which has been

adopted in the DenK-project, the interpretation process should deliver a formal description

of how the current context is to be updated; for the representation of these contexts we have

chosen to use the formal structures of type theory known as (type-theoretical) ‘contexts’,

which are somewhat comparable to the representation structures of Discourse Representation

Theory (Kamp 8c Reyle, 1993). The work on this aspect of the DenK-project has started

only recently and is still in an early stage.

Computational processing of dialogue acts

The effect of the interpretation of the user’s dialogue contributions is, as we have seen, that

the formal model of the current dialogue context, notably of the state of information and

current goals, is created and updated cumulatively during the dialogue. The way in which

an utterance affects the current context depends not only on its semantic content, but also

on its communicative functions. The research on this subject, which is undertaken in the

subprojects 8 and l, aims primarily at the formulation of systems of rules which, given an
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interpretation of a natural language input as a dialogue act with a certain semantic content

and communicative functions, specify precisely how the the current context model is to be

updated, and what kind of dialogue acts are appropriate for continuing the dialogue, given

the updated context model.

3 The DenK-system

As mentioned above, the DenK-system is intended to be generic in that its architecture, as well

as many of the techniques developedn and incorporated in the various modules and intertaces,

should be applicable in a wide range of application domains and tasks. To demonstrate the

generic character of the system, several applications are envisaged, the most important one,

to be developed first, being a training simulator for the use of a modern electron microscope

as developed by Philips Electron Optics. This device is an important instrument for materials

research in physics, as well as for medical research in pathology. The device is very complex,

and uninitiated users have to go through an intensive training period in order to learn how

to use the device. This is primarily due to the fact that users find it difficult to form an

adequate picture of the internal workings of the device (the relevant parts, their functions,

and their relations), as the device manifests itself to users essentially as a black box. Until

now, the only way to learn how to use the device is to be trained explicitly in its use. Philips

expects that the training period can be considerably shortened if the trainee can exercise with

an interactive training simulator. This particular application is currently under development

in the project.

For experimental purposes, in 1993-‘94 a partial prototype of the DenK-system has been

built using a toy world of blocks of different shapes, sizes and colours, with speciable au-

tonomous movements in 3D space such as rotating, moving to or from a distance, etc. This

blocks world has a 3D-representation on the screen. This partial prototype does not allow

direct manipulation of objects by the user. and supports very simple dialogue behaviour in a

very small subset of natural language, being able to execute simple commands to act on the

domain and to answer questions about its current state.

The supported dialogue behaviour with the system at this point is still very primitive, but

it does allow for example to detect presupposition violations. If the user gives a command

that is impossible to perform on the domain, the system will report this. Another interesting

point is that, in answering questions, the system takes the preceding dialogue into account

and only supplies information which, according to its information state, are not recorded as

shared knowledge of user and system. The interactive behaviour of this preliminary system is

primitive, primarily as a result of the fact that the project work on interpretation of natural

language utterances was still in an early stage; it was decided in the project to follow an

‘inside-out’ strategy, concentrating the work in the period 1989-1994 on first developing the

formalisms and the techniques for knowledge representation, reasoning and domain modelling.

This has resulted in the availability in the preliminary prototype of the visual domain model

component and in the type-theoretical representation-, reasoning— and evaluation systems

that form the backbone of this partial prototype.

The architecture of the first (partial) prototype is displayed in Fig. 2 below. The following

ingredients make up this system:

a A generic domain emulator for a wide variety of domains (GDP, Generalized Display

Processor), capable of simulating a domain given a description a LOOKS description;
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0 An implemented model of the blocks world;

0 A proof checker for type theory, incorporated in the inference module called HOLMES,

based on theoretical work in type theory (see e.g. Barendregt, 1991), which checks

whether a type-theoretical context is well-formed, in particular whether all expressions

in the context are correctly typed.

o A representation system for states of information related to different epistemic modali-

ties and two agents, based on theoretical work using nesting of type-theoretical contexts

by Borghuis (1994).

o A reasoning system for type theory (another part of the HOLMES module), based on

Helmink & Ahn (1991).

0 An internal interface between the cooperator and the domain emulator, called ‘DABAS’.

0 An evaluator for converting an expression in type theory into a first-order interme-

diate language and, via the DABAS interface, checking against the current state of

the domain. This involves translating type-theoretical expressions into combinations of

domain primitives, known to the domain model.

0 An implemented set of (preliminary, highly simplified) rules for updating type-theoretical

representations of the system’s information state, given an interpretation of an input

dialogue utterance, and for generating appropiate reactions in terms of dialogue acts.

0 A toy parser for natural language, with an implemented miniature fragment of Dutch.6

0 An implemented preliminary and highly simplified version of the intermediate language

ULF (Underspecified Logical Form, Kievit, 1994), which makes the connection between

the parser and the HOLMES module. This language is based on previous work in the

Core Language Engine project (Alshawi, 1992), in the Esprit project PLUS (Geurts 8c

Rentier, 1993) and in the AELTA project (Rentier, 1993; Bunt, 1995b).

In the second half of the project (19941-1998), the emphasis will be on the devlopment and

implementation of the techniques for natural language interpretation and dialogue manage-

ment and on specifying and developing the components necessary to deal adequately with the

electron microscope training simulation application. In addition, many of the components of

the first partial prototype are of the character of provisional, experimental implemntations,

and will be redeveloped systematically for the definitive prototype system.

4 Knowledge representation and reasoning

4.1 Type theory

To model the information state of the cooperator and particular aspects of the communication

process, we use a versatile and powerful formalism called type theory. Type theory refers to a

class of formalisms, including Automath (de Bruijn, 1980), Intuitionistic type theory (Martin-

Lt'if, 1984) and the Calculus of Constructions (Coquand, 1985), which are all based on similar

“For the protoype system to be completed at the end of the project, the envisaged natural language is
English.
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Evaluator.‘II

Figure 2: Architecture of the first partial prototype of the DenK-system.
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ideas (see also Barendregt, 1991). These formalism function as logical frameworks in which

almost any form of mathematical reasoning can be expressed. They find their origin in

foundational mathematical research, and have a strong constructivist flavour.

We will use type theory not only as a formalism to model the cooperator‘s beliefs, but

also for the semantic representation of the natural language utterances exchanged between

the cooperator and the user. Maenpaii. 8r. Ranta (1990) have already pointed out that type

theory may be very useful for this purpose. Among the many advantages of type theory

over other formalisms we would like to mention in particular the inherent dynamics of the

formalism, and the built-in notion of the justification of propositional information (cf. van

Bentham, 1991).

Dynamics: The representation structures of type theory, as already mentioned, are sequen-

tial structure that can be extended in different ways to incorporate new information. The

ways in which these structures, called contexts, may be extended to accommodate new infor-

mation, are laid down in so-called intmduction rules. In addition, inference rules describe how

information may be combined in a sound way so that implicit information within a context

can be made explicit. In a similar way, objects of various kinds are constantly introduced and

added to the structure that grows as a dialogue proceeds (see below for a worked example).

This is similar in spirit to what happens in Discourse Representation Theory when a repre—

sentation structure is built incrementally as the analysis of a discourse fragment proceeds. In

fact, it has been shown in Aim 8: Kolb (1991) that type-theoretical contexts can be regarded

as natural generalizations of Discourse Representation Structures (Kemp, 1981).

Justifications: Another important notion in type theory is that of a proof. Proofs are

considered as mental objects, just like individual concepts, have concrete representations,

and are completely integrated within the formalism. This means that within type theory we

can not only represent what the cooperator believes, but also how he comes to believe it, by

having explicit representations of the proofs that justify his beliefs. Type theory is not so

much concerned with truth, however. It records information in (type-theoretical) contexts

and what has been shown to follow from this information. The theory is constructivist in

that it considers propositions as being proven only if a proof has actually been constructed

and is explicitly present in the (type-theoretical) context. This also means that partiality is
inherent to the formalism.

4.2 Information states as type-theoretical contexts

In this section we show, by means of an example, how the cognitive state of the cooperator

can be represented by a. type-theoretical context.

We consider a simple blocks world example where we have pyramids, cubes and the like,

which can move around and have properties like colour and size. In this example we assume

the cooperator to have the following information:

0 there may be pyramids and colours in the domain (the cooperator is familiar with the

notions ‘pyramid’ and ‘colour’; see below);

I there is actually at least one pyramid in particular ;

0 ‘small‘ is a predicate on pyramids, and ‘bright’ is a predicate on colours;
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0 all pyramids have a colour, and every small pyramid has a bright colour.

A type-theoretical context is a sequence of assignments of types to objects. Objects and types

are denoted by expressions, with the infix operator ‘z’ used to relate objects and their types;

‘0 : T’ should be read: ‘0 is an inhabitant of T’, or ‘0 is an object of type T’. Expressions

of this form are called ‘entrios'. The entries making up a context are separated by commas;

beginning and end of a context are marked by ‘[’ and ‘]’, respectively.

To describe the cooperator’s information state, we begin with an empty context and grad-

ually introduce the information listed above. First, we have to introduce the necessary types

corresponding to the concepts whose familiarity is assumed, i.e. ‘pyramid' and ‘colour‘. In

type theory. new types may be introduced whenever they are needed as inhabitants of the

supertype, denoted by ‘t’, which is the mother of all types.7 Accordingly, we obtain a context
with the following two entries:

[pyramid : * , colour : a: ]

After a type has been introduced, one may introduce inhabitants of that type. In this case we

introduce an anchored specimen of a pyramid, by giving it a name and extending the context

with the entry:

p318 : pyramid

The introduced pyramid is labelled by the expression ‘p318’ (all introduced objects must be

uniquely identifiable).

In type theory, predicates are represented as functions to propositions. Viewed in this

way, the predicate ‘bright’ is a function that, given a particular colour, yields a propositiOn

like: ‘Yellow is bright'. In type theory, propositions are treated as types, i.e. they occur at the

same level as the types ‘pyramid’ and ‘colour’ in the present example; propositions themselves

have type ‘au’. An inhabitant of a proposition (type) is viewed as representing a proof of that

proposition. Proofs and other objects may be combined in order to construct new proofs and

other objects. The inference rules of the type system restrict the way in which this can be

done, and guarantee that all reasoning is sound.8

Given this interpretation of propositions, we can introduce the predicate ‘small’ as a. func-

tion from pyramids to propositions, and the predicate ‘bright’ as a function from colours to

propositions (objects of type ‘*’). These are added to the example context by extending it
with the entries:

small(M) : at 4: [ M : pyramid ]

bright(C) : 4: <= [ C : colour ]

These entries need some clarification, since their right-hand sides, representing function types,

are not of the general form ‘0 : T’. It is possible in the general form, but to show this would

require a rather long and formal exposition. Instead, we adopt a simplified Prolog-like notation

7Except of itself, of course, in order to avoid logical paradoxes. The existence of this superty'pe, which
functions as the ‘type of the types'is implicitly postulated by type theory, in the sense that it may be used in
every context without being introduced in that context.

3This ingenious idea is known as the Curry-Howard isomorphism (Curry 85 F‘eys, 1958).
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in which a limited fragment of type theory can be expressed in a rather intuitive way. The

symbol ‘¢’ in this notation corresponds to the Prolog turnstile ‘:-’. The two functions in our

example are expressed as Prolog—like clauses in this notation, which can be read as: ”if M is

an object of type ‘pyramid’, then the function ‘small’, applied to M, yields a proposition.

Using the clause notation and the predicates, we can express the cooperator’s knowledge

that pyramids have a colour, and that small pyramids have bright colours. We first extend

the context with an entry representing a function, ‘c’, that associates colours to pyramids:

c(M) : colour 4: [ M : pyramid]

Finally, we have to express that every small pyramid has a bright colour. To this end, we

introduce a function (called ‘ax2’) that, (the object ‘P' of type ‘small(M)'), returns a proof

that the colour of this particular pyramid is bright (the object (‘ax2(M,P)’) .

ax2(M.P) : bright(c(M)) 4: [M : pyramid , P ; small(M) 1

Combining all the above entries results in the following context, which represents the beliefs

of the cooperator about the domain:

[pyramid : an ,
colour : 4: ,

p318 : pyramid ,

small(M) : 4: <= [ M : pyramid] ,

bright(C) : a: <= [ C : colour ] ,

c(M) : colour c [M : pyramid ] ,

ax2(M,P) : bright(c(M)) <= [ M : pyramid , P : small(M) ]

I

Once the information is represented in the form of a type-theoretical context, the cooperator

can make inferences by constructing new objects using the entries in the context. In fact

one can extend the Prolog—like notation used here in such a way that it supports an effective

proof construction method for type theory, combining resolution style proofs with natural

deduction (Helmink 3c Ahn, 1991). The cooperator contains a theorem prover based on this

4.3 Communication in type theory

The cooperator’s is primarily to communicate with the user, i.e. to interpret the user’s

utterances and to generate appropriate responses.9 To achieve this, the cooperator uses the

following three main sources of information

o the application domain, as modelled visually;

o the private beliefs, as represented in type theory.

0 the assumed mutual beliefs, as represented in type theory;10

9As noted above, the current implementation has no provisions for natural language output; all reponses
are provided in type-theoretical formulas.

1”Note that besides the mutual beliefs, the cooperator also shares the visual domain model source with the
user: the user has direct visual access to this model.
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In the current DenK-system, the cooperator distinguishes between the kinds of belief

by maintaining two contexts: a private context representing his own beliefs, and a common

context representing the mutual beliefs. Recently, an extension of type theory has been

developed which allows representation of and reasoning about different kinds of belief in one

context (Borghuis, 1993; 1994).

We present two cases in which the COOperator generates a pragmatically correct reply to

an utterance of the user, using the information sources. In the first case the user makes a

statement, in the second he asks a question. In both cases, we assume that the information

state of the cooperator is the one represented above, and that all beliefs of the cooperator are

mutual beliefs except for the constraint that every small pyramid has a bright colour, which

is a private belief of the cooperator. Remember that we assumed the cooperator to be an

expert about the domain and that all declaratives about the domain contributed by the user

are interpreted as questions.

Having inspected the image on the screen. the user might produce the following sentence:

“The pyramid is small"

In order to interpret this utterance the cooperator has to figure out which pyramid is meant.

Due to the definiteness of the noun phrase, the cooperator may consult both the application

domain and the mutual beliefs. The cooperator’s private beliefs are irrelevant here, because

the user is unaware of those, and hence cannot take them into account to produce a definite

reference. The cooperator will therefore assume that the user refers to the pyramid about

which a mutual belief is stored in his common context (‘p318 : pyramid’). He will interpret

the user’s utterance as saying that there is evidence that ‘small(p318)’ holds. After checking

the truth of this proposition in the application domain, the cooperator extends his common

context with the following entry;

e435 : small(p318)

where ‘e435’ labels the evidence the cooperator has found for the proposition ‘small(318)’.

The cooperator will give the answer “yes“, to indicate that he agrees. The proposition the

pyramid is small becomes a mutual belief of cooperator and user.

Suppose that the next utterance of the user is:

“Is the colour of the pyramid bright?”

The communicative function of the utterance is a yes/no-question; the user signals that

he wants to know whether the proposition the pyramid is bright holds. The cooperator

complies with this wish by trying to construct an object for the proposition (‘bright(c(p318)’).

Using the theorem prover, the cooperator succeeds in constructing such an object from the

entries in his private coutext:

ax2(p318,e345) : bright(c(p318))

Because the question was a yes/no—question, only the existence of a proof-object matters.

The cooperator has found a proof-object, hence the question will be answered affirmatively.
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If the user had asked:

“Why is the colour of the pyramid bright?”

the cooperator would be under the obligation to communicate how he came to believe

‘bright(p318)‘. This is recorded in the proof-object ‘ax2(p318,e345)’, but by the Gricean

maxim of quantity the cooperator should only communicate those ingredients of the proof

that are not already among the beliefs of the user. By checking the common context, the

cooperator can find out that the user already believes that there exists a pyramid (‘p318 :

pyramid’), and that it is small (‘e345 : small(p318)’. Hence, the cooperator generates an

answer from the only ingredient in his proof that is not in the common context:

“Because every small pyramid has a bright colour”.

This answer is satisfactory since it provides the user with only the new information needed

to infer how the cooperator came to believe that the pyramid was bright.

In answering WH-questions, other complications also occur. It may be particularly dif-

ficult to communicate the identity of an object, even if it occurs in the common context,

because the message to the user should use the properties of the object to find a description

that identifies the object unambiguously for the user. Which description is actually most

appropriate is a complicated matter, depending on aspects such as the difference in salience

of the properties of the objects, previous utterances, and domain focus (see Cremers, 1994;

1995). We have not yet implemented the generation of such answers; in the current imple—

mentation the cooperator will simply ‘point out’ the desired object by highlighting it in the

graphical domain representation on the screen.

5 Natural language interpretation and dialogue management

The view underlying the design of the cooperator in the DenK-architecture, which is respon«

sible for the analysis of the user’s dialogue contributions and the decision of what actions

(domain actions and communicative actions) to perform in view of the input analysis, is that

dialogue participants use language to perform communicative acts, primarily aimed at chang-

ing the addressee's cognitive state in the direction of the speaker’s goals (Bunt, 1989; Bunt,

1993). In line with Searle (1969), two aspects are distinguished in the communicative act: its

semantic content and its illocutionary force, or what we will call its communicative function.

The semantic content is related to the truth—conditional aspects of the action, such as the

existence of particular objects, their properties and relations in the application domain. The

communicative function determines, together with the semantic content, the effects of the

communicative act on the cooperator’s information state.

5. 1 Linguistic analysis

The user of the DenK-sytem should be able to communicate with the system by means of the

keyboard, using expressions of English (with syntactic, lexical and other limitations). The

system should recognize the communicative functions and semantic contents of the user’s

utterances, en update its information state accordingly.
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In linguistic analysis, three aspects are traditionally distinguished: (morpho)syntactic,

semantic and pragmatic analysis. Syntactic analysis is concerned with parsing a complex

expression into its constituent parts; semantic analysis is concerned with the semantic con-

sequences of the syntactic analysis as well as with the interpretation of lexical items, and

pragmatic analysis ties semantic analysis to aspects of the context of use. In the DenK-

project we have chosen to use a modern framework for linguistic analysis which emphasizes

the integration rather than the separation of these aspects of analysis, as has been custom.

ary until recently. This framework, called Head-driven Phrase Structure Grammar (HPSG),

does not build up syntactic tree structures, as other grammatical formalisms usually do, but

produces complex typed feature matrices which incorporate both syntactic, semantic, and

pragmatic information. These feature structures can be viewed as representations of partial

information states (Pollard 8.: Sag, 1987), and are as such attractive for the DenK-project

where partiality of information states is a pervading phenomenon.

After considering and evaluating a number of alternatives, we have decided to use to

publicly available Attribute Logic Engine (Carpenter, 1994) for HPSG-based linguistic analy-

sis. However, where HPSG standardly comes with a semantic interpretation that is not very

suitable for the DenK-project, we have decided to add to HPSG and ALE a different inter-

pretation component that is better suited for context-sensitive interpretation and the use of

type theory for representing information states This interpretation component makes use of

an intermediate level of expressions. mediating between feature matrices and type-theoretical

contexts. For this intermediate level we use a representation language called ‘ULF’, for ‘Un-

derspecified Logical Form’, which allows semantic representations that are ‘underspecified’ in

the sense that they may leave Open a variety of aspects of the semantics of the natural lan-

guage expression under consideration, such as the relative scopes of sc0pe-bearing elements.

the logical interpretation of natural language quantifiers, or the interpretation of anaphoric

pronouns. The ULF language, of which a preliminary design has been provided by Kievit

(1994), is based on the Quasi-Logical Form language of the Core Language Engine (Alshawi,

1992), and on more recent work in the projects PLUS (Geurts & Rentier, 1993) and AELTA

(see Rentier, 1993; Bunt, 1995b).

As far as pragmatic analysis in the cooperator components is concerned, the pragmatically

relevant aSpects of natural language inputs, as recorded in feature matrices, are extracted

and stored in a list of pragmatic attributes and their values. These attribute-value lists are

interpreted as communicative functions, using pragmatic interpretation rules that we consider

briefly below.

It should be emphasized that the DenK—research concerned with linguistic analysis and

dialogue pragmatics is currently in a relatively early stage, as already noted above; this work

is occupying a central position in the project in its second four-year period (1994—1998).

5.2 Pragmatics and dialogue management

The cooperator’s communicative) behaviour is controlled by the pragmatic rule interpreter

(see Figure 3). To produce simple cooperative behaviour, the interpreter exploits three types
of contextual information:

1. the information state of the cooperator;

2. the most recent (communicative) action performed by the user;
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Figure 3: The design of the cooperator.

3. the current state of the application domain.

First, the interpreter analyses the user’s utterance within the current context and, if no

communication failures are noted, it updates the information state of the cooperator with the

new information. If the communicative function of the user’s utterance was a command, a

domain-related action is performed; if the function was a question, the question is answered

or appropriately responded to if no straight answer can be given. Since we consider the

cooperator as an expert about the domain, he does not accept new domain information

from the user, and consequently, declarative statements by the user about the domain are

interpreted as questions (see Beun, 1989).

One of the things the cooperator has to do as part of its contextual interpretation of

utterances, is linking objects that are mentioned in an utterance of the user to entities in the

application domain. In the case of a definite reference, the cooperator looks for a specific red

block that has been introduced in the dialogue before and therefore belongs to the cooperator’s

assumed mutual beliefs, or that can be detected in an unambiguous way in the current state

of the discourse domain by inspecting its visual representation. In the case of an indirect

reference, as in “Move a red block”, no specific object needs to be identified, and the choice

of the object is left to the cooperator.

New variables that arise from the introduction of definite and indefinite objects in the

discourse are linked to entities in the domain by means of so-called satisfying assignments

(Ahn & Kolb. 1991). For instance, the variable that results from interpreting “the red block’”

has to be linked to a suitable object in the c00perator’s mutual beliefs; if the link can be

established. the user can refer anaphorically to the object in subsequent utterances. On the

other hand, if no such link can be established (for instance, because there is no such object),

the cooperator generates adequate feedback to signal this.

Having extended the current information state with the new information and linking the

introduced objects to domain entities, the c00perator has to generate an adequate reaction.

For that purpose, we consider the user’s goals as they follow from the analysis of the semantic

content and the communicative functions of the users’s utterance. In the implemented partial

prototype we have assumed for the time being a simple and straightforward relation between

the an utterance’s communicative functions and the underlying user goals: commands are

used to change the state of the application domain and questions are used to obtain certain
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information about the domain. In the second phase of the DenK—project we will incorporate

more sophisticated pragmatic rules that take multifunctionality, indirectness, and dialogue

control mechanisms into account (cf. Beun, 1991; Bunt, 1994; 1995a).

As already mentioned, the cooperator should consider two types of action in response to
the user’s communicative behaviour:

0 domain acts that are directed towards a. change in the state of the domain;

0 communicative acts that are directed towards a change in the information state of the
user.

Domain acts are generated in reaction to a command of the user. In those cases, the

cooperator has to find the procedure that corresponds to the given command and that can

be executed by the domain application.

The interpretation process can only be executed successfully if certain conditions are

fulfilled. For instance, all content words in the user’s utterances should be interpretable in

terms of elements in that part of the cooperator’s information state that represents mutual

beliefs. If the user makes assumptions that are not part of the cooperator’s belief (private

or mutual), these will be corrected by the cooperator, by means of corrective dialogue acts.

For instance, to answer the question “Why is the red block rotating?” the cooperator should

look for a uniquely identifiable red block in the mutual beliefs or in the visual domain model

before the answer can be provided. If no such object is available, a correction towards the

user is performed.

If the interpretation process is executed successfully. this means in practice that the co-

operator can try to provide an answer to a question of the user, or to execute certain domain

actions. We have already seen, in the example concerning the the user of type theory, how

the use of mutual beliefs is crucial for generating appropriate answers to the user's questions,

as it is the basis for providing accurate explanations (answers to why-questions) as well as

for making a good choice of properties to identify objects in answering Wit—questions.

6 Visual domain modelling: the Generalized Display Pro-
cessor

6.1 DenK-requirements

The predominant requirement for the visual domain representation module is that it can

represent the essential visual (spatial) and dynamic (temporal) aspects of this domain in such

a way that a convincing real-time view is presented to the user. This can be achieved by

using an animation system, provided that it meets the following requirements:

a in order to support multi-modal interaction:

1. interrogation of the domain status has to be allowed at any time, i.e. asyn-

chronously with respect to the time evolution of the animation;

2. the display image has to be refreshed continuously, so that the user rceives visual

feedback of the animation irreSpective of the state of the dialogue;
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input devices
for direct control

Figure 4: The Generalized Display Processor.

3. the user has to be able, at any time, to refer to aspects of the graphical model both

via the cooperator and via direct manipulation, using a mouse and a 3D-simulated

pointing device.

4. in order to support a generic platform to simulate a large variety of application
domains:

(a) there should be instructions to create objects11 (both their geometrical shape

and their autonomous motion behaviour) and to pass messages to objects

to alter their properties and behaviour; objects also have to be able to pass

messages to each other;

(b) to facilitate programming complex behaviour (e.g., the motions of mechani-

cal devices, walking, grasping objects) a library of versatile built-in motion
methods has to be available.

In order to meet these requirements, we have developed an architecture called the (Generalized

Display Processor (GDP, van Overveld, 1991); see Figure 4). The GDP is a virtual processor

consisting of a parser, an interpreter, rendering support, and a database.

The parser provides for the communication with the cooperator; it checks the incoming

information and, if necessary, sends messages back from the interpreter to the cooperator,

The interpreter calculates the values of the attributes of the objects (e.g. position, speed) in

order to generate a new frame of animation, which is displayed on screen by means of the

tenderer”. The behaviour of the objects may be autonomous, or dictated by the cooperator

or by input devices for direct control (e.g. the mouse).

At any discrete time, a complete description of all geometrical attributes of a moving
scene is stored in the database. The database consists of two tables: the class table and the

object table. The class table contains the class definitions that state which attributes exist

HHere, we use terminology from object-oriented programming. An ‘object’ is a variable containing both
data (its ‘attributes’) and optionally some program fragments (its ‘methods’). Calling a method of an object is
referred to as passing a ‘mecsage’ to that object. An object is an instantiation of a ‘class’; the class definition
lists all available attributes and methods for all objects to be instantiated programming. we refer to Meyer

awn)

1”Provided the time granularity of the animation is sufficiently small and the renderer is sufficiently fast.
the impression of a moving display results.
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for a particular class as well as which methods it may execute.” The object table contains

the actual objects in the application domain, i.e. instantiations of existing classes.

6.2 The control language LOOKS

The language LOOKS (Language for Object Oriented Kinematic Simulations) has been defined

for programming the GDP (i.e. in order to define what classes of objects will inhabit the

application domain, to create these objects, to program the motion methods, to pass messages

and to execute several other types of statements) (Peeters, 1994).

LOOKS supports a variety of object-oriented features, Such as data hiding, abstract data

types, strong typing, genericity and multiple repeated inheritance; it implements (quasi-

)parallellism to facilitate the specification of concurrent motions.

At any time, fragments of LOOKS texts may be passed to the parser. Such a fragment can

be either a class definition, an object definition or a message. If this fragment is successfully

parsed, and if it was a

class definition, then an entry is created in the class table. Apart from the user-defined

classes, LOOKS supports a variety of pre—defined classes, including integers, reals, vec-

tors, movable geometric

object definition, then an entry is created in the object table;

message to an object, then the corresponding method is handed to the interpreter to be
executed.

Since the cooperator interacts via LOOKS with the GDP (see Figure 4), there is a close

relation between LOOKS and the type theory formalism that was introduced previously in this

paper. Virtually, type—theoretical expressions are semantically grounded in LOOKS and the

translation procedure comes down to a standard evaluation process” where complex type-

theoretical expressions are expanded into basic expressions that can be interpreted in LOOKS

(Ahn, 1994).

6.3 flame generation

In order to generate a frame of animation, the interpreter installs a method it receives from

the parser into the list of active methods and executes the methods it encounters. Most active

methods can be fully executed (e.g. assignments, expression evaluations, object transforma-

tions), after which they are removed from the list.

Methods may, however, also contain a ‘synchronize’ statement (typically within the body

of an (infinite) loop). Execution of an active method proceeds until it is either fully executed,

or until a ‘synchronize’ is encountered. In the latter case, execution stops, but the method

is kept in the list; it will again receive the interpreter’s attention when preparing the next

frame. Since several methods may contain a ‘synchronize’, several of which may be kept

in the active method list simultaneously, the synchronize mechanism may serve to achieve

quasi-parallellism.

lsA class may be defined from ‘scratch’ or it may inherit attributes and/or methods from other classes. The
types of its attributes, as well as the types of the formal parameters in its method headings and the return

types of its methods may either be earlier defined classes or generic types.

HSee also the ‘evaJuator’ in Figure 3.
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Also, the execution of a method, due to passing an asynchronous message, may invoke the

execution of another method by calling this method. The latter method is also put into the

list of active methods, and it will be executed as well during the preparation of the frame.

If no more active methods can proceed any further, the preparation of the frame is com—

plete, and a snapshot of the objects is rendered making use of the active light sources and

simulated material properties (colour, shininess, etc).

Part of the preparation of each frame is also the taking into account of user interaction.

Via mouse events and appropriate LOOKS system methods, the user may interact with the

ongoing animation (e.g. selecting an object and calling the mouse notifier method that has

been assigned to this object).

The current GDP-implementation is designed to run on a high-end graphics workstation

where it produces a flicker-free display of shaded images, illuminated by simulated light

sources, consisting of several hundreds of polygons with a frame update rate between 15

and 20 frames/sec. It covers most of the requirements and functionality as described above

(direct manipulation interaction tools and versatile built-in motion methods are presently

under construction).

7 Conclusions and future work

In the first four years of the program (1989-1993), most of the effort has been spent on formal

aspects of communication, such as formal context modelling, representation of the beliefs of

the dialogue participants, and rule—driven generation of dialogue acts. A first, provisional

prototype of the DenK-system has been built and its architecture reflects the above view on

the conceptual relations between user, cooperator and application.

A central issue in our approach is to develop an architecture for user interfaces that enables

us to formulate and to implement rules for cooperative behaviour, independent of a particular

application domain. The design of the interface does not originate from the desire to model

particular natural language phenomena, but from the need to establish natuml communica-

tion between the application domain and its user, independently of the surface structure of

the message. It is our opinion that phenomena well known in natural language semantics

and pragmatics — such as context-dependency of the message, Gricean maximes, (in)definite

reference, deixis — follow naturally from the fundamental properties of communication, even

within the relatively simple model that has been presented in this paper.

In the next four years we will focus on the development of the natural language component

and the refinement of the information state modelling in the cooperator. We will study the

extension of type theory with temporal aspects and modalities that are essential for describing

adequate communicative behaviour, such as different types of belief and intentions. We have

planned to develop and evaluate different rules for cooperative behaviour, based on the notions

that were introduced in this paper and supported by experimental work in dialogue research.

Finally, we will move to the realistic domain of the electron microscope training simulation,

and incorporate a so-called ‘constraint-specification mechanism’ that describes the prOperties

of the domain that remain constant during the interaction. Of course, in the future the

cooperator should be able to reason about these constraints.
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Abstract

In this paper, we discuss how multiple input modalities may be combined to produce
more natural user interfaces. To illustrate this technique, we present a prototype map-
based application for a travel planning domain. The application is distinguished by a
synergistic combination of handwriting, gesture and speech modalities; access to exist-
Ing data sources including the World Wide Web; and a mobile handheld interface. To
implement the described application, a hierarchical distributed network of heterogeneous
software agents was augmented by appropriate functionality for developing synergistic
multimodal applications.

Key words: Multimodal Interface, Agent Architecture, Distributed Artificial Intelli-
gence.

1 Introduction

As computer systems become more powerful and complex, efforts to make computer inter-
faces more simple and natural become increasingly important. Natural interfaces should be
designed to facilitate communication in ways people are already accustomed to using. Such
interfaces allow users to concentrate on the tasks they are trying to accomplish, not worry
about what they must do to control the interface.

In this paper, we begin by discussing what input modalities humans are comfortable
using when interacting with computers, and how these modalities should best be combined
in order to produce natural interfaces. In section three, we present a prototype map-based
application for the travel planning domain which uses a synergistic combination of several
input modalities. Section four describes the agent-based approach we used to implement the
application and the work on which it is based. In section five, we summarize our conclusions
and future directions.

2 Natural Input

2.1 Input Modalities

Direct manipulation interface technologies are currently the most widely used techniques for
creating user interfaces. Through the use of menus and a graphical user interface, users are
presented with sets of discrete actions and the objects on which to perform them. Pointing
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devices such as a mouse facilitate selection of an object or action, and drag and drop techniques
allow items to be moved or combined with other entities or actions.

With the addition of electronic pen devices, gestural drawings add a new dimension direct
manipulation interfaces. Gestures allow users to communicate a surprisingly wide range of
meaningful requests with a few simple strokes. Research has shown that multiple gestures can
be combined to form dialog, with rules of temporal grouping overriding temporal sequencing
[22]. Gestural commands are particularly applicable to graphical or editing type tasks.

Direct manipulation interactions possess many desirable qualities: communication is gen-
erally fast and concise; input techniques ae easy to learn and remember; the user has a good
idea about what can be accomplished, as the visual presentation of the available actions is
generally easily accessible. However, direct manipulation suffers from limitations when trying
to access or describe entities which are not or can not be visualized by the user.

Limitations of direct manipulation style interfaces can be addressed by another interface
technology, that of natural language interfaces. Natural language interfaces excel in describing
entities that are not currently displayed on the monitor, in specifying temporal relations
between entities or actions, and in identifying members of sets. These strengths are exactly
the weaknesses of direct manipulation interfaces, and concurrently, the weaknesses of natural
language interfaces (ambiguity, conceptual coverage, etc.) can be overcome by the strengths
of direct manipulation.

Natural language content can be entered through different input modalities, including
typing, handwriting, and speech. It is important to note that, while the same textual content
can be provided by the three modalities, each modality has widely varying properties,

9 Spoken language is the modality used first and foremost in human-human interactive
problem solving [4]. Speech is an extremely fast medium, several times faster than
typing or handwriting. In addition, speech input contains content that is not present in
other forms of natural language input, such as prosidy, tone and characteristics of the
speaker (age, sex, accent).

* Typing is the most common way of entering information into a computer, because it is
reasonably fast, very accurate, and requires no computational resources.

e Handwriting has been shown to be useful for certain types of tasks, such as performing
numerical calculations and manipulating names which are difficult to pronounce (18, 19].
Because of its relatively slow production rate, handwriting may induce users to produce
different types of input than is generated by spoken language; abbreviations, symbols
and non-grammatical patterns may be expected to be mor prevalent amid written
input.

2.2 Combination of Modalities

As noted in the previous section, direct manipulation and natural language seem to be very
complementary modalities. It is therefore not surprising that a number of multimodal systems
combine the two.

Notable among such systems is the Cohen's Shoptalk system [61, a prototype manufactur-
ing and decision-support system that aids in tasks such as quality assurance monitoring, and
production scheduling. The natural language module of Shoptalk is based on the Chat-85
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Figure 1: Multimodal Application for Travel Planning

natural language system [25] and is particularly good at handling time, tense, and temporal
reasoning.

A number of systems have focused on combining the speed of speech with the reference
provided by direct manipulation of a mouse pointer. Such systems include the XTRA system
[1], CUBRICON [15], the PAC-Amodeus model [16], and TAPAGE [9].

XTRA and CUBRICON are both systems that combine complex spoken input with mouse
clicks, using several knowledge sources for reference identification. CUBRICON's domain is
a map-based task, making it similar to the application developed in this paper. However, the
two are different in that CUBRICON can only use direct manipulation to indicate a specific
item, whereas our system produces a richer mixing of modalities by adding both gestural and
written language as input modalities.

The PAC-Amodeus systems such as VoicePaint and Notebook allow the user to syner-
gistically combine vocal or mouse-click commands when interacting with notes or graphical
objects. However, due to the selected domains, the natural language input is very simple,
generally of the style "Insert a note here."

TAPAGE is another system that allows true synergistic combination of spoken input with
direct manipulation. Like PAC-Amodeus, TAPAGE's domain provides only simple linguistic
input. However, TAPAGE uses a pen-based interface instead of a mouse, allowing gestural
commands. TAPAGE, selected as a building block for our map application, will be described

more in detail in section 4.2.
Other interesting work regarding the simultaneous combination of handgestures and gaze

can be found in [2, 13].

3 A Multimodal Map Application

In this section, we will describe a prototype map-based application for a travel planning
domain. In order to provide the most natural user interface possible, the system permits the
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user to simultaneously combine direct manipulation, gestural drawings, handwritten, typed
and spoken natural language When designing the system, other criteria were considered as
well:

" The user interface must be light and fast enough to run on a haudheld PDA while able
to access applications and data that may require a more powerful machine.

" Existing commercial or research natural language and speech recognition systems should
be used.

* Through the multimodal interface, a user must be able to transparently access a wide
variety of data sources, including information stored in HTML form on the World Wide
Web.

As illustrated in Figure 1, the user is presented with a pen sensitive map display on which
drawn gestures and written natural language statements may be combined with spoken input.
As opposed to a static paper map, the location, resolution, and content presented by the map
change, according to the requests of the user. Objects of interest, such as restaurants, movie
theaters, hotels, tourist sites, municipal buildings, etc. are displayed as icons. The user may
ask the map to perform various actions. For example :

" dutance calculation : e.g. "How far is the hotel from Fisherman's Wharf?"

* object location : e.g. "Where is the nearest post office?"

" filtering: e.g. "Display the French restaurants within 1 mile of this hotel."

" informatson retrieval: e.g. "Show me all available information about Alcatraz."

The application also makes use of multimodal (multimedia) output as well as input: video,
text, sound and voice can all be combined when presenting an answer to a query.

During input, requests can be entered using gestures (see Figure 2 for sample gestures),
handwriting, voice, or a combination of pen and voice. For instance, in order to calculate the
distance between two points on the map, a command may be issued using the following:

* gesture, by simply drawing a line between the two points of interest.

* voice, by speaking "What is the distance from the post office to the hotel?".

" handwriting, by writing "dist p.o. to hotel?"

* synergstic combination of pen and voce, by speaking "What is the distance from here
to this hotel?" while simultaneously indicating the specified locations by pointing or
circling.

Notice that in our example of synergistic combination of pen and voice, the arguments to
the verb "distance" can be specified before, at the same time, or shortly after the vocalization
of the request to calculate the distance. Ifa user's request is ambiguous or underspecified, the
system will wait several seconds and then issue a prompt requesting additional information.

The user interface runs on pen-equipped PC's or a Dauphin handheld PDA ([7J) using
either a microphone or a telephone for voice input. The interface is connected either by
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Figure 2: Sample gestures

modem or ethernet to a server machine which will manage database access, natural language
processing and speech recognition for the application. The result is a mobile system that
provides a synergistic pen/voice interface to remote databases.

In general, the speed of the system is quite acceptable. For gestural commands, which
are handled locally on the user interface machine, a response is produced in less than one
second. For handwritten commands, the time to recognize the handwriting, process the
English query, access a database and begin to display the results on the user interface is
less than three seconds (assuming an ethernet connection, and good network and database
response). Solutions to verbal commands are displayed in three to five seconds after the
end of speech has been detected; partial feedback indicating the current status of the speech
recognition is provided earlier.

4 Approach

In order to implement the application described in the previous section, we chose to aug-
ment a proven agent- based architecture with functionalities developed for a synergistically
multimodal application. The result is a flexible methodology for designing and implementing

distributed multimodal applications.

4.1 Building Blocks

4.1.1 Open Agent Architecture

The Open Agent Architecture (OAA) [5] provides a framework for coordinating a society
of agents which interact to solve problems for the user. Through the use of agents, the
OAA provides distributed access to commercial applications, such as mail systems, calendar
programs, databases, etc.

The Open Agent Architecture possesses several properties which make it a good candidate

for our needs:

" An Interagent Communication Language (ICL) and Query Protocol have been devel-

oped, allowing agents to communicate among themselves. Agents can run on different
platforms and be implemented in a variety of programming languages.

" Several natural language systems have been integrated into the OAA which convert
English into the Interagent Communication Language. In addition, a speech recognition
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agent has been developed to provide transparent access to the Corona speech recognition
system.

" The agent architecture has been used to provide natural language and agent access to
various heterogeneous data and knowledge sources.

* Agent interaction is very fine-grained. The architecture was designed so that a number
of agents can work together, when appropriate in parallel, to produce fast responses to
queries.

The architecture for the OAA, based loosely on Schwartz's FLiPSiDE system[23], uses a
hierarchical configuration where client agents connect to a "facilitator" server. Facilitators
provide content-based message routing, global data management, and process coordination
for their set of connected agents. Facilitators can, in turn, be connected as clients of other
facilitators. Each facilitator records the published functionality of their sub-agents, and when
queries arrive in Interagent Communication Language form, they are responsible for breaking
apart any complex queries and for distributing goals to the appropriate agents. An agent solv-
ing a goal may require supporting information and the agent architecture provides numerous
means of requesting data from other agents or from the user.

Among the assortment of agent architectures, the Open Agent Architecture can be most
closely compared to work by the ARPA knowledge sharing community [10]. The OAA's query
protocol, Interagent Communication Language and Facilitator mechanisms have similar in-
stantiations in the SHADE project, in the form of KQML, KIF and various independent
capability matchmakers. Other agent architectures, such as General Magic's Telescript [11],
MASCOS (20!, or the CORBA distributed object approach [17] do not provide as fully devel-
oped mechanisms for interagent communication and delegation.

The Open Agent Architecture provides capability for accessing distributed knowledge
sources through natural language and voice, but it is lacking integration with a synergistic
multimodal interface.

4.1.2 TAPAGE

TAPAGE (edition de Tableaux par Ia Parole et Ia Geste) is a synergistic pen/voice system
for designing and correcting tables.

To capture signals emitted during a user's interaction, TAPAGE integrates a set of modal-
ity agents, each responsible for a very specialized kind of signal [9]. The modality agents are
connected to an "interpret agent" which is responsible for combining the inputs across all
modalities to form a valid command for the application. The interpret agent receives filtered
results from the modality agents, sorts the information into the correct fields, performs type-
checking on the arguments, and prompts the user for any missing information, according to
the model of the interaction. The interpret agent is also responsible for merging the data
streams sent by the modality agents, and for resolving ambiguities among them, based on
its knowledge of the application's internal state. Another function of the interpret agent is
to produce reflexes: reflexes are actions output at the interface level without involving the
functional core of the application.

The TAPAGE system can accept multimodal input, but it is not a distributed system;
its functional core is fixed. In TAPAGE, the set of linguistic input is limited to a verb object
argument format.
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4.2 Synthesis

In the Open Agent Architecture, agents are distributed entities that can run on different
machines, and communicate together to solve a task for the user. In TAPAGE, agents are used
to provide streams of input to a central interpret process, responsible for merging incoming
data. A generalization of these two types of agents could be :

Macro Agents: contain some knowledge and ability to reason about a domain, and can
answer or make queries to other macro agents using the Interagent Communication Language.

Micro Agents: are responsible for handling a single input or output data stream, either
filtering the signal to or from a hierarchically superior "interpret" agent.

The network architecture that we used was hierarchical at two resolutions - micro agents
are connected to a superior macro agent, and macro agents are connected in turn to a facili-
tator agent. In both cases, a server is responsible for the supervision of its client sub-agents.

In order to describe our implementation, we will first give a description of each agent used
in our application and then illustrate the flow of communication among agents produced by
a user's request.

Speech Recognstson (SR) Agent: The SR agent provides a mapping from the Interagent
Communication Language to the API for the Decipher (Corona) speech recognition system
[4], a continuous speech speaker independent recognizer based on Hidden Markov Model
technology. This macro agent is also responsible for supervising a child micro agent whose
task is to control the speech data stream. The SR agent can provide feedback to an interface
agent about the current status and progress of the micro agent (e.g. "listening", "end of
speech detected", etc.) This agent is written in C.

Natural Language (NL) Parser Agent. translates English expressions into the Interagent
Communication Language (ICL). For a more complete description of the ICL, see [5]. The
NL agent we selected for our application is the simplest of those integrated into the OAA. It
is written in Prolog using Definite Clause Grammars, and supports a distributed vocabulary;
each agent dynamically adds word definitions as it connects to the network. A current project
is underway to integrate the Gemini natural language system [41, a robust bottom up paxser
and semantic interpreter specifically designed for use in Spoken Language Understanding
projects.

Database Agents: Database agents can reside at local or remote locations and can be
grouped hierarchically according to content. Micro agents can be connected to database
agents to monitor relevant positions or events in real time. In our travel planning applica-
tion, database agents provide maps for each city, as well as icons, vocabulary and information
about available hotels, restaurants, movies, theaters, municipal buildings and tourist attrac-
tions. Three types of databases were used: Prolog databases, X.500 hierarchical databases,
and data loaded automatically by scanning HTML pages from the World Wide Web (WWW).
In one instance, a local newspaper provides weekly updates to its Mosaic-accessible list of cur-
rent movie times and reviews, as well as adding several new restaurant reviews to a growing
collection; this information is extracted by an HTML reading database agent and made acces-
sible to the agent architecture. Descriptions and addresses of new restaurants are presented to
the user on request, and the user can choose to add them to the permanent database by spec-
ifying positional coordinates on the map (eg. "add this new restaurant here"), information
lacking in the WWW database.

Reference Resolution Agent This agent is responsible for merging requests arriving in
parallel from different modalities, and for controlling interactions between the user interface
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TRAVEL

Figure 3: Agent Architecture for Map Application

agent, database agents and modality agents. In this implementation, the reference resolution
agent is domain specific: knowledge is encoded as to what actions must be performed to resolve

each possible type of TOL request in its particular domain. For a given ICL logical form, the
agent can verify argument types, supply default values, and resolve argument references.
Some argument references are descriptive ("How far is it to the hotel on Emerson Street?");
in this case, a domain agent will try to resolve the definite reference by sending database
agent requests. Other references, particularly when contextual or deictic, are resolved by the
usecr interface agent ("What are the rates for this hotel?"). Once arguments to a query have

been resolved, this agent agent coordinates the actions and calculations necessary to produce
the result of the request.

Interface Agent: This macro agent is responsible for managing what is currently being

displayed to the user, and for accepting the user's multimodal input. The Interface Agent
also coordinates client modality agents and resolves ambiguities among them :handwriting
and gestures are interpreted locally by micro agents and combined with results from the
speech recognition agent, running on a remote speech server. The handwriting micro-agent
interfaces with the Microsoft PenWindows API and accesses a handwriting reeognizer by
CIC Corporation. The gesture micro- agent accesses recognition algorithms developed for
TAPAGE.

An important task for the interface agent is to record which objects of each type are
currently salient, in order to resolve contextual references such as "the hotel" or "where I was
before." Deictic references are resolved by gestural or direct manipulation commands. If no

such indication is currently specified, the user interface agent waits long enough to give the
user an opportunity to supply the value, and then prompts the user for it.

We shall now give an example of the distributed interaction of agents for a specific query.
In the following example, all communication among agents passes transparently through a
facilitator agent in an undirected fashion; this process is left out of the description for brevity.

1. A user speaks: "How far is the restaurant from this hotel?"
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2. The speech recognition agent monitors the status and results from its micro agent,
sending feedback received by the user interface agent. When the string is recognized, a
translation is requested.

3. The English request is received by the NL agent and translated into ICL form.

4. The reference resolution agent (RR) receives the ICL distance request containing one
definite and one deictic reference and asks for resolution of these references.

5. The interface agent uses contextual structures to find what "the restaurant" refers to,
and waits for the user to make a gesture indicating "the hotel", issuing prompts if
necessary.

6. When the references have been resolved, the domain agent (RR) sends database requests
asking for the coordinates of the items in question. It then calculates the distance
according to the scale of the currently displayed map, and requests the user interface
to produce output displaying the result of the calculation.

5 Conclusions

By augmenting an existing agent-based architecture with concepts necessary for synergis-
tic multimodal input, we were able to rapidly develop a map-based application for a travel
planning task. The resulting application has met our initial requirements: a mobile, synergis-
tic pen/voice interface providing good natural language access to heterogeneous distributed
knowledge sources. The approach used was general and should provide a for developing
synergistic multimodal applications for other domains.

The system described here is one of the first that accepts commands made of synergistic
combinations of spoken language, handwriting and gestural input. This fusion of modalities
can produce more complex interactions than in many systems and the prototype application
will serve as a testbed for acquiring a better understanding of multimodal input.

In the near future, we will continue to verify and extend our approach by building other
multimodal applications. We are interested in generalizing the methodology even further;
work has already begun on an agent-building tool which will simplify and automate many of
the details of developing new agents and domains.
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Abstract

In the DenK project a multimodal interface is being developed which is suitable for
graphical interaction as well as communication by means of natural language. For the
design of this interface knowledge is needed about how humans refer to objects in a
task-related environment, by means of natural language as well as gestures. In this paper
some results of an experiment on referring behaviour in task-related terminal dialogues are
reported on, and compared to those of a preceding experiment on spoken dialogues. The
differences that occurred between the two modalities were mainly related to the ease either
to produce utterances, or to coordinate between using language, gesturing and inspecting
the task domain or to change turns. These differences were all found to be based on the
so-called principle of minimal cooperative total effort, i.e. within the limitations of the
available modalities the participants tried to use as less effort as possible to, on the one
hand, refer to a certain object, and, on the other hand, identify the object. On the basis
of the results some recommendations are provided for the design of a multimodal interface
including the possibility of interaction by means of typed natural language.

Keywords: object reference, gestures, minimal effort, focus of attention, multimodal
interface, absolute features, relative features.

1 Introduction

In the so-called DenK-project' [Ahn et al., 1995], a multimodal interface is being developed
which is suitable for graphical interaction as well as communication by means of natural
language. The DenK interface can be represented as a triangle as shown in Figure 1. The
angles of this triangle stand for the user, the domain and the cooperative assistant, of which
the latter two are components of the interface. The domain can be seen as the collection of
objects represented on the screen and the relations between them. The cooperative assistant
can be seen as the user's collocntor who is also able to perform actions in the domain. The
user is allowed to point at objects in the domain or manipulate them directly by means of
some input device (e.g. a mouse). The user can also instruct the cooperative assistant by
means of natural language to carry out certain actions in the domain, or ask questions about
objects or events that play a role in the interaction.

'DenK stands for 'Dialoogvoering en Kennisopbouw' in Dutch, which means 'Dialogue Management and
Knowledge Acquisition'. It is a joined research program of the universities of Tilburg and Eindhoven, and is
partly finajnced by the Tilburg-Eindhoven Organisation for Inter-University Cooperation
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Domain
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Assistant User

Figure 1: The DenK triangle

If a user wants to ask questions or give instructions, it is important to make clear which
objects are involved. In a multimodal interface the act of referring to objects can be performed
by means of either natural language or pointing or a combination of the two. In any case, the
user should take care to provide appropriate information for the system to be able to identify
the intended object (the target object).

To equip the system with knowledge of how humans refer to objects in a 'natural' situation,
empirical research on this topic is needed. One of the most natural ways for humans to
communicate is by means of speech. However, owing to technological limitations, most natural
language systems only allow typed input. Unfortunately, it is not possible to extrapolate
results from research on 'natural' spoken dialogues to written dialogues. It has been shown
that there are notable differences between the two modes of communication, in particular with
respect to length and syntax [Hauptmann & Rudnicky, 1988], the speed and the planning of
utterances, and the nature of the speech acts used [Oviatt & Cohen, 19911. For instance, more
indirectness occurs in spoken dialogues than in terminal dialogues [Beun & Bunt, 19871. In
particular with respect to referential behaviour it was found, when referring to objects for
the first time, that in telephone (spoken) dialogues more requests for identification occur
than in keyboard dialogues [Cohen, 1984]. However, since this study dealt with telephone
dialogues, only linguistic interaction was possible here. To conclude, to enable conclusions
about referential behaviour in multimodal situations to be drawn, research on both spoken
and typed dialogues is needed.

The referential behaviour of participants in spoken task-related dialogues in a situation
designed to mimic the DenK triangle has already been investigated in a previous study
[Cremers & Bean, 1995]. The present paper deals with an empirical study on how humans
refer to objects in a similar type of terminal dialogue. The focus will lie on the type and
amount of information humans use in referential expressions and the use of gestures. The
results of this study will be compared with findings from the previous research on spoken
dialogues based on the differences between the two situations as represented in the DenK
triangle.

In section 2 some results from the previous study on spoken dialogues will be presented
briefly. In section 3 some expectations will be formulated about findings in a corpus of

terminal dialogues, based on the results obtained from the study on spoken dialogues and
findings from the literature. In section 4 the results of checking the expectations in terminal
dialogues will be presented and compared with the spoken dialogues. Finally, in section 5 the

results will be discussed in the framework of DenK and some conclusions will be formulated.
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2 Referential behaviour in spoken dialogues

In a previous study on spoken dialogues [Cremers & Beun, 1995] an experiment was conducted
to investigate the referential behaviour of ten pairs of participating subjects. The set-up of
this experiment is depicted in Figure 2a. The study was designed to mimic the triangular
DenK paradigm and can be described as follows. Two participants were seated side by side
at a table but separated by a screen. To prevent communication other than by speech and
gesturing, only the hands of each were visible to the other participant and then only when
placed on top of the table. One of the participants (the instructor) was told to instruct the
other (the builder) in reconstructing a block building on a toy foundation plate, placed on
top of the table, in accordance with an example provided. In this set-up the role of the
instructor was similar to that of the user and the role of the builder was similar to that of
the cooperative assistant in the DenK triangle. Both participants were allowed to observe the
building domain, to talk about it and to gesticulate in it, but only the builder was allowed
to manipulate blocks. A brief overview of the main results of this experiment will be given
in the subsections which follow.

2.1 The principle of minimal cooperative total effort

In the experiment on spoken dialogues participants were found to adhere to the so-called
principle of minimal cooperatste total effort. This principle expresses the idea that together
the participants try to say (Clark & Wilkes-Gibbs, 1986] and do [Cremers & Ben, 1995j as
little as possible, but just enough to be able to reach mutual agreement that the target
object has been identified. For the speaker this means that he will transfer the least possible
information and also a particular type of information to refer to the target object, so that
it allows the hearer to identify the object by having to consider as few objects as possible.
Consequences of this principle in the spoken dialogues were related to the choice of features
in the referential expressions and the focus of attention of the participants.

The first consequence was that, if possible, speakers preferred to use absolute features

rather than relative features. Absolute features such as the physical feature 'red' are features
that can be understood by considering only the target object. Relative features can only be
understood by also considering other objects or persons that are present. Relative features
may be either implicit or explicit. To understand implicit relative features, such as the
physical feature 'large', other objects have to be considered. To understand explicit relative
features, such as the location feature 'to the right of', other objects have to be identified in
order to permit identification of the target object. Absolute features are consequently easier
to understand than relative features.

The second consequence was that speakers used less information to refer to objects located
in the area of the building domain that was in the current focus of attention of the participants
than to those located outside of this area. As part of the task changes had to be made in
several parts of the block building. If changes are being made in a particular part of the
building the speaker can assume that the focus of attention of both himself and his partner is
directed at this area of the domain. For instance, participants used the referential expression
'the red block' to refer to the only red block within the current focus area, although many
red blocks were present within the domain as a whole. Compared with the situation where
the whole domain is taken into account, this means a reduction of words in the referential
expression for the speaker, and fewer objects for the addressee to consider in order to find
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Figure 2: Experimental set-up for (a) spoken dialogues and (b) terminal dialogues.

the target object.
Furthermore, it was found that participants in choosing the next object preferred to refer

to an object that was in the current focus of attention. This resulted in a larger proportion of
references to objects in focus (68%) than to objects out of focus (32%). In terms of minimal
effort this could be explained as a strategy to make optimal use of the current focus area
before moving on to the next one.

2.2 The process of object reference

In the spoken dialogues there were usually some turn-takings before the participants ar-
rived at the common agreement that the target object had been identified. It was found in
jCremers, 1994] that the number of turns needed was related to the focus of attention. To
reach agreement on the identification of objects located within the current focus area fewer
turns were needed than to refer to objects outside the current focus area (respectively 2.4
(s.d.=0.8) and 3.2 turns (s.d.=l.9)).

3 Terminal dialogues

In this section a description will first be given of the paradigm used for the study of multimodal
terminal dialogues, followed by an overview of the differences between this paradigm and the
previous one on spoken dialogues that was discussed in section 2. On the basis of the findings
from the literature and from the preceding study on spoken dialogues some predictions for
the outcome of this experiment will be formulated in section 3.2.

3.1 The experiment

A second experiment was carried out which was identical to that described in section 2, except
for one important difference, namely that the participants communicated via keyboard and
screen instead of by speech. In the DenK triangle this means that the mode of communication
between the user and the cooperative asssistant is typed natural language. To prevent the
participants from talking to each other instead of typing, they wore headphones to listen to
some background music.2 The experimental setup is depicted in Figure 2b.

2This set-up served its purpose since the 10 pairs of subjects who participated never spoke to each other
at any time during the experiment.
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The change from spoken communication to typed communication has some important
expected consequences for the manner in which object reference can be carried out. First,
the coordination between different modes of communication is expected to be different. In
the spoken modality it is possible to speak and inspect the domain or point at objects in the
domain at the same time. This is not possible in the terminal situation. If a participant is
typing, his attention is directed at the screen and the keyboard, so that he cannot see what is
going on in the block-building process. Also, since his hands are busy typing, he cannot use
them to point at objects in the domain. A second consequence of the change from spoken to
terminal dialogues is that it is more difficult to take turns. To pass the turn on to the partner
a participant had to explicitly press a certain key. Only after he did so was the partner able
to type. If a participant wanted to take his turn to type, he had to ask for it explicitly by
means of a special key, and the partner had to acknowledge the switch of turn by pressing
another key.3

Some expectations as to referential behaviour in terminal dialogues will now be formulated,
based on the consequences of the use of typed communication instead of spoken communica-
tion.

3.2 Expectations for terminal dialogues

3.2.1 Expectations about minimal effort

A general prediction with respect to terminal dialogues that is an effect of the principle of
minimal cooperative total effort is that it normally takes more effort to conduct a terminal
dialogue than a spoken dialogue, due to characteristics of the communicative modalities that
are available. This difference in effort will be reflected in the length of referential expressions,
the features chosen in the referential expressions and the use of gestures.

It is known from the literature (e.g. jOviatt & Cohen, 19911) that written dialogues gen-
erally take longer and contain fewer words than spoken dialogues. These results were also
expected in the present experiment. The latter expectation also follows from the principle
of minimal cooperative total effort. Since it takes more effort to type than to speak, fewer
words will be used when typing. Written dialogues take more time than spoken dialogues
but this increase would probably be even larger if more words were typed. However, the
increase in time is not due only to the increase in effort. It can also be a consequence of
the fact that participants do not feel as pressed for time as in spoken dialogues, so they take
more time to formulate their utterances [Beun & Bunt, 1987). With respect to the use of
referential expressions in terminal dialogues the participants are expected to try to utter the
same information but use fewer words than in spoken dialogues. Probably also more gestures
will be used, in order to compensate for the reduction in words.

With respect to the choice of features, the prediction is that, just as in spoken dialogues,
participants will have a preference for using absolute features. There is no reason to as-
sume that more absolute features will be used in terminal dialogues, since the process of
understanding a referential expression and identifying the referent is the same in both situ-
ations. An effect is, however, expected in the coordination of language and gestures. Since
it is not possible to type and gesture at the same time, pointing gestures accompanied by

3If the participants had been allowed to type at the same time, this would have caused problems for them,
especially since actions in the domain had to be monitored as well. In particular, the order of the turns and
actions would have been less obvious.
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demonstratives are expected to occur less often in terminal dialogues.
As a result of a general reduction in words and an expected increase in the use of gestures,

some of the features that were used in spoken dialogues will have to be replaced by gestures
in typed dialogues. Tentative predictions are that absolute features containing information
that cannot be expressed very easily by gestures (e.g. colour) will continue to be used, but
that the rather verbose explicit relative features will be replaced by gestures.

The reduction of words as a result of the current focus of attention is expected to occur
more often in terminal dialogues than in spoken dialogues. A reduction of words means less
typing and therefore less effort on the part of the participant. However, since the coordination
of typing and inspecting the domain at the same time is difficult in terminal dialogues, it is
expected that participants will easily loose track of the current focus area. This will probably
result in a relatively smaller number of references to objects in focus than in the spoken
dialogues.

3.2.2 Expectations about the process of object reference

In the spoken dialogues it was very easy to react immediately to something the partner said,
resulting in a mean number of turns of 2.7 before mutual agreement was reached that the
target object had been identified. The prediction for terminal dialogues is that the effort to
take turn to type will be so large that in most of the dialogues hardly any verbal turn-takings
will take place. First, this could mean that more information will be given in the first turn, to
avoid having to use more verbal turns. Note that this expectation contradicts the expected
general reduction of words in referential expressions in terminal dialogues. A second possible
consequence is that the reduction in verbal turns will be compensated for by an increase
in non-verbal turns since there is no inherent difficulty in taking turns in gesturing during
terminal dialogues.

There could be a reason for a possible increase in verbal turns as well. This increase could
be a result of the occurrence of more miscommunications during the terminal dialogues, al-
though it is suggested in the literature (see [Cohen, 1984]) that this effect does not exist. A
miscommunication is defined as an event whereby a wrong selection takes place before the
right target object is identified. The expectation of an increase in miscommunications is a
consequence of the expected decrease in words in terminal dialogues. To correct the miscom-
munication and identify the right target object additional turns will be needed. However, if
the expectation about giving more information in the first turn to avoid having to engage in
tedious turn-takings is correct, an increase in miscommunications is not likely to occur.

Finally, it is not clear whether in the terminal dialogues, as in the spoken dialogues, the
number of turns to refer to objects in focus will be lower than those to refer to objects out
of focus. In terminal dialogues, where participants have to divide their attention between
keyboard, screen and domain, it is harder for them to continue focusing their attention on
the current focus area. This could mean that they will not succeed in benefiting from the
focus area as much as the participants in spoken dialogues did. In other words, it is probable
that no difference in the number of turns will occur between in focus and out of focus.

4 Results

In the terminal dialogues a total number of 156 referential acts occurred, which is almost the
same as the number of referential acts found in the spoken dialogues, namely 145. This result

120

DISH, Exh 1030, p. 147
Petitioner Microsoft Corporation - Ex. 1008, p. 2802



Attachment la: Online copy of CMC/95 from a Technishe Universiteit Endhoven We
site

terminal poken

mean length 12 min. 4 min. 47 sec.
mean length (189 words) (729 words)

mean length 7 min. 56 sec. 4 min. 17 sec.
of language (0.4 words/sec.) (2.8 words per sec.)
mean length 4 m. 4 sec. I30 sec.
of actions (34% of total time) (10% of total time)

Table 1: Mean length of terminal and spoken dialogues

is not surprising since both experiments involved exactly the same task and the same objects.
Findings with respect to the principle of minimal cooperative total effort and the process

to reach mutual agreement on identification will now be discussed, and compared with the
spoken dialogues.

4.1 Results concerning minimal effort

4.1.1 Length

Length of the dialogues In the literature it has been stated that, generally speaking,
fewer words are used and more time is needed in terminal dialogues than in spoken dialogues
([Oviatt & Cohen, 19911, [Beun & Bunt, 19871). This was also found in the present study
(see Table 1). The participants took a mean time of 12 minutes to complete the terminal
dialogues, during which time they used 189 words. It took the participants a mean time of
only 4 minutes and 47 seconds to complete the spoken dialogues, but in that time they used
729 words.

However, not all of the time was devoted to typing or speaking. A part of the time was
used to carry out actions as well. The actions carried out were both pointing actions and
manipulations within the domain. In the terminal dialogues, 7 minutes and 56 seconds were
taken for the actual typing, which means that the typing rate was 0.4 words per second.
In the spoken dialogues, 4 minutes and 17 seconds were used for speaking, which yields a
speaking rate of 2.8 words per second.

The figures show that in terminal dialogues a relatively large part of the time was devoted
to actions only, namely 4 minutes and 4 seconds, which is 34% of the time. In spoken dialogues
30 seconds were used for performing actions only, and that is 10% of the total time.

The above results show that, indeed, it takes more time to conduct a terminal dialogue
than a spoken dialogue, under exactly the same conditions. In fact, it takes exactly seven
times longer to type a word than to utter it. Also, the amount of time spent on carrying out
actions is different for the two types of dialogue. In terminal dialogues over three times longer
is spent carrying out actions than in spoken dialogues. Since the task in the two experiments
was exactly the same, this result cannot be explained by a difference in manipulating objects in
the domain. The dissimilarity is therefore probably due to an increase in the use of referential
actions, i.e. pointing or other gestures to indicate an object in the domain.
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length 11 terminal J spoken

0 46% 15%
1 12% 46%
2 15% 16%
3 9% 2%
4 3% 6%

5 3% 6%
mor 12% 9%

T hle 2: Number of content words in referential acts

Length of the referential expressions A more specific hypothesis is concerned with the
length of referential acts used in terminal and spoken dialogues. The prediction was that, since
fewer words are used in terminal dialogues than in spoken dialogues, the length of referential
acts in terminal dialogues would also be shorter. This prediction did not completely prove
true. Although the mean number of content words (i.e. all words except the determiner)
used in terminal dialogues was 1.8 (s.d. = 2.53) , compared to 2.2 (s.d. = 2.69) in spoken
dialogues, this difference does not mean that most references in terminal dialogues were
shorter than in spoken dialogues. First, the standard deviations are too large to show a
clear difference in length between the two types of dialogue. Second, similar percentages
of all lengths of referential expressions occurred in both dialogues, except for the referential
expressions of lengths 0 and 1 (see Table 2). More content-less referential acts, i.e. gestures
or demonstratives or combinations of

these, occurred in terminal than in spoken dialogues (terminal: 46%, spoken: 15%). In
contrast, fewer referential acts containing only one content word occurred (terminal: 12%,
spoken: 46%).

These figures seem to indicate that at times when typists use gestures only, or gestures
accompanied by a demonstrative expression, speakers use one feature, possibly accompanied
by a gesture, and vice versa. Since no large reduction of words in referential expressions
could be demonstrated, the total reduction of words in terminal dialogues must be due to a
reduction of words in the remaining part of the utterances, i.e. the part where the action to
be carried out is expressed.

However, if we do not count the number of words in the referential expressions but the
referential expressions in which features are used a clear difference can be found. In termi-
nal dialogues fewer features (either absolute or relative or both) were used than in spoken
dialogues, namely in 56% and 85%, respectively, of the referential expressions (see Table 3).
This result is mainly due to the fact that in terminal dialogues far more gestures without
any language were used than in spoken dialogues, namely in 44% and 4%, respectively, of
the references. Contrary to expectations, no difference could be found with respect to the
total number of gestures used in terminal and spoken dialogues. In both types of dialogue
the percentage was exactly the same, viz. 53%.

4.1.2 Features and gestures
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__ _ terminal (156) II spoken (145)

+gesture I gesture +gesture -gesture
absolute 9 (6%) 38 (24%) 45 (31%) 43 (30%)
abs.t e 4 % 2 (1%) 2 (1%) 2 (1%)
abs. tirel. 4 (3%) 35 (22%) 7 (5%) 24 (17%)
demonstr. - - 17 (12%) -

gesture only 68 (44%) -5 (4%) -

Total I81 (53%) 75 (47%) [1 76 (53%) 69 (47%)

Table 3: Features and gestures used in terminal and spoken dialogues

Preference for absolute features One of the findings relating to the principle of minimal
cooperative total effort in terminal dialogues is, not surprisingly, that participants do have a
preference for using absolute features rather than relative features, as is shown in Table 3.
Absolute features only were used in 47 cases (30%). In spoken dialogues absolute features
only were used in 88 (61%) of the referential acts. The use of relative features was more or
less the same in both types of dialogue, viz. two (1%) in terminal dialogues and four (2%) in
spoken dialogues. Also, combinations of absolute and relative features occurred equally often
in terminal and spoken dialogues, viz. 39 (25%) and 31 (22%), respectively.

At first sight it may seem surprising that fewer absolute features were used in terminal
dialogues than in spoken dialogues. This seems to weaken the principle of minimal cooperative
total effort. The solution to this problem lies in the use of gestures. If we assume that the use
of gestures only or gestures combined with demonstratives is a means to use less effort, then
the figures for the choice of features in terminal and spoken dialogues become very similar.
For terminal dialogues this would mean that the referential acts which involve the least effort
are those in which gestures only are used plus those in which only absolute feature are used.
These two percentages add up to 74%. In spoken dialogues, summation of the numbers of
referential acts by means of gestures only, gestures plus demonstratives and absolute features
only amounts to 77%.

To summarize, participants both in terminal and in spoken dialogues try to reduce effort
by choosing particular features. However, the choice of features is different in both types of
dialogue. In terminal dialogues relatively more gestures only are used and in spoken dialogues
relatively more absolute features only.

Coordination of typing and gesturing The expectation with respect to the coordination
of typing and gesturing was that in terminal dialogues fewer demonstratives accompanied
by gestures would occur. This indeed turned out to be true. In terminal dialogues no
cases at all occurred, whereas in spoken dialogues this combination occurred in 17% of the
cases. This difference could even be extended to the use of absolute features accompanied by
gestures. In terminal dialogues they were used in 6% of cases, whereas in spoken dialogues
they occurred in 31% of cases. Relative features and combinations of absolute and relative
features accompanied by gestures occurred equally often in terminal as in spoken dialogues.

Type of features and gestures The prediction concerning continuation of the use of
features that cannot be expressed by means of gestures proved correct. In both types of

123

DISH, Exh 1030, p 150
Petitioner Microsoft Corporation - Ex. 1008, p. 2805



Attachment la: Online copy of CMC/95 from a Technishe Universiteit Endhoven We
site

dialogues almost the same percentage of absolute colour features was used (terminal: 100%,
spoken: 97% of the absolute features used). However, there was a difference in the use of
absolute shape features (e.g. 'square'). In terminal dialogues 46% of the absolute features
contained shape information, whereas in spoken dialogues this was the case in only 17%. A
possible explanation for this difference is the fact that in spoken dialogues absolute features
were about 4 times more often accompanied by gestures than in terminal dialogues (terminal:
+gesture 9%, -gesture 46%; spoken: +gesture 36%, -gesture 47%). Since the use of pointing
gestures makes the use of shape information superfluous, this type of information is probably
used less in terminal dialogues. The feature 'colour' is probably so salient that participants
tend to keep on using it, even though the

use of a pointing gesture makes it superfluous.
The use of relative features in both types of dialogues was almost the same (terminal:

1%, spoken: 2%). Although the number explicit relative features in terminal dialogues was
lower than in spoken dialogues (terminal: 23%, spoken: 39%) no clear difference was found.
However, there was a difference in relative features that were used to refer to locations within
the domain. If a location in the domain is indicated this generally takes relatively more
words than if only physical features of objects are mentioned. It could be shown that in
spoken dialogues more relative features were used to refer to locations (91% of the relative
features used) than in terminal dialogues (68%). This suggests that participants in terminal
dialogues tend to avoid these relatively long expressions, and probably point instead.

4.1.3 Focus of attention

In the terminal dialogues 86 out of 156 referential acts were used to refer to objects in the
current focus of attention (55%). The 70 remaining referential acts (45%) were used to refer
to objects outside of the current focus area (see [Cremers & Beun, 1995] for the criteria used
to make this bipartition). Hence, no clear preference for choosing the next object in or out
of the current focus area could be detected, as was the case in the spoken dialogues (68%
in focus, 32% out of focus). This result confirms the expectation and is probably due to a
coordination problem between typing and inspecting the domain.

Among the 86 references used in the terminal dialogues to refer to objects within the
current focus of attention, focus reduction was applied in 20 cases (23% of 86). This percentage
is very close to that found in spoken dialogues, where focus reduction was applied in 27%
of the cases. Our prediction was, however, that in terminal dialogues more cases of focus
reduction would occur owing to a general reduction of words. The result seems to suggest
that this was not the case. However, if we again consider the use of gestures as a means to
reduce effort, some evidence for the truth of the hypothesis can be found.

Participants in terminal dialogues used gestures without any language to refer to objects
in 35 (41%) of the in-focus cases. In spoken dialogues this was done in 13 cases (13%), where
the gesture was accompanied by just a demonstrative. If we add the cases of gesture-related
focus reduction to those where only a verbal reduction took place, the total number of cases
of focus reduction in terminal dialogues becomes 55 (64% of the in-focus cases). In spoken
dialogues the total number of focus reduction then becomes 40 (40% of the in-focus cases).
This suggests that, in the latter interpretation of focus reduction, participants in terminal
dialogues indeed use more reduced information when referring to objects within the focus
area than do participants in spoken dialogues. However, this reduction is due more to the the
use of gestures than to the use of reduced verbal information. An overview of the findings is
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terminal I spoken
(86) 1 (99)

verbal 23% (20) 27% (27)

getur 41%7 (35) 113%7 (13)
Total 64% (55) 1 40% (40)

Table 4: Focus reduction in terminal and spoken dialogues

given in TAble 4.

4.2 Results concerning the process of object reference

4.2.1 Number of turns

In terminal as well as spoken dialogues the mean number of both verbal and non-verbal turns
needed to arrive at the mutual agreement that the target object has been identified is exactly
the same, namely 2.7 (s.d. 1.04 and 1.38, repectively). However, this does not mean that
the process is exactly the same for both types of dialogues. The difference lies in the relative
use of verbal turns and (referential) actions in this process. In terminal dialogues 98 (63%)
of the turns were non-verbal, whereas in spoken dialogues gestures or actions were used only
in 23 (16%) of the turns. No indication was found that more information was given in the
first turn to avoid turn-takings since the mean lengths of first referential acts in terminal and
spoken dialogues were very similar (terminal: 1.8, spoken: 2.2) and even shorter in terminal
dialogues.

With respect to the number of turns necessary to refer to objects in or out of focus a
difference between spoken dialogues and terminal dialogues was found. In spoken dialogues
more turns were needed to refer to an object out of focus (3.2) than to one in focus (2.4),
whereas no difference could be found in terminal dialogues (both 2.7). This confirms our
expectation that participants in terminal dialogues do not benefit very much from the focus
area, probably due to coordination problems between typing and inspecting the domain.

4.2.2 Miscommunications

One of the expectations presented in section 3.2.2 was that in terminal dialogues more turns
due to miscommunications would occur, since participants use fewer words to refer to objects.
In the preceding section it was shown that no difference in the mean number of turns between
terminal dialogues and spoken dialogues occurred. This means that, if more miscommunica-
tions occurred, they did not increase the mean number of turns significantly. The results of
analysing the occurring miscommunications is given in Table 5.

In terminal dialogues miscommunications occurred in 25 (16%) of the cases before iden-
tification took place. In spoken dialogues only six (4%) of the first references to objects in
the domain were initially misunderstood. These miscommunications were found to be due
mainly to misunderstandings related to focus (in five cases, 83%). The one remaining case
(17%) was due to a mistake made by the speaker.

In the terminal dialogues 13 (65%) of the misunderstandings were in some way related
to focus. In four cases (16%) mistakes were made by either one of the participants. In the
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terminal spoken

Total 25 (16%) 6 (4%)
focus 13 (65%) 5 (83%)
mistake 4 (16%) 1 (17o)
detennner 8 (19%)
focus-t 13 (77%) 5 (83%)

Table 5: Miscommunications in terminal and spoken dialogues

remaining eight cases (19%) the misunderstanding was a result of confusion as to whether
a new object should be introduced or the referential act was meant to refer to an object in
the domain. These confusions were directly related to the fact that the typists did not add
any determiner to the referential expression. This is a clear consequence of the modality of
communication that was used. In order to type as few words as possible, typists omitted
determiners thereby leading to a misunderstanding.

Since the latter group of misunderstandings was a direct result of the available modalities
of communication, they can be omitted from the comparison between terminal and spoken
dialogues. The percentage of misunderstandings due to focus then becomes 77% (13 out of
17 cases), which is close to the 83% found in spoken dialogues.

To summarize, more or less the same percentage of focus-related misunderstandings oc-
curred in terminal dialogues as in spoken dialogues. However, the total percentage of misun-
derstandings in terminal dialogues was greater since more misunderstandings occurred due
to mistakes and, most importantly, due to omitting the determiner in the description. This
result stresses the importance of determiners that provide information about the accessibiIity
of the referent (see [Piwek & Cremers, 1995]).

5 Discussion and conclusions

The differences between the uses of referential expressions and gestures in terminal and spoken
dialogues can be explained to a large extent by the differences in the respective experimental
paradigms as illustrated by the DenK triangle.

A direct consequence of the change from spoken to typed communication is the length
of the referential expressions used. Since it takes more effort to type than to speak, fewer
words were used in referential expressions in terminal dialogues than in spoken dialogues.
However, since the difference was not very great, the largest reduction of words occurred in
the non-referential parts of the utterances. Furthermore, it could not be demonstrated that
participants in terminal dialogues used fewer gestures than those in spoken dialogues. The
total number of gestures was the same although the distribution over accompanying features
was different. However, these results may be domain-dependent since objects that are more
difficult to describe are expected to be pointed at more often.

The difference in the distribution of gestures was a direct consequence of the problematic
coordination of verbal and non-verbal information in terminal dialogues. Since it was not
possible to gesture and type at the same time, hardly any occurrences of short referential
expressions, such as demonstratives or absolute features only, were found. In spoken dialogues
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the demonstratives and absolute features that accompanied gestures can be said to have the
function of either attracting the attention of the partner to look at the domain or keeping
the conversation flowing by avoiding silences. In terminal dialogues the latter function is
not very prevalent since the time pressure is not so great there (see tBeun & Bunt, 1987]).
Participants in terminal dialogues lost the possibility to apply the former function, i.e. to
attract attention. However, these participants were observed to point with more emphasis,
i.e. repeatedly or for a longer period than participants in spoken dialogues did. This emphasis
can be interpret

ed as a means to make sure that the partner has observed the gesture.
A second consequence related to the coordination of modalities was the fact that typing

and simultaneously inspecting the domain was difficult. This resulted in difficulty in keeping
track of the current focus area. This difficulty was reflected in the same number of references
to objects in focus to objects out of focus, compared to this distribution in spoken dialogues
where far more references to objects in focus occurred.

As a consequence of the difficulty in changing turns in terminal dialogues fewer verbal
turns took place. However, the loss of verbal turns was compensated by more non-verbal
turns. There was no indication that more information was given in the first utterance to try
to avoid having to use more turns. However, this could be a consequence of the relatively
simple objects used in the experiment. It was probably not necessary to use more words to
indicate a certain object unambiguously. Although more miscommunications occurred in an
absolute sense, they did not affect the mean number of turns used to reach common agreement
that the target object had been identified.

The differences between terminal and spoken dialogues were all found to be based on
the principle of minimal cooperative total effort. In a situation where different modalities of
communication are available which have different characteristics and possibilities, other means
have to be found to minimize effort. The main change with respect to spoken dialogues was
in the use of gestures to refer to objects. In both spoken dialogues and terminal dialogues
the same numbers of gestures were used, although they were used at different moments. At
moments where participants in spoken dialogues used limited information, participants in
terminal dialogues tended to use more pointing gestures.

.From these findings some implications can be drawn for the design of a multimodal
interface, such as the DenK interface. First, in our domain we did not find a large reduction of
words in referential expressions, but we did find a large reduction in the rest of the utterances,
i.e. in the part were the action that has to be carried out is formulated. Further research
should be conducted to figure out whether this reduction causes more or other types of
miscommunications.

In the design of a multimodal interface special attention should be devoted to the coordi-
nation of verbal and non-verbal information. Procedures should be developed to make links
between verbal expressions, especially longer ones, and gestures that are meant to refer to the
same objects but do not occur at the same time. This is necessary in order to avoid confusions
about whether in these cases only one object or two separate ones are being referred to.

In terminal dialogues participants apparently did not make use of the current focus area
as often as participants in the spoken dialogues, but reduced expressions referring to objects
in the current focus area still occurred regularly. This means that the interface should adopt
a notion of focus area in order to enable these expressions to be understood.

Finally, the interface should allow users to change turns quickly since almost the only type
of feedback that was provided in the terminal dialogues consisted of gestures or actions in the

127

DISH, Exh 1030 p 154
Petitioner Microsoft Corporation - Ex. 1008, p. 2809



Attachment la: Online copy of CMC/95 from a Technishe Universiteit Endhoven We
site

domain. It is probably easier for the interface to understand verbal feedback than to have
to analyse the meaning of the gestures and actions. However, provisions should be made for
listing the verbal and non-verbal turns in a convenient way so that no confusions will arise
because the correct order of the turns is unclear.
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Abstract

This paper investigates the linguistic and modal aspects of responses made by subjects
in a Wizard of Oz experiment to clarification requests made by the "Wizard." English-
speaking "clients" participating in a task-oriented cooperative dialogue with Japanese-
speaking "agents" were asked to clarify utterances that were complex or lengthy. The
discourse, syntactic, and modal structures of these clarifications are examined. While
linguistic factors ae charaterizable as "reducing' and "converging," media use in these
responses does not exhibit a clear pattern. Implications ae drawn for future investi-
gations into the use of multimedia configurations and for the integration of multimedia
technologies in automatic speech processing.

Key words: multimedia communication, automatic machine translation, Wizard of Oz
experiment, bilingual cooperative dialogue.

1 Overview

Natural language processing systems axe beginning to approach the difficult goal of handling
unconstrained spontaneous speech. One way to improve the performance of such systems
in this context is to supplement their processing capabilities with multimedia technologies
designed to lessen the burden on the processing system. But the optimal configuration of
supplemental media is not yet well understood; even less clear is the nature of the speech
behavior we can expect from humans using multimedia speech processing systems. One thing
is clear, however, from earlier work [1]: completely unconstrained spontaneous speech is likely
to be too difficult to process entirely automatically for some time. Systems will have to be
able to request, and receive, clarifications of users' utterances [2,3].

This work reports on a Wizard of Oz experiment in which English-speaking and Japanese-
speaking subjects took part in a cooperative, task-oriented dialogue via a supposed "automatic
machine translation system," (i.e., the Wizard), in two communication conditions: telephone-
only and multimodal (MM), using the Environment for MultiModal Interaction (EMMI)
designed and built at the Advanced Telecommunications Research Institute in Kyoto, Japan
(ATR) [4]. It examines English-speaking subjects' clarification utterances and describes the
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ways in which these speakers accommodated, both linguistically and modally, to breakdowns
in the "machine's" understanding.

There are a number of reasons why the nature of this behavior should be of interest. Most
superficially, the fact that automatic processing systems dealing with spontaneous speech
currently perform less than perfectly implies that requests by the machine for clarification
from the human are a necessary feature of such systems. Knowledge of what strategies
speakers are apt to employ in their clarification utterances can be used to enhance the ability
of the processing system both to interpret the clarification itself and to situate it in the
ongoing discourse. If we can specify a consistent and predictable relationship between the
discourse, syntactic and lexical structures of pre- and post-clarification request utterances,
we can use even partial information from the processing of the initial utterance to process
the clarification utterance, increasing our chances of characterizing the speaker's contribution
correctly.

Further, an examination of pro- and post-repetition request utterances reveals what modifica-
tions speakers can be expected to make voluntarily to instances of communication breakdown.
We conjectured that speakers might slow their speaking rate, use fewer words, repeat a high
percentage of words, or speak more fluently after a request for repetition. If this is the case,
then, constraints that must be built into the communication environment so that the system
can handle spontaneous speech more effectively can exploit these types of modifications either
explicitly, through instruction, or implicitly, through discourse context [1]. It seems likely that
encouraging those strategies that come naturally to speakers will be a more effective way to
modify their communication behavior than trying to exploit strategies which are unfamiliar
or, worse, difficult to carry out.

The investigation of these strategies in the context of a multimedia communication environ-
ment adds one further dimension to these issues. Does the availability and use of non-speech
media have an effect on subjects' use of strategies that can lead to more easily processed
spontaneous speech?

Finally, the nature of these accommodations is indicative of the aspects of speech behavior that
speakers themselves feel generate "standard," understandable language. Studying speakers'
responses to requests for clarification is similar to gaining an understanding of language by
studying language pathologies such as stuttering or aphasia, or by examining disfluencies such
as false starts or repairs.

While the latter is an interesting line to pursue, here we will focus on the more practical issues
outlined above. That is, what is the relationship between the linguistic and modal behavior
of speakers before and after repetition requests? What strategies do speakers use to modify
their input in cases of communication breakdown? And finally, what are the implications of
these results for automatic processing of spontaneous speech?

2 Methods

Twenty subjects, ten native speakers of American English and ten native speakers of Japanese,
took part in the experiment. The English-speaking subjects, acting as "clients," were in-
structed that their task was to get directions to a specific place (the site of a conference
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they were supposedly attending) and to make a hotel reservation, by engaging in a cooper-
ative dialogue with the Japanese-speaking "conference agents." All subjects were told that
their speech would be translated by "ASyST," supposedly an "Automatic System for Speech
Translation" which had been developed at ATR.

The "Wizards" for the experiment were experienced interpreters; a native American En-
glish speaker translated from Japanese to English and a native Japanese speaker translated
from English to Japanese. These "Wizards" modulated their speech to be as monotonic
and syllable-timed as possible, simulating the layman's impression of computer speech. The
speech of both interpreters was passed through a Technics Mic Mixing Amplifier SH-3026
in order to make it sound more "machine-like" to the subjects. Each person taking part in
the experiment, i.e., the two interpreters, the "client," and the "agent," could hear all of the
speech produced by every other person. No subject indicated any doubt that his or her speech
was being translated by a machine.

None of the subjects knew one another, nor were they at all familiar with EMML. The subjects
were told that they were to enact the experiment scenario twice, once via telephone and once
via the multimedia interface. Five agent-client pairs participated in the telephone condition
first; five used the multimedia set-up first.

In the MM condition, subjects sat in front of a NeXT computer monitor, with touchscreen,
keyboard, and mouse. On the screen appeared a video image of the person with whom they
were talking, a field for typing in written input, and an area in which several different maps
or the hotel reservation form could be displayed by the agent. Subjects could draw on the
map by dragging with the mouse or by hand, could type on the keyboard (activating the
field by mouse or hand), or could use speech to communicate. Subjects were encouraged to
practice with the drawing and typing capabilities of EMMI until they felt comfortable, and
those acting as agent were thoroughly instructed in the information they had available to
impart to the client.

In the telephone condition, subjects spoke into standard telephones. In both conditions,
subjects wore Sennheiser HMD 410 headsets with microphone (one ear piece was turned up
to allow for the telephone handset in the telephone condition).

An experimenter monitoring the conversations instructed the Wizards to ask the subjects to
repeat an utterance during the course of the experiment when it was especially long, disfiuent,
or complex. These utterances by the Wizards, called "repetition requests" (RR), were usually
of the form "Please repeat" for English1 . This paper examines the clients' responses to these
requests, and compares them with the initial utterances that provoked the requests.

Acoustic speech data was recorded on digital audio tapes using a SONY DAT deck, DTC-
77ES. The acoustic tapes of the experiment sessions were transcribed, including notations for
false starts; filled pauses such as "ah" and "uhum;" non-speech noises such as deep breaths
or lip smacks; and simultaneous speech. The ten conversations comprised more than 12,600
words in over 1900 turns. There were 161 turns flanking requests for repetition; pre-RR
utterances contained 2100 words; post-RR utterances contained 1580 words.

'Occasionally, the "Wi.rd" said "please speak slowly." These cases have been included in the analysis
below when subjects in fact changed their utterances beyond merely slowing their speech. They have been
excluded, however, from analyses involving speaking rate.
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Lee, Joseph Mariani, Mark Maybury, Paul Mc Kevitt, Rob Nederpelt, Kees van

Overveld, Ray Perrault, Donia Scott, Wolfgang Wahlster, Bonnie Webber, and
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and the Organization for Cooperation among Universities in Brabant (SOBU)

for their grants that made the conference possible.

January 1998 Harry Bunt
Robbert-Jan Beun
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Multimodal Maps: An Agent-Based Approach

Adam Cheyer and Luc Julia

SRI International
333 Ravenswood Ave

Menlo Park, CA 94025 - USA

Abstract. In this paper, we discuss how multiple input modalities may
be combined to produce more natural user interfaces. To illustrate this
technique, we present a prototype map-based application for a travel
planning domain. The application is distinguished by a synergistic com-
bination of handwriting, gesture and speech modalities; access to exist-
ing data sources including the World Wide Web; and a mobile handheld
interface. To implement the described application, a hierarchical dis-
tributed network of heterogeneous software agents was augmented by
appropriate functionality for developing synergistic multimodal applica-
tions.

1 Introduction

As computer systems become more powerful and complex, efforts to make com-
puter interfaces more simple and natural become increasingly important. Nat-
ural interfaces should be designed to facilitate communication in ways people
are already accustomed to using. Such interfaces allow users to concentrate on
the tasks they are trying to accomplish, not worry about what they must do to
control the interface.

In this paper, we begin by discussing what input modalities humans are
comfortable using when interacting with computers, and how these modalities
should best be combined in order to produce natural interfaces. In Sect. 3, we
present a prototype map-based application for the travel planning domain which
uses a synergistic combination of several input modalities. Section 4 describes
the agent-based approach we used to implement the application and the work on
which it is based, In Sect. 5, we summarize our conclusions and future directions.

2 Natural Input

2.1 Input Modalities

Direct manipulation interface technologies are currently the most widely used
techniques for creating user interfaces. Through the use of menus and a graphical
user interface, users are presented with sets of discrete actions and the objects
on which to perform them. Pointing devices such as a mouse facilitate selection
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of an object or action, and drag and drop techniques allow items to be moved
or combined with other entities or actions.

With the addition of electronic pen devices, gestural drawings add a new
dimension direct manipulation interfaces. Gestures allow users to communicate

a surprisingly wide range of meaningful requests with a few simple strokes. Re-
search has shown that multiple gestures can be combined to form dialog, with
rules of temporal grouping overriding temporal sequencing (Rhyne, 1987). Ges-
tural commands are particularly applicable to graphical or editing type tasks.

Direct manipulation interactions possess many desirable qualities: commu-
nication is generally fast and concise; input techniques are easy to learn and
remember; the user has a good idea about what can be accomplished, as the vi-
sual presentation of the available actions is generally easily accessible. However,
direct manipulation suffers from limitations when trying to access or describe
entities which are not or can not be visualized by the user.

Limitations of direct manipulation style interfaces can be addressed by an-
other interface technology, that of natural language interfaces. Natural language
interfaces excel in describing entities that are not currently displayed on the
monitor, in specifying temporal relations between entities or actions, and in
identifying members of sets. These strengths are exactly the weaknesses of di-
rect manipulation interfaces, and concurrently, the weaknesses of natural lan-
guage interfaces (ambiguity, conceptual coverage, etc.) can be overcome by the

strengths of direct manipulation.

Natural language content can be entered through different input modalities,
including typing, handwriting, and speech. It is important to note that, while
the same textual content can be provided by the three modalities, each modality
has widely varying properties.

) - Spoken language is the modality used first and foremost in human-human
interactive problem solving (Cohen et al., 1990). Speech is an extremely fast
medium, several times faster than typing or handwriting. In addition, speech

input contains content that is not present in other forms of natural language
input, such as prosidy, tone and characteristic-s of the speaker (age, sex,
accent).

- Typing is the most common way of entering information into a computer,
because it is reasonably fast, very accurate, and requires no computational
resources.

- Handwriting has been shown to be useful for certain types of tasks, such as
performing numerical calculations and manipulating names which are dif-
ficult to pronounce (Oviatt, 1994; Oviatt and Olson, 1994). Because of its

relatively slow production rate, handwriting may induce users to produce
different types of input than is generated by spoken language; abbrevia-

tions, symbols and non-grammatical patterns may be expected to be more

pTevalent amid written input.
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2.2 Combination of Modalities

As noted in the previous section, direct manipulation and natural language seem
to be very complementary modalities. It is therefore not surprising that a number
of nmultimodal systems combine the two.

Notable among such systems is the Cohen's Shoptalk system (Cohen, 1992),
a prototype manufacturing and decision-support system that aids in tasks such
as quality assurance monitoring, and production scheduling. The natural lan-
guage module of Shoptalk is based on the Chat-85 natural language system
(Warren and Perreira, 1982) and is particularly good at handling time, tense,
and temporal reasoning.

A number of systems have focused on combining the speed of speech with the
reference provided by direct manipulation of a mouse pointer. Such systems in-
clude the XTRA system (Allegayer et al, 1989), CUBRICON (Neal and Shapiro,
1991), the PAC-Amnodeus model (Nigay and Coutaz, 1993), and TAPAGE (Faure
and Julia, 1994).

XTRA and CUBRICON are both systems that combine complex spoken
input with mouse clicks, using several knowledge sources for reference identifica-
tion. CUI3RICON's domain is a map-based task, making it similar to the applica-
tion developed in this paper. However, the two are different in that CUBRICON
can only use direct manipulation to indicate a specific item, whereas our sys-
tem produces a richer mixing of modalities by adding both gestural and written
language as input modalities.

The PAC-Amnodeus systems such as VoicePaint and Notebook allow the user
to synergistically combine vocal or mouse-click commands when interacting with
notes or graphical objects. However, due to the selected domains, the natural
language input is very simple, generally of the style "Insert a note here".

TAPAGE is another system that allows true synergistic combination of spo-
ken input with direct manipulation. Like PAC-Amodeus, TAPAGE's domain
provides only simple linguistic input. However, TAPAGE uses a pen-based in-
terface instead of a mouse, allowing gestural comnands. TAPAGE, selected as a
building block for our map application, will be described more in detail in Sect.
4.2.

Other interesting work regarding the simultaneous combination of handges-
tures and gaze can be found in Bolt (1980) and Koons, Sparrell and Thorisson
(1993).

3 A Multimodal Map Application

In this section, we will describe a prototype map-based application for a travel
planning domain. In order to provide the most natural user interface possible, the
system permits the user to simultaneously combine direct manipulation, gestural
drawings, handwritten, typed and spoken natural language. When designing the
system, other criteria were considered as well:
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Contexts in dialogue

Tijn Borghuis

Department of Mathematics and Computing Science Eindhoven University of

Technology

P.O. Box 513, 5600 MB Eindhoven, The Netherlands
e-mail: tijn0win.tue.nl

Abstract

This paper shows how the modal type theory developed in [Borghuis 1994] can be
used in formalizing communication. Based on the idea that the information states of the
participants in a dialogue can be represented as a type theoretical context ((Ahn 1992]),
the paper argues that in modal type theory an incremental representation of the content of
the utterances in a dialogue can be brought together with a formal description of the effects
of the pragmatic force of these utterances. To illustrate this I propose a formal procedure
representing the update of the information state of a hearer by a declarative utterance
of the speaker. This proposal combines existing work on discourse representation in type
theory {IAhn and Kolb 1990]) with existing work on epistemic pragmatics (IThijsse 19921)
in the framework of a modal typed A-calculus.

Key words: type theoretical contexts, Discourse Representation Theory, epistemic prag-
matics, modal type theory.

1 Introduction: contexts as growing information states

In [Ahn 19921 a type theoretical approach to the formalization of communication is proposed.
This approach, which is one of the fundaments of the DenK-project ([Bunt et al. 1995j),
has as its central idea that the information state of an agent (animate or inanimate) can be
modelled by a type theoretical context. In this view, the assertions that make up an agent's
information state are represented as statements of the form A : B, where the type (B) of
a statement corresponds to an assertion of the agent and the term (A) inhabiting the type
corresponds to the 'justification' or 'evidence' the agent has for this assertion. In general, the
information state of an agent will not contain a complete (or even accurate) description of the
world: an agent may be uncertain about some propositions and unaware of others. Since the
information state is incomplete, it may 'grow' as the agent learns more about the world. This
growth can be modelled by appending statements representing the new information to the
context representing the agent's information state. One source of growth is communication
between agents, and [Ahn 1992] sketches a perspective under which dialogue can be viewed
type theoretically as an exchange of information between (growing) contexts.

Against the background of Ahn's ideas, I construct a procedure for a particular instance
of information growth in dialogue: the 'update' of the information state of a hearer-agent
by a declarative utterance of a speaker-agent. The object of this exercise is to show that
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in an extension of type theory ('modal' type theory) two aspects of the formalization of
communication that are usually studied separately can be brought together: the incremental
growth of the hearer's information state by the content of the speaker's dialogue contributions,
and the effect of the pragmatic 'force' of an utterance on the hearer's information state.
Both aspects are treated by means of existing work, respectively the translation of Discourse
Representation Theory to type theory in [Ahn and Kolb 1990], and the epistemic analysis of
the Gricean maximes in [Thijsse 1992].

I formulate this update in a simple dialogue situation involving two agents, a speaker
(S) and a hearer (H). Since the effect of a single utterance of the speaker is considered,
the agents have fixed roles: the speaker speaks, and the hearer listens. The information
states of speaker and hearer are represented as type theoretical contexts. Such a context
contains declarations of all entities that the agent assumes to exist, and of all assertions (along
with their proofs) that he holds about the world. It also contains statements declaring the
'vocabulary' (predicates, functions, sets) in which these assertions are formulated. Assuming
that these statements denote concepts that are somehow related to words in the language,
agents speaking the same language must share a considerable amount of this vocabulary to
make communication possible.

When large discrepancies between the vocabularies of the dialogue participants exist,
misunderstandings will arise. In this paper I want to abstract from such misunderstandings,
and hence simply make the participants' information states before the dialogue (their ini-
tial contexts) isomorphic, by assuming that they contain the same vocabulary. Under this
assumption, the initial context of agents can only differ in the elements and proofs'. This
means that speaker and hearer may be able to prove different assertions about the world,
and may have different justifications for the same assertion. Similarly, they may be familiar
with different elements of a given set ('individuals'), or differ in the sets that are inhabited
for them.

2 Discourse Representation Theory in type theory

The Discourse Representation Theory (DRT) of Hans Kamp ([Kamp 1981]) is a formal method
for constructing representations for texts (sequences of sentences) in three steps. Starting
from the sentences in the discourse a 'Discourse Representation Structure' (DRS) is gen-
erated, processing them 'from left to right' by means of 'DRS-construction rules'. These
structures are then interpreted in a model through a truthful embedding. I shall not go into
the construction nor into the embedding of DRSs, since our main concern is the relation of
(already constructed) DRSs to type theory. In [Ahn and Kolb 1990] a formal translation is
given from DRSs into type theoretical contexts: each DRS corresponds to a 'segment'. Using
this translation, the growth of the information state of an agent interpreting a text can be
modelled by the extension of the context representing the agent's information state with the
segment representing the text.

Ahn and Kolb do not give a direct translation of the two-dimensional representations
into type theoretical contexts. They use an intermediate sequential format in which DRSs
are written in the following form: rl,... r,,, E,... ,E,, where (ri,...,r) are the discourse
referents and the 'entries' El,..., E, are of one of the following three forms:

'In type theory one can distinguish syntactically between vocabulary on the one hand and proofs and
elements on the othez.
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" atomic condition, n-ary predicate applied to a number of discourse referents,

* a complex condition D1 * D2, where D, and D2 are DRSs,

* a link [R = NJ or (R = R'J, where R and R' are discourse referents, and N is a name in
the model.

Given such a sequential representation of a DRS, Ahn and Kolb propose the following
translation of DRSs to type theoretical contexts- a sequence of the general form rl,...,
E1,.. ., E translates to a 'segment' of the general form ri : entity, . .. , r, entity,
y, : E 1,... , y, : E,. The discourse referents are translated directly into variables. This is in
line with the intuition that set variables act as 'pointers', they make an object of a certain
type available to the reasoner, Since DRT has no typing (properties are attributed to the
referents via predication), all discourse referents are given the same (neutral) type 'entity'.

Entries are assertions, and as such translated as terms of type Prop. They get a fresh
variable (yl,... , y,) assigned as their proof term; the entries represent the content of the
discourse, not its justification. The three kinds of entries are accommodated type theoretically
as follows. Atomic conditions are an n-ary predicate applied to a number of referents. These
are translated to statements P(rl,... , r,) : Prop. Complex conditions are of the form D1
D2. Roughly speaking, they are translated as a (series of) H-abstraction(s) connecting D, to
(part of) D2. I illustrate this by means of the infamous donkey sentence 'Every farmer who
owns a donkey beats it'. For this sentence, the segments corresponding to D, and D2 are

D1 : U: entity, v :entity, p, : farmer(u),p2 : donkey(v),p 3 : owns(u,v)
D2 : u : entity,v : entity,pl : farmer(u),p2 : donkey(v),p& owns(u,v),p 4
beats(u, v).

The sequence u, v, (farmer(u), donkey(v), owns(u, v) =* beats(u, v)) (D1 = D2) is translated
into the statement z : (Hu : entity.lIv : entity.1lpi : farmer(u).lp2 : donkey(v).llps :
owns(u, v).beats(u, v)), where the fls abstract over the elements of the segment corresponding
to D1, and the body of the abstraction is the D2-segment minus the statements that are also in
the D1-segment (and z is a fresh variable). This abstraction is the proof theoretical reflection
of the semantical idea that D =* D2 turns any assignment satisfying D, into an assignment
satisfying D2. An interpreter who already has entities (x, y) in his context as well as proof
that these entities are respectively a farmer and a donkey (P5 : farmer(x),p6 : donkey(y))
and that x owns y (p : owns(x, V)), can derive a term z(x,, ps,p,p) proving 'x beats y'
(beats(x,y)) by applying all this information to the type theoretical translation of D, #- D2.
Links are expressions of the form R = ' or R = N, which 'link' a discourse referent R to
another discourse referent (') or a name in the model (N). They can be expressed type
theoretically as y: (R = ') or y: (R = N)2.

3 Epistemic pragmatics

Reasoning about information states of (other) agents plays an important role in communi-
cation. For instance, in an information dialogue it is not cooperative to ask your dialogue
partner something you already know, or to ask him a question you know he cannot answer.

2 Where '=' abbreviates the Leibniz-equality that is definable in the type system used here.
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A famous attempt to codify 'cooperative' behaviour in dialogue was made by Grice (see for
instance [Grice 19891). He begins his top-down development of dialogue behaviour rules by
stating the

Cooperation principle Make your conversational contribution such as is required, at
the stage at which it occurs, by the accepted purpose or direction of the talk exchange
in which you are engaged,

Starting from this principle, Grice discerns four categories of rules for dialogue behaviour
('maxims'), each characterized by a 'super maxim' of which the most important one is:

Quality Try to make your contribution one that is true

This general advice is then specified further in two maxims:

Belief Do not say what you believe to be false.

Evidence Do not say something for which you lack sufficient evidence.

In [Thijsse 1992J, the 'epistemic force' that is attributed to (declarative) utterances through
the quality maxims is analyzed in terms of epistemic/doxastic logic; propositional logic ex-
tended with modal operators 'K.', signifying 'agent x knows that ... ', and 'B,', meaning
'agent x believes that ... '. This analysis results in the following proposal for an 'utterance
rule'.

UTT x :' ' =4 B2 K2 '.

If an agent (x) utters the proposition V (x :%p') he should believe to know that W, W should be
a true justified belief of his. An important benchmark in the epistemic analysis of the quality
maxims are Moore's paradoxes (cf. [Moore 1912]), sentences about self-belief of the kind

(1) p, but I do not believe that p: p A -'Bip

(2) p, but I believe that not p: p A Bi-ip

The puzzling thing about these sentences is that although they are logically consistent (the
logical translations given above have verifying models), they are absurd to utter. In [Hintikka
19621 a similar example involving self-knowledge is given

(3) p, but I do not know whether p: p A -iKip A -,Kj-p.

The peculiarity of these 'Moore-sentences' can be formally demonstrated after the applica-
tion of UTT to their logical translations: the resulting formulas are inconsistent in epis-
temic/doxastic logic.

Moore-sentences are not only strange to utter, they are also strange to hear. The analysis
of the epistemic force of utterances should account for this in terms of the effects of an
utterance on the information state of the hearer. In general a hearer need not be convinced
of what the speaker says, but it seems reasonable to assume that the hearer is convinced that
the speaker is convinced of what he says. Thijsse calls this effect 'epistemic transfer', and he
extends his proposal accordingly with the following rule describing this effect of uttering a
proposition (p) by the speaker (x) on the hearer (y):
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epistemic transfer x :' ' = BKB BK.s

The combination of modal operators in front of p shows that the hearer is as sure of the
utterance of the speaker, BHKH(BsKsP), as the speaker is of the proposition he utters,
BsKs(o). In other words, the rule UTT is available to the hearer and is internalized by him.
Under epistemic transfer the logical translations of the Moore-sentences are again inconsistent
in the epistemic/doxastic logic, showing that their utterance is also strange from the hearers'
point of view.

The epistemic/doxastic system used by Thijsse is a combination of the logic KT4(..) for
the knowledge-operators of the agents and the logic KD4(m,) for their belief-operators 3. This
means that in the resulting system the principles K and 4 hold for both knowledge and belief.

K K(w D 7k) D (Kay D K4Q), B(p D ') D (B. , D Bat)

4 Kr,9 D K.K.'P, B. 9 DB.B.(p

K states that every agent (a) knows the logical consequences of his knowledge and believes
the logical consequences of his beliefs, 4 is the principle of 'positive introspection': if an
agent knows something, Kap, he knows that he knows it, KaK.oO. Similarly, if he believes
something, he believes that he believes it. The difference between knowledge and belief is
reflected in the following two axioms:

T KyDy D B.tpOD B.,'p

T expresses the 'veracity' of knowledge: if an agent knows something (Kso), it has to be
the case (p). This is too strong for belief, since beliefs can be mistaken. Hence the weaker
principle D, stating that belief must be consistent: an agent cannot believe a proposition
(B o) and its negation (Bc-yp) at the same time. The logics of knowledge and belief are
related by the axiom

FK K, D Bv,

which expresses that an agent believes every proposition that he knows to hold.

4 The Modal Pure Type System AGPRED2

The formal framework in which I want to combine discourse representation and epistemic
pragmatics is the Modal Pure Type System (MPTS) IOPRED2. This system is a modal
extension of the well-known Pure Type System (PTS) APRED2 in [Barendregt 1992], which
corresponds closely to second order intuitionistic predicate logic (see [Geuvers 1993j).

Essentially, the difference between PTSs and MPTSs is that in MPTSs information (propo-
sitions) can be marked with operators (modalities) indicating what kind of information it
is ('knowledge', 'belief', etc.), and that MPTSs allow additional structure in contexts. In
MPTSs, one can, at any moment, create an additional separate part of the context (called
'subordinate context', marked by ' ') into which only information of a certain kind may
be transferred, for instance propositions which are registered in the context as 'known by

3These are multi-agent versions of basic modal logics to which a formal introduction can be found in [Chelas
10801.)
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agent B'. In this subordinate context one can then reason with the information under the
usual type theoretical inference rules to draw new conclusions. These conclusions can then be
put back into the original context prefixed with the appropriate label ('known by B'), after
which the subordinate context is removed. Using subordinate contexts, the type theoretical
representation of the information state of an agent can be temporarily 'partioned' according
to (syntactic) criteria determined by the rules for transferring information from a context to
its subordinate context, the so-called 'import' and 'export rules'.

Since MPTSs are a well-behaved extension of PTSs, see [Borghuis 1994], the work of [Ahn
and Kolb 1990] on DRT remains valid in ACOPRED2. The epistemic/doxastic system used
in [Thijsse 1992] can be interpreted in AOPRED2 if the following modal rules4 are adapted.
For knowledge:

G F- M:K~O:Prop KCMGaKe F- M.uV:Prop( K import) G 3K k : (p (K export) a

C at a Gt~c F- k35M:K~

G F M:Kap:Prop GiagE F M: 9p:Prop
(4 import) Glt - 4fM: K. (Texport) G F tM -

For belief:

C F- M:B 0':Prop GOD e I- M:rp:Prop
(K import) G H M (K export) G H D FM:B:r

a 1 , F BM : G - k9M : B~v

G 4 M:B.yp:Prop D ' GD> EF M:cV:Prop

(4import) Gfp e F- qM:Kp (Dexport) GH a i:-nBem

These derivations rules in ACPRED2 correspond to the axioms of the same name in the
previous section. The axiom (FK) relating knowledge and belief corresponds to the rule:

G F M:Ka~p:Prop
(FK import) G C M : H KPrM

Since epistemic/doxastic logic in which UTT and epistemic transfer 'live' can be accom-
modated in an MPTS, the derivations made by speaker and hearer based on these rules have
a counterpart in modal type theory. What remains to be done is incorporating the 'modal-
ization' of uttered propositions prescribed by these pragmatic rules in a procedure for adding
type theoretical representations of utterances to the context of the hearer.

5 Adding declarative utterances

In this section, the ingredients presented separately above are combined into a procedure for
adding declarative utterances to the information state of the hearer.

Starting from a declarative utterance of the speaker, a type theoretical representation of
its content can be obtained by taking what the speaker says (the sentences used) to he a
discourse. For this discourse a DRS can be constructed, which is turned into a segment,

4 For a complete specification of MPTSs, and fbrma description of their relation to modal logics the reader
is referred to [Borghuis 1994J.

42

DISH, Exh. 1030, p. 71
Petitioner Microsoft Corporation - Ex. 1008, p. 2833



Attachment la: Online copy of CMC/95 from a Technishe Universiteit Endhoven We
site

r, :entity,... ,r, : entityy 1 : Ey,. .. ,Y : E,,, via the 'Ahn and Kolb-translation'. Rather
than adding this segment directly to the context of the hearer, I propose to add it in the
'decorated' form r, : entity,... ,r! : entity, yj : BH1 K 1 B s KsE 1,..., : BHKIIBSKSEm.
The discourse referents r1 ,..., r. are marked with the agent index of the speaker, to signify
that the context of the hearer was extended with these referents to accommodate an utterance
of the speaker. Since these referents are created on account of the speaker, the hearer should
be allowed to use them in reasoning about knowledge or beliefs of the speaker. The entries,
which represent the propositional content of the utterance, are prefixed with the modality
BHKHBsKs prescribed by the epistemic transfer rule to account for the epistemic effect of
the utterance on the hearer. In the general format of the previous section the rule for adding
an utterance 'U' of agent (a) to the context (rb) of another agent (b) looks as follows:

AddUtt
a: 'U' * rrr :entity,... ,r : entity,y : BbKbB.KaEJ,... ,ym : BbKbBaKaE,,
where rl : entity,... ,T, : entity, y : E 1,...,y r : E, is a type theoretical representa-
tion of the discourse U, and r ,r,, yi,.. ,um are fresh variables w.r.t. rb.

To see whether the AddUtt-rule makes any sense, I start by checking a simple example
with respect to the inferences the hearer can make using the information he gets by adding
an utterance of the speaker. Suppose that the hearer (H) is aware of the 'donkey-ownership
rule', which says that every farmer who owns a donkey beats it rH - r, z : (IHu : entity.lv :
entity.Ilpi : farmer(u).l-p2 : donkey(v).IIp3 : owns(u,v).beats(u,v)), and that the speaker
(S) utters the sentence:

(4) Pedro is a farmer, Jerry is a donkey, and Pedro owns Jerry.

Under AddUtt the context of the hearer will be extended with a decorated version of the
segment corresponding to (4), rl : entity, r2 : entity, yi : (Pedro = rf),y2 : (Jerry = rS),y3
owne(rl,r2), and become:

rH - F, z : (flu : entity.fIv: entity.flpi : farmer(u) fp2 : donkey(v).H1p 3 : owns(u, v)
.beats(u, v)),r : entity,r : entity, Yi : BHKHBsKS(Pedro = r)
Y2: BH KBsKs(Jerry = r2S),y3: BH KHBsKsowns(rS,rS).

On this context, the hearer cannot in any way derive that Pedro beats Jerry: he cannot
conclude that he believes this himself, since he is not convinced of the information provided
by the speaker. It is also impossible for the hearer to prove that the speaker believes that
Pedro beats Jerry, since the context contains no evidence that the speaker is aware of the
donkey-ownership rule. Technically, the speaker-modality BS in front of the entries blocks all
applications of the general 'donkey-ownership rule' known by the hearer to the information
about Pedro and Jerry provided by the speaker. Hence in this example the AddUtt-rule seems
cautious enough.

However, the rule should not be too cautious to allow the hearer to derive the peculiarity
of the utterance of a Moore-sentence by the speaker. Moreover, using the greater expressivity
of the type theoretical 'DRT-language' over propositional logic, it should be possible to take

into account that the peculiarity of the utterance of a Moore-sentence may depend on a
previous utterance in the dialogue. If the speaker were to utter

(5) Every farmer who owns a donkey beats it, but I don't believe that Pedro beats Jerry.
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in isolation, the hearer would not be able to judge its utterance by the speaker as inconsistent:
he lacks the information that the speaker is convinced that Pedro is a farmer and Jerry a
donkey that is owned by Pedro. However, if the speaker were to utter (5) after an earlier
utterance of (4), the hearer should be able to judge this combination of utterances inconsistent.

Before testing AddUtt on this example, it should be noted that the epistemic transfer rule
in [Thijsse 1992] was not intended for epistemic predicate logic, and the fragment of DRT
covered so far does not have a construction rule for intensional verbs like 'to believe' or 'to
know'. As in the logical translation of these sentences, the intensional verbs are represented
as modal operators, i.e. in a segment representing 'I believe that w' the entries representing
the content of y will be prefixed with the modal operator Bi (entries are now formulas in
modal predicate logic).

The formalization of the example starts in the situation where the current context of the
hearer is r' and the speaker has just uttered (4). In the same way as above, applying UtAdd
to (4) extends the context of the hearer to:

r -- r, rs : entity, rS : entity,
Yj : BHKHBSKS(Pedro = rif), Y2 : BHKH4 BsKs(Jerry = rs),
ya: BHKHBsKsfarmer(r1),y4 : BgKMBsKSdonkey(rS),
y5: BKHBsKSBSowns(r1,r)

Assuming that the content of the dialogue between the utterance of (4) and (5) is repre-
sented in the hearer's context by the segment r', the next relevant moment in the dialogue
is where the speaker utters (5), which corresponds to the segment rIs : entity, r4 : entity, y8 -
BHKHBSKS(Pedro = r3), y9 : BHKHGBsKs(Jerry = r4s), y6.: (flu : entity.lv -entity.lp1 :
farmer(u).1p2 : donkey(v).lIp3 : owns(u, v).beats(u, v)), y7 : Bsbeats(rl, r 2). Adding this
segment under AddUtt results in the hearer context:

rH = r, ir : entity, r2 : entity,

Y1 : BHKH BsKs(Pedro = ia),2 : BMKHBsKs(Jerry = rs),

y3: BHKHBsKsKH f armer(rfl ), y4 : BnKjjBsKsdonkey(rs),
y5: BHKHBsKsBSowns(rSrS),r',
r3: entity, 74 : entity, ys : BHKHBSKS(Pedro - rS),y : BHKIIBsKs(Jerry = r4),

Y15: BHKHfBSKS(Efu : entity.fIv : entity.1p : f armer(u).IIp2 : donkey(v).flp3
owns(u, v ).beata(u, v)), Yr : BKgBsKs-'Bsbeats(r, 4).

Note that in this context there are two discourse referents for Pedro (i a

(rs, rS), where r and r were in troduced by adding uttterance (4) and r3 and rs by adding
(5). Since under AddUtt every utterance of the speaker is represented type theoretically via
a DRS, the hearer will have to add new referents to his context with every utterance of the
speaker, even if 'conversationally' no new referents have been introduced. Assuming that
names are set variables in the 'vocabulary' that is shared between the (initial) contexts of the
dialogue participants (cf. section 2), referents linked to the same name can be identified 'across
utterances' in AOPRED2 by deriving the Leibniz Identity of the 'old' and the 'new' referent:
from Vl : BiKHBsKs(Pedro = r s ) and y3: BHKHBsKs(Pedro = rs), a proof object (Mi)
can be constructed for BMKHBSKS(r s = rS). Similarly, Y2 : BHKHBSKS(Jerry = rs ) and
Y4 : BHKHBsKs(Jerry = r54) suffice to construct an inhabitant (M2) of BHKHBSKS(r =

rs). Since M1 and M2 prove that the old referents for Pedro and Jerry are identical to the
new referents, the hearer can interpret the information provided by the speaker's utterance
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of (5) as applying to the old referents: BHKHBsKs-Bs(beats(rSs 4)). Substituting r s for
4 and A for r4 simplifies the context rH to:

r = r, r, r entity, rs : entity,
Y1 : BgKHBsKs(Pedro = rjS), P2 : BnKnBsKs(Jerry = r2
Y3: BHKHBSKSKHf arrer(r4), Y4 : BHKHBSKSdonkey(r2f),
y5: BHKHBsKsBsown(rr),y6 :BKHBSKS(Iu : entity.1Iv : entity.
fIpl : farmer(u).IIp2 : donkey(v).rp 3 : owns(u, v).beats(u, v)),
yT : BHKHBSKS-BSbeats(r, 2).

On this context the inconsistency of uttering (5) after (4) can be derived in much the same
way as for the utterance of (2) under epistemic transfer in epistemic/doxastic propositional
logic. Since the derivation is both too long and too wide to reproduce in full, I show only the
crucial middle part and use a few abbreviations.

P H% cn1 c
Hgf eH~ en

rgC n$1K cC
Hgn .~$ cE3

OBCn$1M

Pgf B c o$5 In g
Hjn cn$ SL
Bgo c$ c3K n1

Pg Hi H SD$
1'C@c$5Cog

PHUI n$ cogH
Pg OK 6 c $5Call

EUKS
K
S

EUKS
K
S
Kcps

COKS
K
S

CUKS

EUKS
K
S
K
S

NS

Sr, entity
Sr2 entity

M : farmer(ris )

M4 : donkey(r2S)
M5:owns(rffif)

My: -Bsbeats(rf ,s )
M 6 : (ulv.Ipi .Hp 2.p 3 .beas( u, v))

M 6rfr: (IIV.Hp.IIpIIp2lp.beats(rfl, v))

M 6rf4Ma : (Ip 2 .nlp.beats(rf , i2))
M 6rfrfM3M4 : (fp .beats(r, r))
M rqMM 4 Ms 1eat( ,)

e I((k(MOrfiiM 3 M4Ms) : Ksbeaisa,, )
c S 4(k(M 6rjr4M3M,4Ms5)) : Ksbeacts(Tsrf 

IM cEgM F J((it(Mrf4rM3M4 M))):beats(9s, r)
c C c 1- k(I(4(k(M rSM3 M4 M5 )))) : Bsbeats(rs, rf)

E C c F Mz(k(J(4(k(MrfirfMM 4 Ms))))) : ±

In the beginning of the derivation each of the statements added to rH except y, : BHKHBSKS
(Pedro = rs) and Y2: BHKHBSKS(Jerry = r), is brought to a 'C B R S e S-
subordinate context by 4 subsequent applications of K-import 5 . In this way the modalities
are stripped from the types and a situation arises in which there is proof that rs is a farmer,
r- is a donkey, r owns rs , that the donkey-ownership rule holds and that the speaker does
not believe that rs beats r (lines 1-7)6. Hence the donkey-ownership rule can be used in
combination with the information about Pedro and Jerry supplied by the speaker, to obtain
a proof of beais(rf, r4) (line 8-12). Since this is derived inside a categorical Ks-subordinate
proof, it follows by positive introspection (KsW 3 KsKso) that the speaker knows that ri

5rI and r2 are brought to this context by means of a different rule (transfer4), see [Borghuis 1994] section
6.2.

6The proof objects Ma-M7 are abbreviations, where Mi - ks(ks;(gk(kfy0))) for i E {3, 4,5,6, 7}.
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beats r (line 12-14). Knowledge implies belief (line 14-16), and so the hearer has proof in
the Q U e C K C -subordinate context that the speaker both believes and disbelieves
that r beats rs , a contradiction.

LFrom this contradiction a number of conclusions are derivable on the context rH rep-
resenting the information state of the hearer, depending on the combination of K-, D-, and
T-export rules used to finish the derivation. These conclusions range from BHKHBSKSL,
the hearer is convinced that the speaker is convinced of a contradiction, through BUKUqBsI,
BHBSKS.1, and BH1 to -L; the information state of the hearer is has become inconsistent.
Hence the pragmatic force of the utterance captured in the epistemic/doxastic analysis of
the maxim of quality can be expressed in the modal type system, in combination with an
incremental representation of the effect of the content of that utterance on the information
state of the hearer.

6 Concluding remarks

The update procedure presented in this paper is merely intended to indicate how two aspects
of the formalization of communication that have been (and are being) studied separately can
be brought together in a single formal framework. As such the procedure is too simple-minded
in a number of respects, a few of which are discussed below.

First of all, the procedure only takes Grice's Quality maxim into account. The other
maximes have also been studied in epistemic pragmatics, and their formalization seems to
involve additional modalities. For instance, one of the maxims of Quantity ('Do not make
your contribution more informative than is required') would translate to an utterance rule
requiring that one should not present one's dialogue partner with information that already
is 'mutually known' or 'mutually believed'. Technically, MPTSs are flexible enough to deal
with the required modalities and their interactions. The problem is to give a comprehensive
epistemic analysis of the dialogue situation one wants to formalize, since more specific con-
siderations than those addressed by the Gricean axioms may come into play. For instance,
in a dialogue where one of the participants is an expert on the topic of conversation and the
other participant is not, the epistemic force of an sentence may also depend on who utters it.

Secondly the procedure does not make full use of the expressivity of type theory. For
all its merits, DFT in the form used here has one important drawback: it is untyped. The
universe of discourse is totally unstructured; all information about referents must be expressed
via predication. If the discourse calls for the introduction of, say, a donkey, the translation
will yield a segment containing the statements ri : entity, yj : donkey(ri), whereas type
theoretically this could have been expressed more directly by means of the set-type 'donkey':
ri : donkey. Using the expressivity of type theory, a more direct correspondence between
type theoretical representation and syntactic structure of natural language sentences can be
achieved, e.g. representing nouns by set-types and adjectives as predicates over these types.

Finally, the identification of discourse referents in the segment representing an utterance
of the speaker with objects already present in the context of the hearer is far more complicated
then it may appear from the examples in this paper. For the case of referents linked to the
same (rigidly designating) name this identification is possible with standard type theoretical
means. However, the speaker may also pick out a referent by means of a definite description
for which the hearer has to find the appropriate referent already present in his context.
This problem becomes even more difficult in the setting of a multi-modal dialogue where the
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speaker may make use of extra-lingual means (e.g. visual cues). These ways of 'anchoring'
new information conveyed by the speaker in the information state of the hearer cannot be
formalized entirely inside modal type theory as presented here.

In the DenK-project this problem is attacked by means of a multi-layered interpretation
process of (user-) utterances involving several formalisms (using several sources of informa-
tion) which subsequently resolve definite descriptions and ambiguities until a 'disambiguated'
type theoretical segment representing the utterance of the speaker results (see [Bunt et al.
19951). Adding this segment to the context of the hearer in a way similar to that described
in this paper is the final step in this interpretation process.
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Abstract

Multimodal user interfaces under UNIX / Xll rarely do the fusion of monomodal
events on a temporal criterion. The main difficulties to achieve this are the representation
and the dating of non-standard events (vocal, gesture, touch screen, eye movement,... )
by the X server. To begin with, we study a modality server which extends the control of
X events to non-standard events. This server also enables the client applications to query
the devices' states. Then we present the multimodal widgets which are in charge of the
fusion of the monomodal events they receive. We explain why and how these widgets use
the device state information.

Keywords: non-standard event, modality server, multimodal widget.

1 Introduction

One of the most promising results of the research on the multimodal user interfaces is their
capacity to transform the man-machine communication of industrial applications which ma-
nipulate 2D or 3D virtual spaces. For example, it has been shown that a user can be more
"productive" on a CAD program when keyboard interactions are replaced by vocal ones [11].
Hence a few research works are proposing to rethink these tools in terms of multimodal
interactions [7].

However manipulating 2D or 3D virtual spaces requires a powerful graphic environment.
Today, many of these applications are developed on UNIX workstations using Xl as a stan-
dard tool, sometimes with additional hardware graphical functions. In spite of the various
functions it can realise, the X server only manages, in terms of input modalities, mouse and
keyboard events.

In this paper, we first recall some definitions about multimodal systems. Then we explain
the problems that the UNIX / Xl environment induces, and we make a quick analysis of some
previous works. Rather than using a Real Time kernel with an UNIX extension, we propose
a pragmatical architecture which enables to discard such a solution for most multimodal
applications. We then expose our principle of a modality server and introduce the concept
of a multimodal widget to encapsulate multimodal interactions. Finally, we present a first
application of the modality server and we conclude in pointing multimodal interface issues.
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2 Some Definitions

2.1 Multimedia and Multimodal Applications

To explain the differences between multimedia and multimodal applications, an author [5j
has introduced a dimensional classification into three axes: "levels of abstraction", "fusion
levels" and "temporal constraints".

A multimedia application uses low "levels of abstraction", because it does not do se-
mantical processing of the data (from various media) to obtain meaning. At the opposite,
a multimodal application has several "levels of abstraction" from the raw data to symbolic
representations. These representations allow the application to have artificial reasoning and
to improve the computer-human interaction. Concerning the "temporal constraints" axe, this
author makes a distinction between "sequential" and "concurrent" user interfaces. The latter
are allowed to receive (resp. produce) multiple input (resp. output) expressions at the same
time, while the former can only manage one expression at a time. In the same way, it is
possible to considere two types of user interfaces on the "fusion levels" axe. A user interface
is "exclusive" if each expression is built from only one modality. At the opposite, a "syn-
ergetic" interface is allowed to receive (resp. produce) expressions built from several input
(resp. output) modalities.

Without the "levels of abstraction" axe, the "fusion levels" and "temporal constraints"
axes imply four cases of user interfaces:

a. A "sequential" and "exclusive" user interface is like any regular user interface, except
it may have recognition or synthesis processes on different modalities.

b. A "concurrent" and "exclusive" user interface is possible with any multitasking envi-
ronment. As in the previous case, it could also have some symbolic processes on input
or output modalities.

c. A "sequential" and "synergetic" user interface builds expressions from a chronological
interlacing of input or output modalities. This type of user interface is multimodal
because it needs syntactical representations to construct the expressions (which is a
minimal step of symbolic representations into the "levels of abstraction").

d. A "concurrent" and "synergetic" user interface builds expressions from a synchronous
combination of several input or output modalities. As in the previous case, this type of
user interface is always multimodal because it needs, at least, syntactical representations
to construct the expressions.

Thus, the possibility to combine within expressions several modalities which are chrono-
logically or synchronously processed is a very important characteristic of the multimodal
applications. In the following we study the fusion of input modalities. An input modality
generally produces monomodal events (the dual information, which is the states of devices,
is also useful but we will speak about them only in the 6.2 section when we introduce the
notion of multimodal widget). It is these events (or dual states) that we have to combine. By
hypothesis, a monomodal event can be the result of a recognition system associated to the
modality's input device.
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2.2 The Criteria for the Fusion of Monomodal Events

The fusion of monomodal events can be prepared at the lowest "level of abstraction". It is
then performed with respect to integration criteria. Five of them are presented in [6]. We
shall introduce them and then focus on a specific criterion.

The first one is the "logical (structural) complementary" of events. It allows, in some
cases, to combine temporally distant events within the same command. The second one is
the "data structure completeness". It can constitute a condition to move within the "ab-
straction levels". This completeness is also useful to reduce waiting events. The third one is
the "dialogue contexts". It is used with the historical log of the interactions to resolve co-
references between modalities (when a modality interaction cannot be correctly understood
without events or states from others modalities) and to manage anaphora, ellipsis or deictic
expressions. The fourth one is the "incompatibility of modalities". It allows to avoid the
integration of modalities that cannot be used together.

Finally, the last criterion is the "temporal proximity". It is this one that we will study
now.

3 The Problem

3.1 The Criterion of Temporal Proximity

The temporal proximity allows to simulate "concurrent" and "synergetic" multimodal user
interfaces on monoprocessor workstations. It is also important for a physiological reason due
to the interactions that a human operator can perform on a multimodal application. Combi-
nations of modalities by a human operator have not the temporal exactitude and precision of
a machine, which implies that input "concurrent" interactions would have no sense without
a short time delay.

But the temporal proximity is-mainly used as a criterion to combine different modalities.
For instance, the fusion of input events proposed by I1l first determines the events which are
produced within a short time range, and then combines some of them with respect to semantic
criteria like those mentioned before. With this fusion process, the well-know multimodal
command "put this here" associated with two graphical selections becomes possible. The
temporal proximity filter allows to determine the co-references between the "this" and "here"
vocal events, and the first and second selections respectively.
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Figure 1: The problem of devices' response times With speech recognition (taken from [3]).

On the other hand, a same sequence of monomodal events can produce different multi-
modal expressions because semantic interpretations can depend on the time distribution of
the events. But, as it is explained in [3], devices' response times may be so different that mis-
interpretations are possible when the system has to decide the merging of monomodal events
(figure 1). That is the specific case of the devices associated to recognition systems (speech,
gesture,...), because they need much more time to analyse an expression than any standard
input devices (mouse, keyboard,...) or than any non-standard devices without recognition
process (tactile screen, eye-tracker1 ...). Hence, the only solution to avoid undesirable actions
on the objects of the multimodal application, is to know exactly the starting date and the
duration of the recognition process of each monomodal expression.

All these examples show that a precise time stamping is necessary for the fusion of
monomodal events. But the problem becomes difficult because the management of non-
standard devices (such as: tactile screens, eye-trackers, vocal or gesture recognition systems)
has to be done within an UNIX / Xll environment.

3.2 The UNIX / Xl Environment

An X server knows how to manage mouse and keyboard events perfectly. But in the case of
non-standard events, one must be able to represent these events as well as giving a date in
a manner that is coherent with X. The problem of representation is partially resolved by X
itself as it offers the appropriate structures to add new types of events. On the other hand,
precisely dating a non-standard event within X is more difficult, especially when the event is
the result of a recognition process.

Indeed, in the case of recognition, we are interested in the date at which the event begins
to be produced by the user, Unfortunately, the date that the X server would give to the event
when putting it in the event queue could only be a later date. Besides, even if this date could
be corrected in order to approach the desired date, this would not affect the position of this
event within the event queue. Furthermore, X server does not allow an application to modify
the order of the events in the queue. Finally, the date of the X server is a counter which
is incremented "roughly" one thousand times a second. This date cannot be directly known
and one must use events to find it out.
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In this context, X only allows a late dating of the non-standard events which are the result
of recognition. This increases the uncertainty of such event dates. To guaranty the validity of
these dates we must use the internal clock of the workstation. But time representation for X
and for the workstation is completely different. So one must provide a mechanism to convert
the date from a format to the other.

3.3 Bibliographical Conunents

Some authors seem to have realised multimodal systems with both graphics and vocal com-
mands under UNIX / X1I.

The most popular work is Xspeak [13], where an X extension enables the representation
of vocal events. However, the multimodality supported by this system does not seem to
use temporal proximity as a fusion criterion. The same remark seems to be true for Munix
(Multimodal UNIX) [9], a project which aims to increase the ergonomic qualities of the
UNIX operating system by partially substituting vocal commands to keyboard interaction.
The GEORAL project offers graphical and vocal interaction with a geographical database [8],
but this multimodal application combines vocal and graphics for output only. Finally in [12],
the authors use vocal and mouse interactions as input for bilingual translation tool, but do
not combine them since vocal modality is only used for translation queries. It suggests that
a system of speech recognition should be considered as a server. In fact, we believe that this
principle has to be extended to any modality producing non-standard events.

4 Co-operative approach

4.1 Architectural Principle

On monoprocessor multitasking workstation, the necessity of precise dating for non-standard
events also raises the question of using an operating system based on a Real Time kernel. A
high Real Time priority is useful for any modality's process which has to manage a recognition
system. An other process with a higher priority is also necessary for the dating of non-standard
events. However, a regular time sharing is sufficient for the X server and the multimodal
application.

Unfortunately, there is not at this time any standard UNIX extension to a Real Time
kernel. So we decided to use a UNIX with Real Time extensions (as UNIX System V R4.3).
But according to [101, this type of operating system can be used in place of a Real Time kernel
with a UNIX extension, only if the applications require a minimal processing time (including
context swap) greater than 100 milliseconds.

Because of this processing time limit, it becomes necessary that the dating process of non-
standard events has, with no restriction, the highest Real Time priority. It is the reason why
we chose to use a distributed architecture (figure 2). To guarantee Real Time, we dedicate a
"slave" processor for each modality which has a recognition system. On a "master" processor,
a process with the highest priority manages the dating of the events recognised by the "slave"
processors or sent by the non-standard devices without recognition systems. Furthermore,
the "master" processor controls the multimodal interactions and executes the applications.
Depending on the nature of the recognition systems, the "slave" processors may or may not
be multitasking, while the "master" processor will always be.
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Figure 2: architecture for "concurrent" and "synergetic" multimodal user interfaces.

In practice, we simulate this architecture by a co-operation between machines. We have
experimented two kinds of data transmission: the connection by serial port and by TCP / IP
network. The first one is deterministic since its transfer time is known and constant, while
the second one is faster but more sensitive to the load on the network.

4.2 Context and Situation

The fundamental aspect of this work lies mainly on the fact that we want to elaborate a
generic multimodal kernel, which can be used in several and different applications. However,
we propose pragmatical solutions guided by an experimental method. From this point of
view, we do not presently invoke or study the dialog aspect of this kernel. We think that
before doing such study we must resolve all problems encountered in event based interactions.
Indeed, the principle problems concerning the representation and the dating of non-standard
events have enormous importance.

Another important point that we claim is the ability of our system to rapidly allow the
adjunction of other modalities (gestural, vision, drawing recognition) without completely
reconsidering the system's architecture. Beside, we do not favour any modalities, in order
to let this choice to the end-user or to the interface-designer. This also implies a certain
universal kernel architecture.
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5 Modality Server

5.1 General Principle

Our approach is based an a client-server concept between multiple X clients (figure 3). A
modality server combines the X server with a particular X client. This X client acts as a
Non-Standard Modality server (also known as NSM server) for all multimodal application
clients of the X server. The NSM server is itself composed of several modules.

The main purpose of the TRANSPORT module of the NSM server is to monitor the input
ports of the "master" machine. It is listening for any events sent by the "slave" machines or
by the non-standard devices directly connected to the "master" machine (this is a non-busy
wait). When such events occur, they are sent to the module associated with that modality.
Depending on the devices, the result may be a set of one or more non-standard events. After
that, the INTERFACE module of the NSM server tells the client which currently has the focus
that a set of non-standard events has occurred, by sending him a "ClientMessage" event.

Unfortunately, this type of X event has a bandwidth which is insufficient for sending
all information concerning a set of non-standard events. This can be handled by different
methods of communication between process, like sockets, pipes, and so on. For data access
rapidity, our present prototype of modality server is placing all the information in a shared
memory segment and sending only its identification to the client. When the client receives
a "ClientMessage" from a modality module, it reads the information and sends immediately
after to this module (via the X server and the INTERFACE module) the order to release the
memory segment.

5.2 Dating Non-Standard Events

But a "ClientMessage" is placed without a date in the X event queue. This represents a
part of the general problem of dating non-standard events and of managing the queue of
monomodal events. In the following, we will see how we resolve such a disadvantage.

As we already explained in the 3.2 section, the only possibility to know the date of
the X server is to create a regular X event. In this aim, a solution to give an X date to
the "ClientMessage" of a modality module is to create a pseudo X event just after each
"ClientMessage". But this dating is too imprecise to be used in the computation of the "real"
dates of the non-standard events in the set. This is the reason why the NSM server includes
a DATE CONTROLLER module.

When a set of non-standard events just arrives to a monomodality module, the DATE
CONTROLLER asks the workstation clock to get the current time and converts it to the
equivalent X date. For this conversion, a link must exist between X and the workstation
times. This link can be a simple calibration of the workstation clock with the X date format.
In our prototype of modality server, we make this calibration only when the NSM server is
started.

Then the "real" times of the non-standard events of a set can be computed based on
parameters particular to each modality (acquisition time, recognition time, data transfer
time,...).
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Figure 4: the management of the queue of monomodal events.

6 Multimodal Widget

6.1 The Management of the Multimodal Interactions

Our goal is to extend the Xll model to handle multimodal interactions. Most applications
written for the UNIX / Xll environment use Motif widgets to represent familiar elements of
the user interface. However the constraints on widgets, both for input and output, are too
low-level for multimodal interactions. For this reason, [4] introduces the concept of "metaw-
idgets". Such widgets are the links through which the application and the interface exchange
conceptual information. But [41 only focused on multimodal presentation using alternate
modalities. Our purpose is to use a multimodal widget for input, by having it operate the
fusion of monomodal events from several modalities into a multimodal message.

This type of widget has a particular event manager to control the multimodal interactions
(figure 2). Part of this management is to decide which monomodal events have to be combined
to create multimodal ones. This process needs a specific queue where the monomodal events
are ordered with respect to their "real" dates which have been computed by the DATE
CONTROLLER. So a multimodal widget has to sort the monomodal events it receives. In
order to do this, the non-standard events pointed by a single "ClientMessage" are read in the
shared memory and inserted in the correct position, among other regular X events (figure 4).

But this fusion process must not combines monomodal events in any way. Each multi-
modal widget of an application needs a description of the multimodal interactions this widget
supports, to know how monomodal events have to be combined. To validate this approach we
are developing a multimodal widget prototype where its interactions are described by an Aug-
mented Transition Network [14], according to the model defined in [1] to realise SPECIMEN
(a multimodal interface specification tool).

6.2 The Use of the Device States

The TRANSPORT module has an other job which is to communicate to a modality module
the state of its "slave" machine or the state of its non-standard device (when this one is
directly connected to the "master" machine). The INTERFACE module finally transforms
each state information into a property that any application which uses the corresponding

57

DISH, Exh. 1030, p. 86
Petitioner Microsoft Corporation - Ex. 1008, p. 2848



Attachment la: Online copy of CMC/95 from a Technishe Universiteit Endhoven We
site

modality can consult.
First of all, the state information is useful for a multimodal widget during the fusion process

of the monomodal events. When a multimodal event is under construction, it is necessary to
be sure that a recognition system is in a waiting state and is not creating new monomodal
events. If this happens it could affect the queue of the monomodal events during the time
interval which is scanned by the fusion process. In this case this process must wait until the
end of the recognition to realise a relevant fusion of monomodal events.

Second, the state information is also useful to solve the "passive co-reference" [2]. It means
that an event cannot be correctly understood by a system, if this system does not know the
state of one or several devices at the date of this event. This problem appears when the
frequency of the monomodal event production of a non-standard device is relatively higher
than other modalities. In this case, we propose that the multimodal widgets could manage
historical queues of states for each device causing this problem. To illustrate our purpose
a good example is an interactive application which combines an eye-tracker device with a
speech recognition system. When a vocal command is recognised, it is necessary to have an
historical queue of the states of the eye-tracker, in order to find the direction pointed by the
eyes when the operator gave the speech command.

7 Application

We have already used a part of the modality server to realise MIX3D (Multimodal Interac-
tions in a X environment with a 3D virtual space). That is a 3D modelling program where
interactions are "non-concurrent" combinations of vocal and graphical commands. A "slave"
machine, with a Datavox card of VECSYS, is in charge of the vocal recognition. The "mas-
ter" machine, a SiliconGraphics, manages the modality server and the application program.
In this hardware and software context, we especially verify that our modality server does not
create problems with local graphics libraries (such as GLX, the X extension of the graphic
library of SiliconGraphics).

But this test application had mainly confirmed that a multimodal user interface can really
reduce the cognitive stress of a CAD operator. For instance, the operator is able to focus his
perception on the graphic work space, making the visual control for the menu and keyboard
interactions optional. When speech allows the user hands to be free of the mouse interactions
with the menus, it does not only increase the precision of his graphic task on 3D virtual
objects. Just like it is when vocal commands replace keyboard interactions, a multimodal
interaction with speech input more fundamentally avoids changes of working context for the
user. On the other hand, moot of the commands that a CAD operator has to do are already
known by him during his graphic interactions. That is because the user generally plans
his work. Even if a complete verbalisation of the commands is limited by the operator's
tiredness, it appears clearly that the vocal input modality is a clever way to take advantage
of this planning.

Another issue of multimodal interactions with speech input is the generalization of the
"put this here" paradigm. For example, suppose the multimodal interaction "put the red
door here", where a graphic selection of a rotation axe would be the co-reference of the "here"
event. In this case, the "red" and "door" eveits make references to particular concepts. But
we naturally cannot built menus for all concepts that a CAD operator could manipulate. It is
clear, for such concepts, that speech input allows to avoid the heaviness of textual interaction
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Figure 5: the multimodal MIX3D workstation.
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Figure 6: the multimodal MIX3D screen.

which is the only other alternative.
Apart from input modalities, MIX3D had also allowed to test the cooperation between

output modalities. For instance, we use vocal output when a command modifies a 3D object
without graphical feedback, Every vocal message of this type is associated to a textual
message in a standard output window. If the combination of these two modalities has the
same objective and could have partial redundant informations, these messages do not have
the same use but could be complementary. The vocal output is an immediate and volatile
control of the command's result. It avoids the user having to look for messages on standard
output windows. The textual message serves as tracing purposes may be useful for controls
later in the work session.

Finally, this test application has also suggested the association of some speech output
messages with the main menu or keyboard input commands. Our purpose is not to create
simple verbal help since it exists in textual form. Depending on the quality of the operator's
interactions with the multimodal interface of an application, these speech output messages
would teach the user (or rewind him) the correct vocal command which can be substituted
to a menu or keyboard one.
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8 Conclusion

Out of any industrial application context, we have already verified the reliability of the dating
of the non-standard events made by our modality server. In the same way, we have also
controlled its efficiency to deliver the device state information. The current phase of our
work is to introduce multimodal widgets within MIX3D to realise a complete validation of our
modality server. The next step will be to use the modularity of this server to connect MIX3D
with the gesture recognition system which is designing at the LIMSI-CNRS laboratory.
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Abstract

This study aims at the understanding of cooperative cognitive strategies used by air
traffic controllers in simulated situations. In such situations, cooperation is mainly based
on Intention Recognition processes. We have shown that in such close-to-reality situa-
tions, intention recognition is made possible because of multimodal communications which
deeply involve external artifacts (strips, radar scope, radiotelephony). We will assume that
the efficiency of communication is made possible only if the environment can allow inten-
tion recognition through non-verbal channels. Following this hypothesis, we will discuss
the implications of such results on a general method for design based on assessment of
the multimodal wealth of the working environment.

Key words: Intention recognition, non-verbal communication, distributed cognition,
environmental resources.

1 Introduction

This study aims at the understanding of verbal and non-verbal modalities by which the agents
cooperate, by focusing on informal communication mechanisms which could be modified or
changed by the introduction of a new technological environment. As shown by numerous
studies in the domain of CSCW, the study of cooperative processes between agents is essen-
tial to investigate or validate choices of new technologies or new modes of interaction between
human agents. The design of new working environments brings up questions such as what
information on the activities performed by other agents should be presented to a given agent
(for example partially shared information, respecting confidentiality), or what are the op-
erational procedures required to support implicit or explicit exchanges between agents, etc.
For example, different approaches and their consequences on human coordination required
in specific fields have to be examined (Dourish and Belloti, 1992). Understanding the co-
operative dimension in work activities is complex because of the interaction between social
and cognitive dimensions and of the nature of the processes involved in intention recognition
which calls upon different modalities (writing, moving objects, pointing, etc.)
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When examining different approches, focusing on the cooperative nature of working prac-
tices in different areas, it appears that understanding cooperation between human agents
leads to consider collective cognition as socially distributed with respect to external artifacts
used in practice. In the domain of London underground control, Heath and Luff (1991) found
that controllers develop a practice of overhearing each other's conversations and overseeing
each other's actions. This allows them to manage a flexible division of labour well adapted
to solve difficulties. This flexibility seems to be dependant on the ability to manage implicit
task allocation in the team. Some researchers in the domain of Air Traffic Control, (Hughes
et al. 1992) take into account the artifacts used in such situations to highlight how division
of labour is related to working practice using artifacts to organize activities within the team
(for example, writing on strips is seen as support to cross-check each other's activities). In
a close perspective, Hutchins and Klausen (1992) develop the idea that cognition is funda-
mentally distributed. The use of artifacts is analysed to identify their properties highlighting
the mental operations they support. So collective cognition and artifacts are not considered
independantly.

Considering such studies we suggest that collective cognition has to be seen in its interac-
tion with environmental resources used by human agents. Cooperative activities imply that
agents communicate in order to share their understanding and to recognize their intentions
in face-to-face situations. The problem we address in this paper is to assess the parts of
non-verbal and verbal communication in cooperation. The idea that non-verbal aspects in
communication are informative seems to be a trivial one, but identifying their role becomes
an important question, especially if we are concerned by interface design. In studying inter-
action between experienced human agents, in a face-to-face situation, our hypothesis is that
non-verbal resources are needed in addition to verbal ones to ensure communication, for the
following reasons.

Communicating partners are faced with the difficulty of constructing and updating a
common cognitive environment which enables them to cooperate. As shown by Sperber and
Wilson (1989), communication is based on inferential and decoding processes, so the success
of communication is uncertain, and the construction of a compatible meaning of the situa-
tion implies that human agents continuously regulate or anticipate misunderstandings which
can arise in interpreting the other's utterances and actions. The part played by non-verbal
resources becomes essential in such time-constrained situations where verbal interventions,
needed in particular to recover a failure in mutual understanding, appear for several reasons
to be only partially adapted.

So our purpos4 is to examine the ways in which modalities of verbal and well as non-verbal
communication are required in order to establish a shared understanding in symmetrical
situations of interaction (both are experienced controllers). Firstly, our aim is to discuss the
model of communication underlying the study of cooperation. Secondly, in this perspective,
we will consider communications in their verbal as well as non-verbal modalities.

2 Mutual cognitive environment

Communication is a co-construction process where achievement is not certain. In order to
describe the process of building a shared understanding, two main models of communication
can be mentioned. On the one hand, with the Shannon and Weather studies (1948), commu-
nication is considered as a codiag-decoding process. On the other hand, Sperber and Wilson

64

DISH, Exh. 1030, p. 92
Petitioner Microsoft Corporation - Ex. 1008, p. 2854



Attachment la: Online copy of CMC/95 from a Technishe Universiteit Endhoven We
site

(1989) question the mechanical nature of this process and highlight the inferential nature of
communication. FRom the first point of view, establishing common knowledge or beliefs would
imply that each agent shares the same knowledge used to code and decode a message. The
problem in this case is to determine the level of mutual knowledge required (agent A knows
that agent B knows that agent A knows that agent B knows...).

An alternative model proposed by Sperber and Wilson (1989) allows a more specific de-
scription of what shared information actually is, using the concepts of cognitive environment
and the relevance principle. The cognitive environment is an individual construction elabo-
rated by each agent through information acquired in his/her environment according to his/her
beliefs, personal theories, etc. and to his/her perceptive and inferential abilities. The mutual
cognitive environment is based on the hypothesis formed by the agents. This model presents
communication as a process based on an imperfect heuristic. The agents are not able to
determine accurately the respective cognitive environment. Moreover, this model takes into
account ostensive behaviour. Environment resources may support intention recognition and
modify cognitive environment. The heuristic nature of communication implies that the main
problem faced by human agents is to ensure mutual understanding. A major problem is that
agents have to manage numerous misunderstandings which can arise in the co-construction
of a compatible meaning of the situation. Several aspects have been studied in this perspec-
tive. Rogers (1992) shows that the informal mechanisms of failure of coordination have to
be examined to develop resources which can facilitate the detection of misunderstanding. In
the case of a networked environment, engineers need to know what others are doing on the
network in order to manage communicative problems which are very time-consuming. In face-
to-face situations, several communicative resources can be used by participants to construct
a compatible meaning of the situation.

I. The establishment of a mutual cognitive environment using verbal resources
Assumptions about the other's knowledge and beliefs on the basis of verbal resources are

needed to communicate. The establishment of shared knowledge is analysed by Clark and
Wilkes-Gibbs (1990) in verbal tasks (tangram). Experiments show that to identify the ref-
erence of a given expression, the subjects base themselves on the representation they have
of the other's knowledge, their performance evolves in the course of a session. Krauss and
Pussel (1990) point out how agents try to determine what is mutually shared in order to
communicate. Krauss and Fussel (1990) evoke three interrelated sets of mechanisms which
communicators use to establish the existence of common ground: direction knowledge (as-
sumption that the partner is able to have the appropriate interpretative context, because of
co-presence, for example); category membership (such as prediction about individual knowl-
edge in respect to his/her social category); and interactional dynamics (for example, what has
been! said is assumed to be known). The dynamics of interaction and, in particular, the part
played by feed-back has been developed by Clark and Schaeffer (1989), Krauss and Fussel
(1990), Clark and Brennan (1991). Clark and Brennan (1991) analyse the contributions of
agents in conversation divided into two steps, a presentation and an acceptance phase. For
Clark and Brennan (1991) all collective actions, and in particular communication, are based
on assumption of shared ground (mutual knowledge, beliefs and assumptions) which is con-
stantly being updated. The grounding process evoked, (a collective process by which the
participants try to reach a mutual belief) takes particular shape with respect to face-to-face
situations.

So a major problem occurs in time-constrained situations, this is how verbal resources
will be used when verbal explanations, reformulations, etc. (ensuring mutual understanding)
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become costly.
II. Establishment of a mutual cognitive environment using non-verbal resources
In the communication process, meaning emerges from the interpretation of verbal utter-

ences, but also from non-verbal elements which contribute to modification of the cognitive
environment of human agents. As Shapiro et al. (1989), Hughes et al. (1992) have shown,
the strip is essential in the social organization of work in the team, in which activities and
information are distributed and used among members. Strips are updated according to the
usual routes, symbols, circles around relevant destinations (e..g. climbing or descending air-
craft, etc.) They compose an evolving history and a plan of the controller's intentions and
decisions. On a wider scale, through studies of interaction between human agents co-present
at the work station, it appears that external resources available at the work station provide
a support for collective cognition. Heath et al. (1993) show that the ways in which dealers
coordinate their actions and participate in each other's conduct (in the dealing room of a City
of London international securities house), is linked to the co-presence which allows the oper-
ators to collaborate. Initiation of mutual engagement, for example, is based on the direction
of the operators' looks and their body postures. Other studies have shown how resources in
the working environment are used to determine, for example, the availability of colleagues,
which condition the dialogues between permanent staff and doctors in the SAMU emergency
services (Benchekroun et al., 1993). Studying the grounding process in communication, Clark
and Brennan (1991) show in the case of establishing the referential identity (mutual belief that
the addressees have correctly identified the referent) that several techniques are used, one is
indicative gestures (pointing, looking or touching). As indicated by Krauss and Fussel (1990)
literature provides little support for affirming that communication, when conveyed by visual
and verbal channels, is more efficient than by verbal channels only (Krauss and Fussel, 1990,
p.138). However, their study in using refential communication tasks shows that inserting a
delay and temporally displacing feedback response is enough to demonstrate the extent of
the commmunicator's dependance on feedback to formulate efficient referencing expressions.
Other experiments show that visible feedback, (smiles, head shakes and nods) can compensate
for the absence of verbal information (so with visible information available, the effect of delay!
ed transmission is decreased). This introduces the part that could be played by non-verbal
aspects in the success of communication. In this perspective, artefacts considered as environ-
mental resources can be used in order to communicate. A major problem occurs, how will
non-verbal resources be used to ensure successful exchanges? Other questions also arise: can
non-verbal resources be trusted in the sense that they are reliable for mutual understanding?
What level of mutual understanding could be reached by non-verbal communication?

3 Multimodality and communication

As an introduction, two dimensions of non-verbal resources will be discussed, firstly the
status of non-verbal resources (contextual dimension versus specific modality) and secondly
the informative nature of non-verbal resources (versus communicative).

I. A first presupposition could be to consider the non-verbal dimension of interaction as
part of the context of interpretation of the verbal communiction or on the contrary, as a
specific mode of expression.

A first attempt to understand the part played by non-verbal resources could be in identi-
fying how they are used as a context in interpreting verbal utterances. From another angle,
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non-verbal resources can be analysed with respect to the specific meaning they convey. In non-
verbal communications studies, it appears that non-verbal resources cover several dimensions.
The "multi-channel" notion of human communication by Cosnier and Brossard (1984) char-
acterizes face-to-face interactive situations, giving the idea that the agents transmit a total
heterogeneous message, resulting from a combination of several elements (voco-acoustic, vi-
sual and olfactory, tactile and thermic). These authors (1984) establish a distinction between
two mimetic-gestural functions (1) framing the interaction, the mimetic-gestural function is
assimilated as indication of the context (in that it provides a situational context); (2) as "co-
text" it then makes a dynamic contribution to the exchanges. In t! he same way, the notion
of configu rations of multi-channel signs is developed by Scherer (1984). In a similar way,
Cadoz (1993) shows that some semiotic body expressions (e.g. informative messages destined
to the environment) are actions combined with verbal expression and can be considered as
part of the communicative structure and a specific mode of expression.

IL A second reading of non-verbal messages belongs to the informative or communicative
dimension.

The elaboration of collective cognition in working situations goes through various modali-
ties of communication; for example, an action (pointing to the radar scope) may be interpreted
by co-workers as an act of communication, aiming at this emphasis of relevant information.
This action can be analysed from several points of view. On the one hand, the action is a
means for each agent to organize information for him/herself. On the other hand, the action
may be performed in order to communicate (for example, showing something to a partner and
saying "have you seen this?"; the deictic gesture is part of communication). A more extensive
analysis of the intentional nature of behaviour in human communication leads us to distin-
guish two intentional levels described by Sperber and Wilson (1989). The first informative
intention appears when a speaker makes elements of a situation manifest without showing
the intentionality of making them manifest. For example, an agent, rather than a! sking his
colleague for some help to repair his tools, displays the various components prominently. The
second communicative intention corresponds to an interactive situation in which the speaker
informs his interloctur and then manifestly shows that he has the intention of requesting
something.

In face-to-face interactions between controllers, several communictive modalities can be em-
ployed according to the nature of the information communicated (diagnostic of a conflictual
situation, transfer conditions of an aircraft to an adjacent sector, etc..) and the status of the
information (urgency of the situation, work context, etc.) At the work station, the informa-
tion is processed and memorized through the various supports, for example, the organization
and handling of strips. Certain properties of the strips have been demonstrated elsewhere,
see Shapiro et al. (1989), for example its mobility and writability, and the visual accessibility
of this information. In the same way, the agents can listen to radiotelephony communica-
tions to be aware of each other's activities. These elements will be considered through their
implications on communication in the team.

First, the analysis of the exchanges between controllers reveals that verbal and non-verbal
resources contribute to the establishing and updating of a mutual cognitive environment re-
lated to the current situation in various ways: non-verbal actions are used by the controllers to
provide pieces of information which they do not communicate verbally (for example, urgency
not verbally expressed or the figurative aspect of a particular regulation between aircraft).

Secondly, with respect to the heuristic nature of human communication (see Sperber
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and Wilson, 1989), multimodality appears as a resource which is used by human agents to
anticipate or regulate misunderstandings in such face-to-face situations (for example, strip
moving combined in exchanges with the name of the flight concerned, which is not verbally
expressed). The complementarity of verbal and non-verbal resources seems essential for en-
suring mutual understanding (for example, non-verbal actions are used by the controllers to
provide a context which their partner will use to interpret the meaning of what is verbally
said).

Third, our present study emphasizes that communications between human agents are
supported by the use of verbal and non-verbal resources for establishing a mutual cognitive
environment at an informative level and at a communicative level. The actions and utterances
of human agents, produced when carrying out their own activity, are potentially used at the
same moment by other agents for intention perception (for example, the executive controller
writing the present flight level on the strip is seen by the planning controller).

4 Study situation

The team studied is an operational unit, composed of the executive controller and the planning
controller in a face-to-face interactive situation, with the controllers of adjacent sectors in
telephone contact with the planning controller and the various pilots in radiocontact with
the executive controller. The executive controller's responsability is sectoral, including the
maintenance of separation standards within the sector. The planning controller is in charge
of coordination of the traffic passing in and out of the sector and acts on the stream of traffic
received into the sector. The controllers organize the flow of traffic to avoid conflicts between
flights, including constraints like the need for flights to be expedited as soon as possible (fuel
consumption) and some constraints linked to the situation, such as meteorology. The training
of both controllers is the same, including the theoretical aspects, (for example, procedures
described in Air Traffic Services Manuals) concerning each sector and finally training in
real situations under the responsability of an experienced controller. Air traffic regulation
is a complex task because it implies decision-making and resources management with time
constraints, the processing of large quantities of information, which are both evolving and
uncertain (Leroux,1992), functional and temporal coordination between actions performed
by each agent, etc. For experienced controllers, the problem, except for defining a strategy
to solve a conflictual interaction, is to envisage the consequences of this solution on the
surrounding traffic (to avoid creating other conflicts) and to monitor the application (acting
at the right moment, checking that the aircraft did actually turn). The monitoring of traffic
is a high cost for the controller (Leroux,1992), ("letting a situation evolve") one of the risks
being not acting early enough on a conflictual interaction in a context where attention is
shared between several conflictual interactions at the same time. Complexity arises from the
dynamic nature of the environment, each dec! ision has to be evaluated in respe ct of the
evolving state of the traffic, requests from pilots and adjacent sectors, and unexpected events
have to be taken into account as soon as possible. Each agent has to take decisions under
time pressure, some of them (negotiation with controllers from other sectors, for example)
have consequences on the actions of others, in this perspective communications are needed
but there is also the need to wait until the colleague is available to inform or negociate with
him/her. Controllers use a number of information sources: the flight progress board (including
strips arranged in front of the executive controller himself, according to problems detected

68

DISH, Exh. 1030, p. 96
Petitioner Microsoft Corporation - Ex. 1008, p. 2858



DECLARATION OF TED BALDWIN CONCERNING THE "P AAM 96: PROCEEDINGS OF THE FIRST 
INTERNATIONAL CONFERENCE ON THE PRACTICAL APPLICATION OF INTELLIGENT AGENTS AND 

MULTI-AGENT TECHNOLOGY, 22ND-24TH APRIL 1996" REFERENCE 

I, TED BALDWIN, declare as follows: 

1. I am over the age of 18, have never been convicted of a felony or crime of moral 

turpitude and am legally competent to make this declaration. I have personal knowledge 

of the matters stated herein. 

2. I am a librarian at the University of Cincinnati Libraries ("Library") located within the 

University of Cincinnati in Cincinnati, Ohio. 

3. I have been employed by the Library for 18 years. 

4. I am familiar with the regularly conducted activities of the library, including the record-

keeping practices of the Library, as well as the indexing, cataloging and circulation of the 

books and references in the Library's collection. 

5. In the late 1990's and early 2000's, the Library regularly maintained physical records in 

the course of its operation. One such regularly-maintained record was a catalog entry 

corresponding to items in the Library's collection. These entries are maintained in the 

Library's catalog. Another such regularly-maintained record was an intake stamp, which 

indicated the date a new item was indexed in the Library's catalog and made available to 

the public in the Library's stacks. The intake stamp was typically affixed on the inside of 

the item at or near the date the item became publicly available. 

Active 36650953.l 1 

Petitioner Microsoft Corporation - Ex. 1008, p. 2859



6. The regularly-maintained records of the Library demonstrate that P AAM 96: Proceedings 

of the First International Conference on the Practical Application of Intelligent Agents 

and Multi-Agent Technology, 22nd-24th April 1996, including the article. "Development 

Tools for the Open Agent Architecture" by D. Martin, A. Cheyer, and G. Lee on pages 

387-404, was placed in the Library's collection in accordance with the Library's regular 

practices and made publicly available on or about November 17, 1997. 

7. An accurate copy of the reference discussed in paragraph 6 is attached as Exhibit A. The 

copy accurately depicts the intake stamp affixed to the original, showing that the intake 

process discussed above in paragraph 5 was completed for this reference on or about 

November 17, 1997. 

8. The Library's catalog referenced in paragraph 5 above is available for members of the 

public to search. The catalog can be searched by subject, title, author, and keywords. An 

entry for the reference discussed in paragraph 6 has been maintained in the Library's 

catalog since on or about November 17, 1997. An accurate copy of this catalog entry is 

attached as Exhibit B. 

All statements made herein of my own knowledge are true and all statements made on 
information and belief are believed to be true. I further understand that willful false statements 
and the like are punishable by fine or imprisonment, or both under Section 1001 of Title 18 of 
the United States Code. I declare under penalty of perjury of the laws of the United States that 
the foregoing is true and correct. 

Executed on No V c1. 9 1-. 0 11.­
[DATE] 

Active 36650953.1 

1n~~_c:_\_·.~~(_1~_~_c_~f_~_.\~l'O-"----'-~~·~~ 
[CITY/STATE] 

Ted Baldwin 

2 

Petitioner Microsoft Corporation - Ex. 1008, p. 2860



 

 

 

 

 

 

 

 

 

EX. A 

   

Petitioner Microsoft Corporation - Ex. 1008, p. 2861

EX. A

Petitioner Microsoft Corporation - EX. 1008, p. 2861



The First International Conference and Exhibition on 

The Practical Application of 
Intelligent Agents 

and Multi-Agent Technology 
The Westminster Central Hall, London, UK 

22nd - 24th April 1996 

Petitioner Microsoft Corporation - Ex. 1008, p. 2862



[, 
r 

t! 

./ 

/(Sfi.AAI't9Y 
Proceedings of the First International Conference on 

the Practicii"A"pplication of 
Intelligent Agents and Multi-Agent Technology/ 

Conference Organisation 

The Practical Application Company 

Programme and Tutorial Chairs 

Barry Crabtree and Nick Jennings 

Sponsorship Co-ordinator 

Clive Spenser 

22nd-24th April 1996 

Westminster Central Hall, London, UK 

No part of this book may be reprinted or reproduced without the written 

consent of the organiser and publisher. 

PAP, P.O. Box 137, Blackpool, Lancashire, FY2 9UN, UK 

Tel: 44 (0)1253 358081, Fax: +44 (0)1253 353811 

Email: proceedings@pap.com 

ISBN 0 9525554 3 3 

Published byThe Practical Application Company Ltd 

Petitioner Microsoft Corporation - Ex. 1008, p. 2863



\ i 
·i 
I 

t 

~ 
I 
t 
' 

Development Tools for the Open Agent 
Architecture* 

David L. Martin, Adam Cheyer 
SRI International 

Gowang-Lo Lee 
ETRI 

Abstract 

The agent-based paradigm for software systems cannot realize its full potential, 
and will not become widespread, until adequate agent development tools and envi­
ronments are available. To address this need, an exploration of the requirements for 
such tools and environments has been conducted in the context of the Open Agent 
Architecture (OAA) project, and has resulted in the creation of the Agent Devel­
opment Toolkit (ADT). The ADT provides a variety of mechanisms that support 
the specification and implementation of individual agents, as well as cooperating 
communities of agents. Special attention has been given to tools that enable an 
agent developer to construct intelligent user interfaces, which allow users to express 
their requests of agents using spoken and written natural language in combination 
with other modalities. This paper discusses a number of general requirements that 
were identified for agent development environments, reports on the design and 
functionality of the ADT, and shows how the ADT addresses those requirements. 
In addition, we describe our experience to date in constructing OAA-based agent 
systems, and future directions in extending the ADT. 

1 Introduction 

A number of important and interesting investigations have recently been made into the 
languages, architectures, algorithms, and formal analyses of agent-based systems, and 
substantial agent-based systems are being fielded in a variety of domains. There are 
good reasons for this. The notion of autonomous, cooperative, and intelligent agents 
as fundamental system building blocks provides an evocative metaphor and a natural 
paradigm for harnessing explosive increases in interconnectivity and information access. 
From a system developer's perspective, this paradigm holds the promise of constructing 
flexible, adaptable systems that provide intelligent services based on the cooperative 

"This paper was supported by a contract from the Electronics and Telecommunications Research 
Institute (Korea). The first author can be reached by email at martin@ai.sri.com. 

387 Petitioner Microsoft Corporation - Ex. 1008, p. 2864



efforts of the most capable and most appropriate agents for the job at hand, selected 
from a potentially vast array of distributed software and hardware resources. 1 

While the results of these investigations provide many valuable elements of infrastructure 
for agent-based systems, it must be recognized that the agent-based approach cannot re­
alize its full potential, and will not become widespread, until adequate agent development 
tools and environments are available. To date, very little has been done to address this 
need. 

There are a number of interesting questions to be addressed: What new requirements and 
challenges arise for development tools that are unique to agent-based systems? How does 
the inherent autonomy and loose coupling of agents affect the development process and 
the resulting artifacts such as documentation? How can we best facilitate the construction 
of a collection of interoperable agents written in various languages and operating on 
various platforms, and agents derived from existing applications and legacy information 
sources? How much of the creation of an agent-based system can be automated? 

An agent system that provides an intelligent user interface - allowing users to express 
their requests by using spoken and written natural language in combination with other 
modalities - raises additional challenges regarding development environments. For ex­
ample, one important question is how best to provide support for the agent developer, 
who is not likely to be a computational linguist, in tailoring the linguistic processing com­
ponents of the system to handle the domain-specific expressions that may be expected 
to appear in users' requests. 2 

An exploration of these questions has been conducted in the context of the Open Agent 
Architecture (OAA) project, and has resulted in the creation of the Agent Development 
Toolkit (ADT). This paper is concerned with the requirements that motivated the cre­
ation of the ADT, and the functionality that evolved to meet those requirements. The 
following section presents a general discussion of requirements that are characteristic of 
development environments for agent-based systems. In Section 3 we give an overview 
of the OAA, and of results to date in constructing OAA-based agent systems. Section 
4 shows in some detail how many of the requirements mentioned earlier have been ad­
dressed by the ADT. Finally, in Section 5, we draw conclusions and mention some current 
and proposed work to extend the OAA and the ADT. 

2 Challenges for Agent Development Environments 

In highlighting some of the general requirements and challenges that can be identified 
for development environments for agent-based systems, we are not attempting to give 

1 Because of the wide variety of systems to which the word 'agent' has been applied recently, it may 

be helpful to indicate what we mean by 'agent-based system'. The type of system we have in mind 

is one in which the services provided are accomplished through the cooperative efforts of a number of 

independent software processes, each of which is persistent and. acts with a high degree of autonomy. 
2 Most other important areas of exploration in agent-based systems - learning, mobility, negotiation, 

and so forth - also introduce new challenges for development environments. 
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an exhaustive list. We do believe that the points mentioned here are applicable to most 
agent-based systems. In describing the Open Agent Architecture in Section 3, we will 
be able to show in greater detail how these requirements arise in that particular context, 
and in Section 4 we show how they are addressed by the ADT. 

2.1 Supporting Conformance 

Because of the emphasis on interoperability inherent in agent-based systems, there is a 
critical need for each agent to be designed so as to interact correctly (that is, in accor­
dance with protocol) with the other agents in the system. Thus, an agent development 
environment should guide the developer in adhering to the protocols used by the system. 

Some form of this requirement has existed in all software development paradigms; after 
all, even in the simplest programs, procedure calls must match the appropriate procedure 
declarations. However, the need for conformance is likely to be more strenuous in agent­
based systems, in two respects. First, agent programming interfaces and interactions 
between agents - and hence, the protocols for specifying these - tend to be more 
complex than interfaces and interactions between the elements of systems built using 
traditional approaches. Second, it is a goal of most agent systems that the development 
teams of the various agents be able to work independently, remotely, and on widely 
heterogeneous platforms - but while incurring as little overhead as possible due to the 
interdependencies of agents. 

This requirement of conformance applies as strongly to agent documentation as it does 
to agent coding. In particular, the ongoing evolution of an agent-based system by widely 
distributed and independent groups of developers will require documentation of available 
agents and their capabilities in a consistent, automatically searchable format. 

2.2 Supporting Heterogeneity 

In agent development, as in most software development, conformance and heterogeneity 
are two sides of the same coin: it is precisely because of the need to achieve a meaningful 
level of interoperability between widely heterogeneous agents that it is critical for agents 
to conform to the same protocols. 

Many different types of heterogeneity can occur in an agent-based system. Three that are 
of concern from the agent developer's point of view are the multiplicity of implementation 
languages, the multiplicity of execution platforms, and the mixture of newly created 
agents with those that have been adapted from legacy applications or information sources. 

Thus, the design of an agent development environment (as well as the design of the archi­
tecture) should allow for an equal level of support for an agent's development, regardless 
of its language, platform, or origin. 
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2.3 Construction of Agent Communities 

An agent-based approach encompasses a new definition of "system" (or at least a defini­
tion modified in some important ways), and consequently calls for new conceptualizations 
of what it is to create a "system". Agent-based system construction involves the identifi­
cation of a set of agents that can do a job together. Wherever possible, parts of a system's 
functionality are provided by reuse of existing agents, but in any case the determination 
of what services are provided by existing agents is an essential prerequisite to the design 
of new agents. Thus, a development environment should make it as easy as possible to 
manipulate (e.g., locate, browse, inspect, visualize) agents as the basic building blocks 
of systems. In particular, it should provide support for identifying the capabilities of ex­
isting agents. It should also provide support for specifying new configurations of agents 
for interoperation. 

2.4 Running and Debugging Systems 

Agent-based approaches also entail changes in what is meant by "system execution". 
Invoking- and monitoring- an agent-based system can become much more involved 
than it is under today's predominant software paradigms. Rather than focusing on the 
behavior of a single process, or a tightly regimented series of client-server interactions, 
the agent-based system developer needs to be able to initiate and ensure the continued 
availability of an entire collection of processes running in diverse environments. He must 
be able to view the global activity of the collection, as well as the local activities of specific 
agents. These needs call for more powerful execution and debugging aids than currently 
exist. Thus, an agent-based development environment should provide new mechanisms 
for instantiating, monitoring, and debugging operational configurations of agents. Agent­
based debugging aids will most likely be constructed on models borrowed from the field 
of simulation. 

2.5 Facilitating Use of Support Agents 

In our terminology, a support agent is one that provides services of great importance to 
many, if not most, agents operating in a system. Thus, while not a fixed part of the 
agent system infrastructure, a support agent is thought of as having a more fundamental 
status than an ordinary application agent, because of the widespread demand for its use. 
Because of the emphasis in the OAA on intelligent user interfaces, speech recognition 
and natural language understanding agents have become two very important examples 
of support agents in the OAA. 

Support agents pose special problems for agent development tasks because in many cases 
they employ sophisticated techniques. As a result, customizing a support agent for a 
particular task domain is likely to require substantial expertise - a level of expertise 
that the average agent developer may not possess and may not have the time to acquire. 

Petitioner Microsoft Corporation - Ex. 1008, p. 2867



fini­
tons 
.tifi-
:m's 
~ion 

ngn 
e to 
,cks 
ex­
~nts 

)n". 
lved 
the 

ons, 
med 
lUSt 

cific 
ntly 
IS IDS 

ent­
field 

:e to 
· the 
~ntal 

use. 
ition 
1ples 

:ases 
for a 
:rtise 

1uire. 

Because of their quasi-standardized use with the system, however, support agents offer an 
opportunity to provide knowledge-acquisition tools that support their use. For example, 
as we show in Section 4.2, the use of speech recognition and natural language under­
standing agents can be supported with tools for the introduction of natural language 
vocabulary and concepts relevant to each agent that employs their services . 

3 The Open Agent Architecture 

The Open Agent Architecture provides a framework for integrating a society of software 
agents, each possessing a high degree of independence and autonomy, within a distributed 
environment. A collection of agents satsifies requests from users, or other agents, by 
acting cooperatively, under the direction of one or more facilitators (which are themselves 
agents of a special type). 

The system's architecture, based loosely on Schwartz's FLiPSiDE system [7], uses a hier­
archical configuration in which each application agent connects as a client of a facilitator. 
Facilitators provide content-based message routing, global data management, and pro­
cess coordination for their set of connected agents. Facilitators can, in turn, be connected 
as clients of other facilitators. Each facilitator records the published capabilities of their 
subagents, and when requests arrive (expressed in the Interagent Communication Lan­
guage, described below), the facilitator is responsible for breaking them down and for 
distributing subrequests to the appropriate agents. An agent satisfying a request may 
require supporting information, and the OAA provides numerous means of requesting 
data from other agents or from the user. 

Agents share a common communication language and a number of basic structural char­
acteristics and capabilities. An agent library provides this common functionality. For 
example, every agent can install local or remote triggers on data, events or messages; 
manipulate global data stored by facilitators; and request solutions for a set of goals, to 
be satisfied under a variety of different control strategies. In addition, the agent library 
provides functionality for parsing and translating expressions in the Interagent Communi­
cation Language, and for managing network communication using TCP /IP. Agents may 
be implemented (or derived from existing applications) in any programming language to 
which the agent library has been ported, and may run on any network-linked platform. 

The OAA has been described in greater detail in [4]. 

3.1 The Interagent Communication Language 

The OAA's Interagent Communication Language (ICL) is the interface language shared by 
all agents, no matter what machine they are running on or what computer language they 
are programmed in. The ICL has been designed as an extension of the Prolog program­
ming language, in order to take advantage of the power of unification and backtracking 
during interactions among agents. 
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Every agent participating in an OAA-based system defines and publishes a set of capabil­
ities specifications, expressed in the ICL, describing the services that it provides. These 
establish a high-level interface to the agent, which is used by a facilitator in communi­
cating with the agent, and, most important, in delegating service requests (or parts of 
requests) to the agent. Partly due to our use of Prolog as the basis of the ICL, we refer 
to these capabilities specifications as solvables. 

For example, in creating an agent for a mail system, solvables might be defined for sending 
a message to a person, testing whether a message about a particular subject has arrived 
in the mail queue, or displaying a particular message onscreen. For a database wrapper 
agent, one might define a distinct solvable corresponding to each of the relations present 
in the database. 

3.2 Startlt 

As mentioned in Section 2.4, agent-based architectures introduce strenuous requirements 
for invoking and monitoring systems of agents. Startlt addresses these requirements, and 
provides an important bridge between the functionality of the ADT and that of the OAA. 

Once a collection of interoperable agents has been assembled to work on a set of tasks, 
Startlt provides the means of invoking each of the agents on the correct platform, ac­
cording to the system protocols of that platform, and ensuring that the agent makes 
the required connection to an OAA facilitator. Of equal importance, Startlt monitors the 
status of each agent to see that it continues to function correctly. In the event that Startlt 
detects a failure of one of the agents, it is able to take steps to recover from the failure 
and automatically restart the agent. 

Startup specifications for each agent and instructions on how to deal with failures are 
contained in configuration files which, as described below, can be automatically generated 
by a component of the ADT. 

3.3 OAA-Based Prototype and Fielded Systems 

The OAA has been used as the framework for a number of applications in several domain 
areas. The first OAA-based system was a multifunctional "office assistant", in which 
fourteen autonomous agents provide monitoring, communication and management capa­
bilities for business applications such as online calendars, electronic mail, or databases [4]. 
In a typical scenario, agents with expertise in email processing, text-to-speech transla­
tion, notification planning, calendar and database access and telephone control cooperate 
to find a user and alert him or her of some important message. 

The OAA has also been used to construct flexible and natural user interfaces to agent­
based and conventional applications. In the CommandTalk system, currently installed 
at the Marine Corps Air Ground Combat Center at Twentynine Palms, CA, a collection 
of OAA-enabled agents provide a spoken-English interface to a map-based simulation of 

392 

Petitioner Microsoft Corporation - Ex. 1008, p. 2869



Lbil­
:leSe 
um­
s of 
·efer 

iing 
ived 
>per 
sent 

ents 
and 
IAA. 

~ks, 

ac­
akes 
the 

art It 
Jure 

. are 
a ted 

nain 
hich 
apa-
; [4]. 
1sla­
~rate 

~ent­

alled 
:tion 
ln of 

armed forces. Another OAA-based multimodal user interface project focuses on tech­
niques for merging simultaneous streams of pen and voice input to form multimedia 
queries about data retrieved from commercial Internet web sites [2]. 

4 The Agent Development Toolkit 

The Agent Development Toolkit, or ADT, is built around three loosely coupled core 
components, and presents itself via a user interface component. 

• The Programmer's Agent Construction Tool (ProACT) is used by an agent designer 
to define and maintain the capabilities and other properties of an agent, to manage 
documentation for the agent, and to generate a code template for the agent. 

• The Linguistic Expertise Acquisition Program (LEAP) facilitates the task of inter­
facing a new agent with existing linguistic support agents such as natural language 
parsers and speech recognition systems. This involves obtaining semantic informa­
tion about the domain in which the agent operates, the services provided by the 
agent, and the English words that will be useful in composing requests for these 
services. To make these words useful to the system, LEAP extracts from the agent 
developer information about their linguistic attributes; it does so by asking the 
developer simple questions about how and when those words are used. Once the 
linguistic knowledge has been acquired, LEAP generates or updates the appropriate 
knowledge bases needed by the linguistic support agents. 

• PROJECT allows the developer to create and maintain repositories of reusable 
agents, and to choose from available repositories to produce an operable config­
uration of agents for a particular application domain. Once the configuration has 
been selected, PROJECT can produce a configuration file for use by Startlt, the 
OAA's system execution manager. 

• The user interface component provides integrated access to the features of all three 
core components. It provides editing capabilities for the artifacts of each core 
component, such as agent specifications, iconic representations of agents, source 
code, domain classes and vocabulary, agent repositories, and project configurations. 

The ADT has itself been constructed within the OAA. That is, each of the three core 
components, as well as the user interface, is instantiated as one or more OAA agents. 
Thus, in constructing the ADT, we were able to take advantage of the benefits of the 
agent-based paradigm. For example, we were readily able to use a mixture of languages 
and platforms (some under UNIX 3 and some under Microsoft Windows) in implemen­
tating the components. In particular, the user interface benefited from the use of rapid 
development user interface tools available under Microsoft Windows, and LEAP benefited 
from being implemented under UNIX, where we were able to make good use of our Prolog 

3 All product names mentioned in this document are the trademarks of their respective holders. 
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development environment and some existing source code from related projects. Further, 
the use of the OAA ensures future extensibility via the addition of new agents. 

In the following discussions of the three core components, the use and appearance of the 
user interface component is not covered in detail, but parts of it are mentioned in the 
core component descriptions, and parts are shown in the accompanying figures. 

4.1 ProACT: Defining and Constructing Agents 

ProACT guides an agent developer through the various phases of agent creation and 
maintenance. 

An agent developer starts creating a new agent by defining, in ProACT, its name, author, 
title, version number, and icon. To inspect or modify an existing agent, the agent can be 
opened using either of two familiar techiques: the existing agent's specification file can 
be selected from a file navigation dialog, or its icon can be selected from those in the 
currently selected agent repository. (Agent repositories are selectable using PROJECT.) 

The agent programmer can then use ProACT to enumerate the agent's capabilities in 
terms of the Interagent Communication Language. The ICL editing window provides 
an opportunity to ensure conformance to protocol, by performing syntax checks and 
prompting the developer for missing syntactic elements. 4 

Once the capabilities of the agent have been specified, ProACT encourages the agent 
programmer to provide documentation for the agent, in a standardized format. Infor­
mation may be entered using built-in documentation editors, which provide templates 
for describing the agent itself, and each of the agent's capabilities specifications. After 
documentation has been edited, ProACT automatically generates HTML representations 
of the information that can be published on the World Wide Web, and thus can be made 
readily available to other agent developers collaborating on the project, or those who 
may add agents to the project at some future time. 

The use of HTML as a documentation medium is motivated by the requirement, discussed 
earlier, to support widely distributed teams of agent developers with up-to-date speci­
fications that can automatically be searched for reusable agents providing some needed 
service. Publishing documentation in HTML allows developers to employ any of a wide 
variety of available Web tools. For example, ProACT interfaces with Harvest [1], an In­
ternet tool for indexing and searching Web pages. In the Harvest framework, brokers 
and gatherers can be set up to collect all published OAA documentation from anywhere 
in the world, or from selected subgroups of agent development sites - thus providing an 
efficient query mechanism to search for appropriate agents for reuse. 

ProACT supports heterogeneity by generating code templates for agents in several pro­
gramming languages, currently Prolog, C, C with X Windows, and Visual Basic. Delphi 
and Lisp will be added soon, as libraries in these languages have recently been added to 
the OAA. Code template generation is a useful function for the novice programmer, who 

~As of this writing, these syntax checks are under development. 
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may not know all the intricacies of building a new agent, as well as being a timesaver for 
the expert user. Code template generation is also convenient when an existing agent is 
ported to another programming language. 

A ProACT screen is shown in Figure 1. In this figure, code template generation, in C, 
has just been completed for a new agent. 

4.2 

~uthor ~daa Cheyer 
Created : 09-27-1995 by ~DT v1.0 
Copyright (C) 1995. SRI International. ~11 rights reserved. 

6include "agentlih.h" /e Open ~gent ~rchitecture Library e/ 
6include <stdio.h> 
6include <string.h> 

Figure 1: Using ProACT to generate source code for an agent. 

LEAP: Adding Speech and Natural Language Understand­

ing to Agents 

Agents provide functionality that can be accessed by other agents, by the user through a 
graphical user interface, or sometimes by the user through a natural language (spoken or 
written) interface. As mentioned in Section 2.5, speech recognition and natural language 
processing capabilities are made available to all agents in the OAA by specialized support 
agents. 

To provide a natural language interface to an agent, the agent designer must generate 
linguistic knowledge bases for the Natural Language and Speech Recognition agents, 
which enables these agents to handle spoken and written requests that are appropriate 
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for the agent. LEAP is a tool for guiding the user through this process, and is primarily 
concerned with the requirements expressed in Sections 2.1 and 2.5. 

It is important to realize that the roles of the Speech Recognition and Nat ural Language 
agents can be played by different agents in different OAA configurations (indeed, it is 
possible to have several different Speech Recognition and/or Natural Language agents 
operating within a single configuration). These Speech Recognition and Natural Lan­
guage agents can be of varying levels of sophistication, and in some configurations, there 
are advantages to using relatively simple approaches (for example, some configurations 
have employed Natural Language agents based on Prolog Definite Clause Grammars). 
However, in most settings, one wants to use the most powerful, flexible approaches avail­
able, and thus our efforts have been focused on the use of two very sophisticated systems 
developed at SRI: the Decipher [3] speech recognition system, and the Gemini [5] natural 
language understanding system, both of which have been used as agents in a number of 
OAA-based systems. Consequently, the requirements for LEAP have largely been driven 
by these two systems. 

Although the Speech Recognition and Natural Language agents provide considerable flex­
ibility in specifying knowledge for new domains, they were written by and for computa­
tional linguists. Consequently, extending the domain knowledge and linguistic knowledge 
of these support agents (as is true of most powerful speech recognition and natural lan­
guage systems) has heretofore been a complex task requiring expertise in computational 
linguistics. This has been an acceptable requirement in their original context of use. 
However, their use within the OAA creates a new context, characterized by the following 
conditions: 

• New and widely varying domains are added frequently. 

• As agents are introduced and developed in a domain, the knowledge needed by the 
Speech Recognition and Natural Language agents changes rapidly and may continue 
to evolve over a long period. This change involves knowledge of linguistic usage as 
well as knowledge of the solvables (agent capabilities descriptions) currently made 
available in the domain. 

• Agent developers, rather than linguists, will introduce new domain knowledge to 
the Speech Recognition and Natural Language agents. 

LEAP's goal, then, is to assist the nonlinguist in introducing new domain and linguistic 
knowledge to Speech Recognition and Natural Language agents. 

4.2.1 LEAP's Subcomponents and General Approach 

LEAP's mission involves acquiring four types of knowledge: domain knowledge, as cap­
tured in a class hierarchy; knowledge of the solvables provided by the agents being used 
in an OAA-based system; some types of linguistic information (morphological, syntactic, 
and semantic) about the vocabulary that may be used in formulating requests of the 
agents; and phonetic (pronunciation) information about this vocabulary. 
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The first three of these knowledge types provide the critical connections that the Natural 
Language agent will need (at execution time, not at agent development time) to transform 
an English request into a formal goal that may be handled by an OAA facilitator. This 
goal, an expression in a first-order logical notation, contains solvables as subgoals. The 
facilitator, in satisfying the goal, will dispatch each solvable to an agent that can handle 
it. The fourth type of information will be used (also at execution time) by the Speech 
Recognition agent in recognizing spoken requests. 

LEAP has a subcomponent corresponding to each of these four types of knowledge; these 
subcomponents are the Class Hierarchy Editor, the ICL-NL Linker 5

, the Word Wizard, 
and the Pronunciation Wizard. 

The sequence of events for telling LEAP about a new agent is as follows: First, using the 
Class Hierarchy Editor, inspect and edit the class hierarchy to ensure that the types of 
objects the agent deals with are represented in the hierarchy. Then, using the ICL-NL 
Linker, provide semantic information about the agent's solvables (these have already been 
entered, using ProACT). Next, using the Word Wizard, enter words that are expected 
to be contained in users' requests for the agent. Finally, for any words for which the 
Pronunciation Wizard doesn't already have a phonetic description, use the Pronunciation 
Wizard to select and/or edit one. 

In our presentation, here, of the first three subcomponents of LEAP, we are primarily 
concerned with operations that help to satisfy the knowledge base requirements of the 
Natural Language agent. This is because its knowledge base is considerably more complex 
than that required by the Speech Recognition agent. Indeed, most of the information 
required by the Speech Recognition agent can be viewed as a subset of that needed by 
the Natural Language agent. One notable exception to this, however, is the information 
gathered by the fourth subcomponent, the Pronunciation Wizard. 

4.2.2 LEAP's Class Hierarchy Editor 

Nearly all rules in the knowledge base of the Natural Language agent refer to the classes 
defined in the class hierarchy. The class hierarchy is a tree that contains what the Natural 
Language agent recognizes as the primitive conceptual categories to which entities may 
belong, and expresses the superclass and subclass relationships that hold between them. 
Higher levels of the hierarchy contain the more domain-independent classes, whereas 
lower levels tend to be more domain-specific. For example, the class agent - a class 
likely to be near the root of the hierarchy - might have subclasses human-agent and 
software-agent, both of which are considered to be domain-independent. 

When a new domain (such as the corporate personnel domain) is introduced to the Nat­
ural Language agent, it is usually necessary to add new classes reflecting the distinctions 
made in that domain. For example, the human-agent class might have a domain-specific 
subclass employee that is broken into subclasses manager, salesperson, researcher, and 
programmer- reflecting the personnel structure of a particular organization. (These are 
some of the classes used in our office assistant domain.) 

5Interagent Communication Language- Natural Language Linker 
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Because the class hierarchy is so central to the expression of the rules used by the Natural 
Language agent, it must be easy to understand and to edit. Thus, we have provided a 
Class Hierarchy Editor for browsing and modification of this hierarchy. This editor also 
allows drag-and-drop techniques to be used in selecting classes during operation of both 
the ICL-NL linker and the Word Wizard, as described later. 

4.2.3 LEAP's ICL-NL Linker 

The ICL-NL Linker acquires the knowledge needed by the Natural Language agent so 
that it can include a new solvable (capability specification) in the formal representations 
that it generates from English requests. 

Two main types of information are requested from the user. First, the user is asked 
to provide an overall characterization of the solvable as an Entity, Relationship, or At­
tribute. This means of characterizing solvables was selected because, as a standard part 
of database methodology, it is likely to be familiar to most developers, and also because 
the characterization can be used to guide the selection of rules that the Nat ural Language 
agent can use in generating appropriate calls to the solvable. 

Second, the user is asked to annotate each solvable with information from the class 
hierarchy; this is done by associating a class with the functor and with each argument of 
each solvable. This operation is facilitated by the ability to drag and drop class names 
between the Class Hierarchy Editor and the ICL-NL Linker. Figure 2 shows the main 
window of the ICL-NL Linker being used in this way. In this example, the developer, 
who is characterizing the arguments of the solvables provided by an email agent, has 
just associated the first argument of the solvable forward(Msg, Destination) with the 
domain-specific class message. 

In addition, the ICL-NL Linker provides several other utilities that are helpful in intro­
ducing new solvables to the Natural Language agent. For example, if a solvable represents 
a database relation, and thus can be queried for all the tuples in the relation, the ICL-NL 
Linker can be used to perform these queries and automatically create vocabulary entries 
corresponding to specific values of the relation's fields. 

Before moving on to LEAP's most linguistically specialized component, it is worth noting 
that the functionality of its Class Editor and ICL-NL Linker can be viewed in a nonlin­
guistic context, that is, as a means of developing domain-specific ontologies, and giving 
characterizations of agents' capabilities in terms of these ontologies. These characteriza­
tions are general enough to be of use to more sophisticated facilitators and information 
brokers, which are currently under development for use with the OAA. 

4.2.4 LEAP's Word Wizard 

LEAP's Word Wizard acquires the knowledge needed by the Natural Language agent to 
understand sentences containing a particular word or phrase. 

The Word Wizard's chief method of acquiring information from the user is exemplar-
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Figure 2: Using LEAP to link ontological classes to an agent specification. 
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based; that is, it asks the user questions about the correctness of specific phrases or 
sentences, and draws the appropriate conclusions based on the responses. This approach 
is based on previous work done at SRI on the TEAM project [6]. 

The Wizard operates by obtaining a categorization of a new word, and by gradually 
refining the categorization through a series of questions. Each refinement of category, in 
turn, determines the subsequent questions to be asked. Each question asked is used to 
(1) refine the categorization of the word (roughly, by identifying the important patterns 
it can be used in), (2) obtain some specific data needed about the word (such as the 
plural form of a noun), or (3) both of these operations. The questions are simple ones 
that do not require any expert knowledge about natural language processing. 

For example, in constructing an agent that extracts information from a personnel 
database, the developer might want the agent to be able to answer questions containing 
the verb 'occupy', as in "Who occupies office number EJ219?". After entering 'occupy' 
as a new verb, the developer would first be asked to identify one or more acceptable pat­
terns of usage, from a list of available verb usage patterns. Assuming that he selects the 
pattern "A(n) ---occupies a(n) _____ ,, he would then be asked to fill in the classes, 
from the class hierarchy, of the things that can be referred to in the blanked positions. 
(In this case, he might fill in the classes 'employee' and 'office'.) Following this, LEAP 
would ask questions about the acceptability of different uses of 'occupy'. For instance, 
the developer would be asked to say whether the following construction sounds OK: "An 
office is occupied by an employee". From the answer, LEAP would know whether 'oc­
cupy' can be used in the passive form, and could use this information in generating the 
appropriate lexical entry for 'occupy', to be used by the Natural Language agent. 

Once the final categorization for a new word is determined, the Wizard has all the infor­
mation it needs to update the Natural Language agent's knowledge base. The information 
gathered by the Wizard for a new word, along with related information entered previ­
ously using the Class Hierarchy Editor and the ICL-NL Linker, typically results in a large 
number of changes (perhaps 10 to 25 detailed updates) to the knowledge base. These 
updates are transparent to the user, who sees only the command structure provided by 
the user interface and the commonsense questions that have been presented. 

4.2.5 LEAP's Pronunciation Wizard 

Much of the knowledge needed by the Speech Recognition agent (such as a word's part 
of speech) can be derived from the information acquired for the Natural Language agent. 
One type of linguistic knowledge that is used exclusively by the Speech Recognition agent 
is a word's phonetic specification, the description of how it is pronounced. Even though 
the Speech Recognition agent incorporates a large corpus of phonetic information for or­
dinary words, the vocabulary used by an agent can include domain-specific terminology, 
names, abbreviations, and acronyms, and thus it is frequently the case that additional 
phonetic specifications are needed. As a simple example, our office assistant agent sys­
tem might be expected to answer the spoken question "What is the extension of Adam 
Cheyer", or to satisfy the request "Send a message to cheyer@ai.sri.com". 
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Since the Speech Recognition agent needs to have a phonetic specification for each new 
word introduced to it, and since these specifications employ a fairly specialized notation, 
LEAP includes a Pronunciation Wizard to help the agent developer in entering these 
specifications. The Pronunciation Wizard operates in the background, checking each 
new word to see if its pronunciation is already known. When a word without a known 
pronunciation is encountered, it is placed on an action list, until the developer is ready 
to work on pronunciations. At that time, he can select a word from the action list, and 
the Pronunciation Wizard uses a sophisticated algorithm to generate a list of plausible 
phonetic specifications for the word. The developer is asked to select one of these, and 
also has the option to edit it. To assist in this task, the user can ask to see a phonetic 
specification for any other word known to the system. For instance, in selecting a phonetic 
specification for the name "Cheyer", it might be helpful to have a look at the specification 
for the rhyming word "buyer". 

One other way in which the Pronunciation Wizard can be helpful, but which has not yet 
been implemented, is that a selected phonetic specification could be submitted to the 
OAA's text-to-speech support agent for audio playback. 

4.3 PROJECT: Configuring Communities of Agents 

The PROJECT tool, which addresses many of the requirements expressed in Section 2.3, 
is used to define particular configurations of agents for a given application domain. Using 
PROJECT, a programmer can graphically construct an agent project by adding members 
to a conference table, selecting participants from repositories of available agents, and then 
tailoring agent execution parameters to the task at hand. These execution parameters 
include such things as what specific machine to execute an agent on, what facilitator the 
agent should connect to, and what steps to take if the agent unexpectedly crashes. Once 
a configuration has been specified, the PROJECT tool can generate data files for use by 
Startlt (Section 3.2). 

In Figure 3, PROJECT's main screen is shown, with construction of a project configura­
tion in progress. 

5 Conclusions and Future Directions 

The main theme of this paper has been that agent-based software paradigms introduce 
challenging new requirements for development environments, which will need to be ad­
dressed before these paradigms are able to realize their full promise. We began by iden­
tifying some important general requirements for agent development environments which 
are relevant to most, if not all, agent-based systems. We have outlined the architecture 
and functionality of one particular agent-based paradigm, the Open Agent Architecture 
(OAA), in order to illustrate how these general requirements arise in that context. In our 
presentation of the Agent Development Toolkit -a prototype development environment 
for OAA-based systems, which itself consists of a collection of OAA agents - we have 
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shown how many of these requirements have been addressed. 

In building the ADT, our initial focus has been on capabilities that provide the great­
est gains in productivity, and that are readily accessible to novice agent developers. 
We recognize that there are many possibilities for additional functionality that can be 
introduced into the ADT framework, and consequently we have designed the ADT for 
extensibility. 

We have not yet taken full advantage of the fact that the ADT is itself implemented 
within the OAA. Thus the Natural Language and Speech Recognition agents could be 
used to provide a multimodal interface for the ADT, just as they have for some of our 
application domains. More importantly, implementation within the OAA means that the 
results of many development decisions can be tested immediately and demonstrated to the 
developer within their context of use. For example, when introducing new vocabulary for 
an agent using LEAP, it should be possible to immediately try out a sentence containing 
that vocabulary and observe, first, whether the Natural Language agent produces the 
correct formal representations, and second, whether these representations result in the 
desired set of agent interactions. 

One important area that has not been addressed is debugging tools. Because of the 
complexity associated with interactions of multiple autonomous agents and the overhead 
associated with deployment on distributed sites, the ability to simulate a community 
of agents will have great value. We see this ability as something that will be tightly 
integrated with the execution environment (which again, will be facilitated by the im­
plementation of the ADT within the OAA). For any selected configuration of agents, it 
should be possible to initiate a simulated set of interactions without requiring any addi­
tional setup effort. The simulation will allow for global and local views of agent activities, 
with the ability to inspect data, trace, set breakpoints, and step through execution. 

Finally, there is important work to be done in reasoning about agent capabilities spec­
ifications. So far we have only made use of each agent's specification of the services it 
provides, but it is interesting to consider what could be done if additional information 
were provided by each agent as to what services it uses. We would like to explore to 
what extent, given these additional specifications, the development environment can au­
tomatically determine whether a given configuration of agents can supply a given set 
of services, and if not, find and select existing reusable agents that supply the missing 
capabilities. 
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Abstract. In this paper, we discuss how multiple input modalities may be combined to produce more 
natural user interfaces. To illustrate this technique, we present a prototype map-based application for a 
travel planning domain. The application is distinguished by a synergistic combination of handwriting, 
gesture and speech modalities; access to existing data sources including the World Wide Web; and a 
mobile handheld interface. To implement the described application, a hierarchical distributed network of 
heterogeneous software agents was augmented by appropriate functionality for developing synergistic 
multimodal applications. 

Key words: Multimodal Interface, Agent Architecture, Distributed Artificial 
Intelligence. 

1 Introduction 
As computer systems become more powerful and complex, efforts to make computer interfaces more 
simple and natural become increasingly important. Natural interfaces should be designed to facilitate 
communication in ways people are already accustomed to using. Such interfaces allow users to 
concentrate on the tasks they are trying to accomplish, not worry about what they must do to control the 
interface. 
In this paper, we begin by discussing what input modalities humans are comfortable using when 
interacting with computers, and how these modalities should best be combined in order to produce natural 
interfaces. In section threeSect. 3, we present a prototype map-based application for the travel planning 
domain which uses a synergistic combination of several input modalities. Section four4 describes the 
agent-based approach we used to implement the application and the work on which it is based. In section 
fiveSect. 5, we summarize our conclusions and future directions. 
2 Natural Input 
2.1 Input Modalities 
Direct manipulation interface technologies are currently the most widely used techniques for creating user 
interfaces. Through the use of menus and a graphical user interface, users are presented with sets of 
discrete actions and the objects on which to perform them. Pointing devices such as a mouse facilitate 
selection of an object or action, and drag and drop techniques allow items to be moved or combined with 
other entities or actions. 
With the addition of electronic pen devices, gestural drawings add a new dimension direct manipulation 
interfaces. Gestures allow users to communicate a surprisingly wide range of meaningful requests with a 
few simple strokes. Research has shown that multiple gestures can be combined to form dialog, with rules 
of temporal grouping overriding temporal sequencing [22].(Rhyne, 1987). Gestural commands are 
particularly applicable to graphical or editing type tasks. 
Direct manipulation interactions possess many desirable qualities: communication is generally fast and 
concise; input techniques are easy to learn and remember; the user has a good idea about what can be 
accomplished, as the visual presentation of the available actions is generally easily accessible. However, 
direct manipulation suffers from limitations when trying to access or describe entities which are not or 
can not be visualized by the user. 
Limitations of direct manipulation style interfaces can be addressed by another interface technology, that 
of natural language interfaces. Natural language interfaces excel in describing entities that are not 
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currently displayed on the monitor, in specifying temporal relations between entities or actions, and in 
identifying members of sets. These strengths are exactly the weaknesses of direct manipulation interfaces, 
and concurrently, the weaknesses of natural language interfaces (ambiguity, conceptual coverage, etc.) 
can be overcome by the strengths of direct manipulation. 
Natural language content can be entered through different input modalities, including typing, handwriting, 
and speech. It is important to note that, while the same textual content can be provided by the three 
modalities, each modality has widely varying properties. 
Spoken language is the modality used first and foremost in human-human interactive problem solving 
[4].(Cohen et al., 1990). Speech is an extremely fast medium, several times faster than typing or 
handwriting. In addition, speech input contains content that is not present in other forms of natural 
language input, such as prosidy, tone and characteristics of the speaker (age, sex, accent). 
Typing is the most common way of entering information into a computer, because it is reasonably fast, 
very accurate, and requires no computational resources. 
Handwriting has been shown to be useful for certain types of tasks, such as performing numerical 
calculations and manipulating names which are difficult to pronounce [18, 19].(Oviatt, 1994; Oviatt and 
Olson, 1994). Because of its relatively slow production rate, handwriting may induce users to produce 
different types of input than is generated by spoken language; abbreviations, symbols and non-
grammatical patterns may be expected to be more prevalent amid written input. 
2.2 Combination of Modalities 
As noted in the previous section, direct manipulation and natural language seem to be very 
complementary modalities. It is therefore not surprising that a number of multimodal systems combine 
the two. 
Notable among such systems is the Cohen's Shoptalk system [6],(Cohen, 1992), a prototype 
manufacturing and decision-support system that aids in tasks such as quality assurance monitoring, and 
production scheduling. The natural language module of Shoptalk is based on the Chat-85 natural language 
system [25](Warren and Perreira, 1982) and is particularly good at handling time, tense, and temporal 
reasoning. 
A number of systems have focused on combining the speed of speech with the reference provided by 
direct manipulation of a mouse pointer. Such systems include the XTRA system [1],(Allegayer et al, 
1989), CUBRICON [15],(Neal and Shapiro, 1991), the PAC-Amodeus model [16],(Nigay and Coutaz, 
1993), and TAPAGE [9].(Faure and Julia, 1994).
XTRA and CUBRICON are both systems that combine complex spoken input with mouse clicks, using 
several knowledge sources for reference identification. CUBRICON's domain is a map-based task, 
making it similar to the application developed in this paper. However, the two are different in that 
CUBRICON can only use direct manipulation to indicate a specific item, whereas our system produces a 
richer mixing of modalities by adding both gestural and written language as input modalities. 
The PAC-Amodeus systems such as VoicePaint and Notebook allow the user to synergistically combine 
vocal or mouse-click commands when interacting with notes or graphical objects. However, due to the 
selected domains, the natural language input is very simple, generally of the style "Insert a note here."".
TAPAGE is another system that allows true synergistic combination of spoken input with direct 
manipulation. Like PAC-Amodeus, TAPAGE's domain provides only simple linguistic input. However, 
TAPAGE uses a pen-based interface instead of a mouse, allowing gestural commands. TAPAGE, selected 
as a building block for our map application, will be described more in detail in sectionSect. 4.2. 
Other interesting work regarding the simultaneous combination of handgestures and gaze can be found in 
[2, 13].Bolt (1980) and Koons, Sparrell and Thorisson (1993).
3 A Multimodal Map Application 
In this section, we will describe a prototype map-based application for a travel planning domain. In order 
to provide the most natural user interface possible, the system permits the user to simultaneously combine 
direct manipulation, gestural drawings, handwritten, typed and spoken natural language. When designing 
the system, other criteria were considered as well: 
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The user interface must be light and fast enough to run on a handheld PDA while able to access 
applications and data that may require a more powerful machine. 
Existing commercial or research natural language and speech recognition systems should be used. 
Through the multimodal interface, a user must be able to transparently access a wide variety of data 
sources, including information stored in HTML form on the World Wide Web. 
As illustrated in FigureFig. 1, the user is presented with a pen sensitive map display on which drawn 
gestures and written natural language statements may be combined with spoken input. As opposed to a 
static paper map, the location, resolution, and content presented by the map change, according to the 
requests of the user. Objects of interest, such as restaurants, movie theaters, hotels, tourist sites, municipal 
buildings, etc. are displayed as icons. The user may ask the map to perform various actions. For example : 
distance calculation : e.g. "How far is the hotel from Fisherman's Wharf?" 
object location : e.g. "Where is the nearest post office?" 
filtering : e.g. "Display the French restaurants within 1 mile of this hotel." 
information retrieval : e.g. "Show me all available information about Alcatraz." 
The application also makes use of multimodal (multimedia) output as well as input: video, text, sound and 
voice can all be combined when presenting an answer to a query. 
During input, requests can be entered using gestures (see FigureFig. 2 for sample gestures), handwriting, 
voice, or a combination of pen and voice. For instance, in order to calculate the distance between two 
points on the map, a command may be issued using the following: 
gesture, by simply drawing a line between the two points of interest. 
voice, by speaking "What is the distance from the post office to the hotel?". 
handwriting, by writing "dist p.o. to hotel?" 
synergistic combination of pen and voice, by speaking "What is the distance from here to this hotel?" 
while simultaneously indicating the specified locations by pointing or circling. 
Notice that in our example of synergistic combination of pen and voice, the arguments to the verb 
"distance" can be specified before, at the same time, or shortly after the vocalization of the request to 
calculate the distance. If a user's request is ambiguous or underspecified, the system will wait several 
seconds and then issue a prompt requesting additional information. 
The user interface runs on pen-equipped PC's or a Dauphin handheld PDA ([7])(Dauphin, DTR-1 User's 
Manual) using either a microphone or a telephone for voice input. The interface is connected either by 
modem or ethernet to a server machine which will manage database access, natural language processing 
and speech recognition for the application. The result is a mobile system that provides a synergistic 
pen/voice interface to remote databases. 
In general, the speed of the system is quite acceptable. For gestural commands, which are handled locally 
on the user interface machine, a response is produced in less than one second. For handwritten 
commands, the time to recognize the handwriting, process the English query, access a database and begin 
to display the results on the user interface is less than three seconds (assuming an ethernet connection, and 
good network and database response). Solutions to verbal commands are displayed in three to five 
seconds after the end of speech has been detected; partial feedback indicating the current status of the 
speech recognition is provided earlier. 
4 Approach 
In order to implement the application described in the previous section, we chose to augment a proven 
agent- based architecture with functionalities developed for a synergistically multimodal application. The 
result is a flexible methodology for designing and implementing distributed multimodal applications. 
4.1 Building Blocks 
4.1.1 Open Agent Architecture. The Open Agent Architecture (OAA) [5](Cohen et al., 1994) provides 
a framework for coordinating a society of agents which interact to solve problems for the user. Through 
the use of agents, the OAA provides distributed access to commercial applications, such as mail systems, 
calendar programs, databases, etc. 
The Open Agent Architecture possesses several properties which make it a good candidate for our needs: 
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An Interagent Communication Language (ICL) and Query Protocol have been developed, allowing agents 
to communicate among themselves. Agents can run on different platforms and be implemented in a 
variety of programming languages. 
Several natural language systems have been integrated into the OAA which convert English into the 
Interagent Communication Language. In addition, a speech recognition agent has been developed to 
provide transparent access to the Corona speech recognition system. 
The agent architecture has been used to provide natural language and agent access to various 
heterogeneous data and knowledge sources. 
Agent interaction is very fine-grained. The architecture was designed so that a number of agents can work 
together, when appropriate in parallel, to produce fast responses to queries. 
The architecture for the OAA, based loosely on Schwartz's FLiPSiDE system[23], (Schwartz, 1993), uses 
a hierarchical configuration where client agents connect to a "facilitator" server. Facilitators provide 
content-based message routing, global data management, and process coordination for their set of 
connected agents. Facilitators can, in turn, be connected as clients of other facilitators. Each facilitator 
records the published functionality of their sub-agents, and when queries arrive in Interagent 
Communication Language form, they are responsible for breaking apart any complex queries and for 
distributing goals to the appropriate agents. An agent solving a goal may require supporting information 
and the agent architecture provides numerous means of requesting data from other agents or from the 
user. 
Among the assortment of agent architectures, the Open Agent Architecture can be most closely compared 
to work by the ARPA knowledge sharing community [10].(Genesereth and Singh, 1994). The OAA's 
query protocol, Interagent Communication Language and Facilitator mechanisms have similar 
instantiations in the SHADE project, in the form of KQML, KIF and various independent capability 
matchmakers. Other agent architectures, such as General Magic's Telescript [11],(General Magic, 1995),
MASCOS [20],(Park et al, submitted), or the CORBA distributed object approach [17](Object 
Management Group, 1991) do not provide as fully developed mechanisms for interagent communication 
and delegation. 
The Open Agent Architecture provides capability for accessing distributed knowledge sources through 
natural language and voice, but it is lacking integration with a synergistic multimodal interface. 
4 . 1 . 2  TAPAGE. TAPAGE (edition de Tableaux par la Parole et la Geste) is a synergistic pen/voice 
system for designing and correcting tables. 
To capture signals emitted during a user's interaction, TAPAGE integrates a set of modality agents, each 
responsible for a very specialized kind of signal [9].(Faure and Julia, 1994). The modality agents are 
connected to an "interpret agent"'interpret agent' which is responsible for combining the inputs across 
all modalities to form a valid command for the application. The interpret agent receives filtered results 
from the modality agents, sorts the information into the correct fields, performs type-checking on the 
arguments, and prompts the user for any missing information, according to the model of the interaction. 
The interpret agent is also responsible for merging the data streams sent by the modality agents, and for 
resolving ambiguities among them, based on its knowledge of the application's internal state. Another 
function of the interpret agent is to produce reflexes: reflexes are actions output at the interface level 
without involving the functional core of the application. 
The TAPAGE system can accept multimodal input, but it is not a distributed system; its functional core is 
fixed. In TAPAGE, the set of linguistic input is limited to a verb object argument format. 
4.2 Synthesis 
In the Open Agent Architecture, agents are distributed entities that can run on different machines, and 
communicate together to solve a task for the user. In TAPAGE, agents are used to provide streams of 
input to a central interpret process, responsible for merging incoming data. A generalization of these two 
types of agents could be: 
Macro Agents: contain some knowledge and ability to reason about a domain, and can answer or make 
queries to other macro agents using the Interagent Communication Language. 
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Micro Agents: are responsible for handling a single input or output data stream, either filtering the signal 
to or from a hierarchically superior "interpret"'interpret' agent. 
The network architecture that we used was hierarchical at two resolutions -: micro agents are connected 
to a superior macro agent, and macro agents are connected in turn to a facilitator agent. In both cases, a 
server is responsible for the supervision of its client sub-agents. 
In order to describe our implementation, we will first give a description of each agent used in our 
application and then illustrate the flow of communication among agents produced by a user's request. 
Speech Recognition (SR) Agent: The SR agent provides a mapping from the Interagent Communication 
Language to the API for the Decipher (Corona) speech recognition system [4],(Cohen et al., 1990), a 
continuous speech speaker independent recognizer based on Hidden Markov Model technology. This 
macro agent is also responsible for supervising a child micro agent whose task is to control the speech 
data stream. The SR agent can provide feedback to an interface agent about the current status and 
progress of the micro agent (e.g. "listening"," , "end of speech detected", etc.) This agent is written in C. 
Natural Language (NL) Parser Agent: translates English expressions into the Interagent Communication 
Language (ICL). For a more complete description of the ICL, see [5].Cohen et al. (Cohen et al., 1994).
The NL agent we selected for our application is the simplest of those integrated into the OAA. It is 
written in Prolog using Definite Clause Grammars, and supports a distributed vocabulary; each agent 
dynamically adds word definitions as it connects to the network. A current project is underway to 
integrate the Gemini natural language system [4],(Cohen et al., 1990), a robust bottom up parser and 
semantic interpreter specifically designed for use in Spoken Language Understanding projects. 
Database Agents: Database agents can reside at local or remote locations and can be grouped 
hierarchically according to content. Micro agents can be connected to database agents to monitor relevant 
positions or events in real time. In our travel planning application, database agents provide maps for each 
city, as well as icons, vocabulary and information about available hotels, restaurants, movies, theaters, 
municipal buildings and tourist attractions. Three types of databases were used: Prolog databases, X.500 
hierarchical databases, and data loaded automatically by scanning HTML pages from the World Wide 
Web (WWW). In one instance, a local newspaper provides weekly updates to its Mosaic-accessible list of 
current movie times and reviews, as well as adding several new restaurant reviews to a growing 
collection; this information is extracted by an HTML reading database agent and made accessible to the 
agent architecture. Descriptions and addresses of new restaurants are presented to the user on request, and 
the user can choose to add them to the permanent database by specifying positional coordinates on the 
map (ege.g. "add this new restaurant here"), information lacking in the WWW database. 
Reference Resolution Agent: This agent is responsible for merging requests arriving in parallel from 
different modalities, and for controlling interactions between the user interface agent, database agents and 
modality agents. In this implementation, the reference resolution agent is domain specific: knowledge is 
encoded as to what actions must be performed to resolve each possible type of ICL request in its 
particular domain. For a given ICL logical form, the agent can verify argument types, supply default 
values, and resolve argument references. Some argument references are descriptive ("How far is it to the 
hotel on Emerson Street?"); in this case, a domain agent will try to resolve the definite reference by 
sending database agent requests. Other references, particularly when contextual or deictic, are resolved by 
the user interface agent ("What are the rates for this hotel?"). Once arguments to a query have been 
resolved, this agent agent coordinates the actions and calculations necessary to produce the result of the 
request. 
Interface Agent: This macro agent is responsible for managing what is currently being displayed to the 
user, and for accepting the user's multimodal input. The Interface Agent also coordinates client modality 
agents and resolves ambiguities among them : handwriting and gestures are interpreted locally by micro 
agents and combined with results from the speech recognition agent, running on a remote speech server. 
The handwriting micro-agent interfaces with the Microsoft PenWindows API and accesses a handwriting 
recognizer by CIC Corporation. The gesture micro- agent accesses recognition algorithms developed for 
TAPAGE. 
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An important task for the interface agent is to record which objects of each type are currently salient, in 
order to resolve contextual references such as "the hotel" or "where I was before." Deictic references are 
resolved by gestural or direct manipulation commands. If no such indication is currently specified, the 
user interface agent waits long enough to give the user an opportunity to supply the value, and then 
prompts the user for it. 
We shall now give an example of the distributed interaction of agents for a specific query. In the 
following example, all communication among agents passes transparently through a facilitator agent in an 
undirected fashion; this process is left out of the description for brevity. 
1. A user speaks: "How far is the restaurant from this hotel?" 
2. The speech recognition agent monitors the status and results from its micro agent, sending 
feedback received by the user interface agent. When the string is recognized, a translation is requested. 
3. The English request is received by the NL agent and translated into ICL form. 
4. The reference resolution agent (RR) receives the ICL distance request containing one definite and 
one deictic reference and asks for resolution of these references. 
5. The interface agent uses contextual structures to find what "the restaurant" refers to, and waits for 
the user to make a gesture indicating "the hotel", issuing prompts if necessary. 
6. When the references have been resolved, the domain agent (RR) sends database requests asking 
for the coordinates of the items in question. It then calculates the distance according to the scale of the 
currently displayed map, and requests the user interface to produce output displaying the result of the 
calculation. 
5 Conclusions 
By augmenting an existing agent-based architecture with concepts necessary for synergistic multimodal 
input, we were able to rapidly develop a map-based application for a travel planning task. The resulting 
application has met our initial requirements: a mobile, synergistic pen/voice interface providing good 
natural language access to heterogeneous distributed knowledge sources. The approach used was general 
and should provide a for developing synergistic multimodal applications for other domains. 
The system described here is one of the first that accepts commands made of synergistic combinations of 
spoken language, handwriting and gestural input. This fusion of modalities can produce more complex 
interactions than in many systems and the prototype application will serve as a testbed for acquiring a 
better understanding of multimodal input. 
In the near future, we will continue to verify and extend our approach by building other multimodal 
applications. We are interested in generalizing the 
methodology even further; work has already begun on an agent-building tool which will simplify and 
automate many of the details of developing new agents and domains. 
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In this paper, we discuss how multiple input modalities may be combined to produce more 
natural user interfaces. To illustrate this technique, we present a prototype map-based application 
for a travel planning domain. The application is distinguished by a synergistic combination of 
handwriting, gesture and speech modalities; access to existing data sources including the World 
Wide Web; and a mobile handheld interface. To implement the described application, a 
hierarchical distributed network of heterogeneous software agents was augmented by appropriate 
functionality for developing synergistic multimodal applications.  
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1 Introduction 
As computer systems become more powerful and complex, efforts to make computer interfaces 
more simple and natural become increasingly important. Natural interfaces should be designed to 
facilitate communication in ways people are already accustomed to using. Such interfaces should
allow users to concentrate on the tasks they are trying to accomplish, not worry about what they 
must do to control the interface.  

In this paper, we begin by discussing what input modalities humans are comfortable using when 
interacting with computers, and how these modalities should best be combined in order to 
produce natural interfaces. In section three, we present a prototype map-based application for the 
travel planning domain which uses a synergistic combination of several input modalities. Section 
four describes the agent-based approach we used to implement the application and the work on 
which it is based. In section five, we summarize our conclusions and future directions.  

2 Natural Input 

2 .1  Input Modalities 

Direct manipulation interface technologies are currently the most widely used techniques for 
creating user interfaces. Through the use of menus and a graphical user interface, users are 
presented with sets of discrete actions and the objects on which to perform them. Pointing 
devices such as a mouse facilitate selection of an object or action, and drag and drop techniques 
allow items to be moved or combined with other entities or actions. 
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With the addition of electronic pen devices, gestural drawings add a new dimension to direct 
manipulation interfaces. Gestures allow users to communicate a surprisingly wide range of 
meaningful requests with a few simple strokes. Research has shown that multiple gestures can be 
combined to form dialog, with rules of temporal grouping overriding temporal sequencing 
[22].[[23]]. Gestural commands are particularly applicable to graphical or editing type tasks. 

Direct manipulation interactions possess many desirable qualities: communication is generally 
fast and concise; input techniques are easy to learn and remember; the user has a good idea about 
what can be accomplished, as the visual presentation of the available actions is generally easily 
accessible. However, direct manipulation suffers from limitations when trying to access or 
describe entities which are not or can not be visualized by the user. 

Limitations of direct manipulation style interfaces can be addressed by another interface 
technology, that of natural language interfaces. Natural language interfaces excel in describing 
entities that are not currently displayed on the monitor, in specifying temporal relations between 
entities or actions, and in identifying members of sets. These strengths are exactly the 
weaknesses of direct manipulation interfaces, and concurrently, the weaknesses of natural 
language interfaces (ambiguity, conceptual coverage, etc.) can be overcome by the strengths of 
direct manipulation. [[6]]. 

Natural language content can be entered through different input modalities, including typing, 
handwriting, and speech. It is important to note that, while the same textual content can be 
provided by the three modalities, each modality has widely varying properties. 

    Spoken language is the modality used first and foremost in human-human interactive problem 
solving [[[4].]]. Speech is an extremely fast medium, several times faster than typing or 
handwriting. In addition, speech input contains content that is not present in other forms of 
natural language input, such as prosidy, tone and characteristics of the speaker (age, sex, accent). 
    Typing is the most common way of entering information into a computer, because it is 
reasonably fast, very accurate, and requires no computational resources. 
    Handwriting has been shown to be useful for certain types of tasks, such as performing 
numerical calculations and manipulating names which are difficult to pronounce [[[18, 19].], 
[20]]. Because of its relatively slow production rate, handwriting may induce users to produce 
different types of input than is generated by spoken language; abbreviations, symbols and non-
grammatical patterns may be expected to be more prevalent amid written input. 

2.2 Combination of Modalities 

As noted in the previous section, direct manipulation and natural language seem to be very 
complementary modalities. It is therefore not surprising that a number of multimodal systems 
combine the two. 

Notable among such systems is the Cohen's Shoptalk system [[[6],]], a prototype manufacturing 
and decision-support system that aids in tasks such as quality assurance monitoring, and 
production scheduling. The natural language module of Shoptalk is based on the Chat-85 natural 
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language system [25][[26]] and is particularly good at handling time, tense, and temporal 
reasoning. 

A number of systems have focused on combining the speed of speech with the reference 
provided by direct manipulation of a mouse pointer. Such systems include the XTRA system 
[[[1],]], CUBRICON [[[15],]], the PAC-Amodeus model [[[16],]], and TAPAGE [[[9].], [12]]. 

XTRA and CUBRICON are both systems that combine complex spoken input with mouse clicks, 
using several knowledge sources for reference identification. CUBRICON's domain is a map-
based task, making it similar to the application developed in this paper. However, the two are 
different in that CUBRICON can only use direct manipulation to indicate a specific item, 
whereas our system produces a richer mixing of modalities by adding both gestural and written 
language as input modalities. 

The PAC-Amodeus systems such as VoicePaint and Notebook allow the user to synergistically 
combine vocal or mouse-click commands when interacting with notes or graphical objects. 
However, due in part to the selected domains, the natural language input is very simple, 
generally of the style "Insert a note here." 

TAPAGE is another system that allows true synergistic combination of spoken input with direct 
manipulation. Like PAC-Amodeus, TAPAGE's domain provides only simple linguistic input. 
However, TAPAGE uses a pen-based interface instead of a mouse, allowing gestural commands. 
TAPAGE, selected as a one of the "building blockblocks" for our map application, will be 
described more in detail in section 4.2. 

Other interestingpertinent work regarding the simultaneous combination of handgestures and 
gaze can be found in [[[2, ], [13].]].

3 A Multimodal Map Application 

In this section, we will describe a prototype map-based application for a travel planning domain. 
In order to provide the most natural user interface possible, the system permits the user to 
simultaneously combine direct manipulation, gestural drawings, handwritten, typed and spoken 
natural language When designing the architecture for the system, other criteria were considered 
as well: 

    The user interface must be light and fast enough to run on a handheld PDA while able to 
access applications and data that may require a more powerful machine. 
    Existing commercial or research natural language and speech recognition systems should be 
used. 
    Through the multimodal interface, a user must be able to transparently access a wide variety of 
data sources, including information stored in HTML formformat on the World Wide Web. 

The map functionality, interface design, and classes of input data of the system presented here is 
based on a design by Oviatt and Cohen, used by them in a wizard-of-oz simulation system 
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designed to explore complex interactions of modalities [[19]]. The agent-based architecture used 
to realize Oviatt and Cohen's design is new, as is its application to travel planning. 

As illustrated in Figure 1, the user is presented with a pen sensitive map display on which drawn 
gestures and writtenhandwritten natural language statements may be combined with spoken 
input. As opposed to a static paper map, the location, resolution, and content presented by the 
map change, according to the requests of the user. Objects of interest, such as restaurants, movie 
theaters, hotels, tourist sites, municipal buildings, etc. are displayed as icons. The user may ask 
the map to perform various actions. For example : 

    distance calculation : e.g. "How far is the hotel from Fisherman's Wharf?" 
    object location : e.g. "Where is the nearest post office?" 
    filtering : e.g. "Display the French restaurants within 1 mile of this hotel." 
    information retrieval : e.g. "Show me all available information about Alcatraz." 

The application also makes use of multimodal (multimedia) output as well as input: video, text, 
sound and voice can all be combined when presenting an answer to a query. 

During input, requests can be entered using gestures (see Figure 2 for sample gestures), 
handwriting, voice, or a combination of pen and voice. For instance, in order to calculate the 
distance between two points on the map, a command may be issued using the following: 

    gesture, by simply drawing a line between the two points of interest. 
    voice, by speaking "What is the distance from the post office to the hotel?". 
    handwriting, by writing "dist p.o. to hotel?" 
    synergistic combination of pen and voice, by speaking "What is the distance from here to this 
hotel?" while simultaneously indicating the specified locations by pointing or circling. 

Notice that in our example of synergistic combination of pen and voice, the arguments to the 
verb "distance" can be specified before, at the same time, or shortly after the vocalization of the 
request to calculate the distance. If a user's request is ambiguous or underspecified, the system 
will wait several seconds and then issue a prompt requesting additional information. 

The user interface runs on pen-equipped PC's or a Dauphin handheld PDA ([([[7])]]) using 
either a microphone or a telephone for voice input. The interface is connected either by modem 
or ethernet to a server machine which will manage database access, natural language processing 
and speech recognition for the application. The result is a mobile system that provides a 
synergistic pen/voice interface to remote databases. 

In general, the speed of the system is quite acceptable. For gestural commands, which are 
handled locally on the user interface machine, a response is produced in less than one second. 
For handwritten commands, the time to recognize the handwriting, process the English query, 
access a database and begin to display the results on the user interface is less than three seconds 
(assuming an ethernet connection, and good network and database response). Solutions to verbal 
commands are displayed in three to five seconds after the end of speech has been detected; 
partial feedback indicating the current status of the speech recognition is provided earlier. 
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4 Approach 

In order to implement the application described in the previous section, we chose to augment a 
proven agent- based architecture with functionalities developed for a synergistically multimodal 
application. The result is a flexible methodology for designing and implementing distributed 
multimodal applications. 

4 . 1  Building Blocks 

4.1.1 Open Agent Architecture 

The Open Agent Architecture (OAA) [[[5]]] provides a framework for coordinating a society of 
agents which interact to solve problems for the user. Through the use of agents, the OAA 
provides distributed access to commercial applications, such as mail systems, calendar programs, 
databases, etc. 

The Open Agent Architecture possesses several properties which make it a good candidate for 
our needs: 

    An Interagent Communication Language (ICL) and Query Protocol have been developed, 
allowing agents to communicate among themselves. Agents can run on different platforms and 
be implemented in a variety of programming languages. 
    Several natural language systems have been integrated into the OAA which convert English 
into the Interagent Communication Language. In addition, a speech recognition agent has been 
developed to provide transparent access to the Corona speech recognition system. 
    The agent architecture has been used to provide natural language and agent access to various 
heterogeneous data and knowledge sources. 
    Agent interaction is very fine-grained. The architecture was designed so that a number of 
agents can work together, when appropriate in parallel, to produce fast responses to queries. 

The architecture for the OAA, based loosely on Schwartz's FLiPSiDE system[23],[[24]], uses a 
hierarchical configuration where client agents connect to a "facilitator" server. Facilitators 
provide content-based message routing, global data management, and process coordination for 
their set of connected agents. Facilitators can, in turn, be connected as clients of other 
facilitators. Each facilitator records the published functionality of their sub-agents, and when 
queries arrive in Interagent Communication Language form, they are responsible for breaking 
apart any complex queries and for distributing goals to the appropriate agents. An agent solving a 
goal may require supporting information and the agent architecture provides numerous means of 
requesting data from other agents or from the user. 

Among the assortment of agent architectures, the Open Agent Architecture can be most closely 
compared to work by the ARPA knowledge sharing community [[[10].]]. The OAA's query 
protocol, Interagent Communication Language and Facilitator mechanisms have similar 
instantiations in the SHADE project, in the form of KQML, KIF and various independent 
capability matchmakers. Other agent architectures, such as General Magic's Telescript [[[11],]],
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MASCOS [20],[[21]], or the CORBA distributed object approach [[[17]]] do not provide as fully 
developed mechanisms for interagent communication and delegation. 

The Open Agent Architecture provides capability for accessing distributed knowledge sources 
through natural language and voice, but it is lacking integration with a synergistic multimodal 
interface. 

4 . 1 . 2  TAPAGE 

TAPAGE (edition de Tableaux par la Parole et la Geste) is a synergistic pen/voice system for 
designing and correcting tables. 

To capture signals emitted during a user's interaction, TAPAGE integrates a set of modality 
agents, each responsible for a very specialized kind of signal [[[9].]]. The modality agents are 
connected to an "interpret agent" which is responsible for combining the inputs across all 
modalities to form a valid command for the application. The interpret agent receives filtered 
results from the modality agents, sorts the information into the correct fields, performs type-
checking on the arguments, and prompts the user for any missing information, according to the 
model of the interaction. The interpret agent is also responsible for merging the data streams sent 
by the modality agents, and for resolving ambiguities among them, based on its knowledge of the 
application's internal state. Another function of the interpret agent is to produce reflexes: reflexes 
are actions output at the interface level without involving the functional core of the application. 

The TAPAGE system can accept multimodal input, but it is not a distributed system; its 
functional core is fixed. In TAPAGE, the set of linguistic input is limited to a verb object 
argument format. 

4.2 Synthesis 

In the Open Agent Architecture, agents are distributed entities that can run on different 
machines, and communicate together to solve a task for the user. In TAPAGE, agents are used to 
provide streams of input to a central interpret process, responsible for merging incoming data. A 
generalization of these two types of agents could be : 

Macro Agents: contain some knowledge and ability to reason about a domain, and can answer or 
make queries to other macro agents using the Interagent Communication Language. 

Micro Agents: are responsible for handling a single input or output data stream, either filtering 
the signal to or from a hierarchically superior "interpret" agent. 

The network architecture that we used was hierarchical at two resolutions - micro agents are 
connected to a superior macro agent, and macro agents are connected in turn to a facilitator 
agent. In both cases, a server is responsible for the supervision of its client sub-agents. 
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In order to describe our implementation, we will first give a description of each agent used in our 
application and then illustrate the flow of communication among agents produced by a user's 
request. 

Speech Recognition (SR) Agent: The SR agent provides a mapping from the Interagent 
Communication Language to the API for the Decipher (Corona) speech recognition system 
[[[4],]], a large vocabulary, continuous speech, speaker independent recognizer based on Hidden 
Markov Model technology. This macro agent is also responsible for supervising a child micro 
agent whose task is to control the speech data stream. The SR agent can provide feedback to an 
interface agent about the current status and progress of the micro agent (e.g. "listening", "end of 
speech detected", etc.) This agent is written in C. 

Natural Language (NL) Parser Agent: translates English expressions into the Interagent 
Communication Language (ICL). For a more complete description of the ICL, see [[[5].]]. The 
NL agent we selected for our application is the simplest of those integrated into the OAA. It is 
written in Prolog using Definite Clause Grammars, and supports a distributed vocabulary; each 
agent dynamically adds word definitions as it connects to the network. A current project is 
underway to integrate the Gemini natural language system [4],[[8]], a robust bottom up parser 
and semantic interpreter specifically designed for use in Spoken Language Understanding 
projects. 

Database Agents: Database agents can reside at local or remote locations and can be grouped 
hierarchically according to content. Micro agents can be connected to database agents to monitor 
relevant positions or events in real time. In our travel planning application, database agents 
provide maps for each city, as well as icons, vocabulary and information about available hotels, 
restaurants, movies, theaters, municipal buildings and tourist attractions. Three types of 
databases were used: Prolog databases, X.500 hierarchical databases, and data loaded 
automatically by scanning HTML pages from the World Wide Web (WWW). In one instance, a 
local newspaper provides weekly updates to its Mosaic-accessible list of current movie times and 
reviews, as well as adding several new restaurant reviews to a growing collection; this 
information is extracted by an HTML reading database agent and made accessible to the agent 
architecture. Descriptions and addresses of new restaurants are presented to the user on request, 
and the user can choose to add them to the permanent database by specifying positional 
coordinates on the map (eg. "add this new restaurant here"), information lacking in the WWW 
database. 

Reference Resolution Agent: This agent is responsible for merging requests arriving in parallel 
from different modalities, and for controlling interactions between the user interface agent, 
database agents and modality agents. In this implementation, the reference resolution agent is 
domain specific: knowledge is encoded as to what actions must be performed to resolve each 
possible type of ICL request in its particular domain. For a given ICL logical form, the agent can 
verify argument types, supply default values, and resolve argument references. Some argument 
references are descriptive ("How far is it to the hotel on Emerson Street?"); in this case, a domain 
agent will try to resolve the definite reference by sending database agent requests. Other 
references, particularly when contextual or deictic, are resolved by the user interface agent 
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("What are the rates for this hotel?"). Once arguments to a query have been resolved, this agent 
agent coordinates the actions and calculations necessary to produce the result of the request. 

Interface Agent: This macro agent is responsible for managing what is currently being displayed 
to the user, and for accepting the user's multimodal input. The Interface Agent also coordinates 
client modality agents and resolves ambiguities among them : handwriting and gestures are 
interpreted locally by micro agents and combined with results from the speech recognition agent, 
running on a remote speech server. The handwriting micro-agent interfaces with the Microsoft 
PenWindows API and accesses a handwriting recognizer by CIC Corporation. The gesture 
micro- agent accesses recognition algorithms developed for TAPAGE. 

An important task for the interface agent is to record which objects of each type are currently 
salient, in order to resolve contextual references such as "the hotel" or "where I was before." 
Deictic references are resolved by gestural or direct manipulation commands. If no such 
indication is currently specified, the user interface agent waits long enough to give the user an 
opportunity to supply the value, and then prompts the user for it. 

We shall now give an example of the distributed interaction of agents for a specific query. In the 
following example, all communication among agents passes transparently through a facilitator 
agent in an undirected fashion; this process is left out of the description for brevity. 
1. A user speaks: "How far is the restaurant from this hotel?" 
2. The speech recognition agent monitors the status and results from its micro agent, 
sending feedback received by the user interface agent. When the string is recognized, a 
translation is requested. 
3. The English request is received by the NL agent and translated into ICL form. 
4. The reference resolution agent (RR) receives the ICL distance request containing one 
definite and one deictic reference and asks for resolution of these references. 
5. The interface agent uses contextual structures to find what "the restaurant" refers to, and 
waits for the user to make a gesture indicating "the hotel", issuing prompts if necessary. 
6. When the references have been resolved, the domain agent (RR) sends database requests 
asking for the coordinates of the items in question. It then calculates the distance according to the 
scale of the currently displayed map, and requests the user interface to produce output displaying 
the result of the calculation. 
5 CONCLUSIONS 
By augmenting an existing agent-based architecture with concepts necessary for synergistic 
multimodal input, we were able to rapidly develop a map-based application for a travel planning 
task. The resulting application has met our initial requirements: a mobile, synergistic pen/voice 
interface providing good natural language access to heterogeneous distributed knowledge 
sources. The approach used was general and should provide a means for developing synergistic 
multimodal applications for other domains. 

The system described here is one of the first that accepts commands made of synergistic 
combinations of spoken language, handwriting and gestural input. This fusion of modalities can 
produce more complex interactions than in many systems and the prototype application will 
serve as a testbed for acquiring a betterdeeper understanding of multimodal input. 
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In the near future, we will continue to verify and extend our approach by building other 
multimodal applications. We are interested in generalizing the methodology even further; work 
has already begun on an agent-building tool which will simplify and automate many of the 
details of developing new agents and domains. 
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CERTIFICATE OF SERVICE 

The undersigned hereby certifies that a copy of the foregoing Patent 

Owner’s Mandatory Notices were served on January 26, 2018, by delivering a 

copy via electronic mail to the attorneys of record for the Petitioners as follows: 

Eliot Williams 
G. Hopkins Guy 
Ali Dhanani 
BAKER BOTTS L.L.P. 
eliot.williams@bakerbotts.com 
hop.guy@bakerbotts.com 
ali.dhanani@bakerbotts.com 
 
Dated:  January 26, 2018 Respectfully submitted, 

 
 /Steven W. Hartsell/   
Lead Counsel for Patent Owner 
Reg. No. 58,788 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
P: 214-978-6600/F: 214-978-6601 
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Paper No. 3 
Filed: January 26, 2018 

UNITED STATES PATENT AND TRADEMARK OFFICE 

 

BEFORE THE PATENT TRIAL AND APPEAL BOARD 

 

DISH NETWORK CORPORATION AND DISH NETWORK L.L.C. 

Petitioners 

v. 

IPA TECHNOLOGIES INC. 

Patent Owner 

 

Case No. IPR2018-00351 
U.S. Patent No. 6,757,718 
FILED: JUNE 30, 2000 

ISSUED: JUNE 10, 2004 
INVENTORS: CHRISTINE HALVERSON ET AL. 

 
TITLE: MOBILE NAVIGATION OF NETWORK-BASED ELECTRONIC 

INFORMATION USING SPOKEN INPUT 
___________________ 

 
POWER OF ATTORNEY 
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Pursuant to 37 C.F.R. § 42.10(b), the Patent Owner of U.S. Patent No. 

6,757,718, IPA Technologies Inc., hereby appoints the counsel identified below as 

its attorneys to transact all business in the United States Patent & Trademark Office 

associated with this Inter Partes review of U.S. Patent No. 6,757,718: 

LEAD COUNSEL BACK-UP COUNSEL 
Steven W. Hartsell 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
Tel: (214) 978-6600 
Fax: (214) 978-6601 
IPA_SDTeam@skiermontderby.com 
Reg. No. 58,788 

Sarah E. Spires 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
Tel: (214) 978-6600 
Fax: (214) 978-6601 
IPA_SDTeam@skiermontderby.com) 
Reg. No. 61,501 

 Alexander E. Gasser 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
Tel: (214) 978-6600 
Fax: (214) 978-6601 
IPA_SDTeam@skiermontderby.com 
Reg. No. 48,760 

 Paul J. Skiermont 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
Tel: (214) 978-6600 
Fax: (214) 978-6601 
IPA_SDTeam@skiermontderby.com 
(pro hac vice application to be submitted) 

 Sadaf R. Abdullah 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
Tel: (214) 978-6600 
Fax: (214) 978-6601 
IPA_SDTeam@skiermontderby.com  
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(pro hac vice application to be 
submitted) 

  Mieke K. Malmberg 
SKIERMONT DERBY LLP 
800 Wilshire Boulevard, Suite 1450 
Los Angeles, CA 90017 
Tel: (213) 788-4500 
Fax: (213) 788-4545 
IPA_SDTeam@skiermontderby.com 
(pro hac vice application to be 
submitted) 
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The individ ual signing below has the a uthority to execute this document 

on behalf of Patent Owner, IP A Technologies Inc. 

SIGNATUR E : ;/U1lf ?� 

DATE:�����_J _an�uary___._ �2_6,�2_0 _1_8 ������������� 
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CERTIFICATE OF SERVICE 

The undersigned hereby certifies that a copy of the foregoing Patent 

Owner’s Power of Attorney was served on January 26, 2018, by delivering a 

copy via electronic mail to the attorneys of record for the Petitioners as follows: 

Eliot Williams 
G. Hopkins Guy 
Ali Dhanani 
BAKER BOTTS L.L.P. 
eliot.williams@bakerbotts.com 
hop.guy@bakerbotts.com 
ali.dhanani@bakerbotts.com 
 
Dated:  January 26, 2018 Respectfully submitted, 

 
/Steven W. Hartsell/   
Counsel for Patent Owner 
SKIERMONT DERBY LLP 
1601 Elm Street, Suite 4400 
Dallas, Texas 75201 
P: 214-978-6600/F: 214-978-6601 
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Trials@uspto.gov Paper No. 5 
571-272-7822  
 
 

UNITED STATES PATENT AND TRADEMARK OFFICE 
____________ 

 
BEFORE THE PATENT TRIAL AND APPEAL BOARD 

____________ 
 

DISH NETWORK CORPORATION AND DISH NETWORK, L.L.C., 
Petitioner, 

 
v. 
 

IPA TECHNOLOGIES, INC., 
Patent Owner. 
____________ 

 
Case IPR2018-00351 

Patent 6,757,718 
____________ 

 
 Mailed: February 7, 2018 

 

Before Amy Kattula, Trial Paralegal 

 

NOTICE OF FILING DATE ACCORDED TO PETITION 
AND 

TIME FOR FILING PATENT OWNER PRELIMINARY RESPONSE 
 

The petition for inter partes review filed in the above proceeding has 

been accorded the filing date of December 20, 2017. 

Patent Owner may file a preliminary response to the petition no later 

than three months from the date of this notice.  The preliminary response is 

limited to setting forth the reasons why the requested review should not be 

instituted.  Patent Owner may also file an election to waive the preliminary 
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response to expedite the proceeding.  For more information, please consult 

the Office Patent Trial Practice Guide, 77 Fed. Reg. 48756 (Aug. 14, 2012), 

which is available on the Board Web site at http://www.uspto.gov/PTAB. 

Patent Owner is advised of the requirement to submit mandatory 

notice information under 37 C.F.R. § 42.8(a)(2) within 21 days of service of 

the petition. 

The parties are encouraged to use the heading on the first page of this 

Notice for all future filings in the proceeding. 

The parties are advised that under 37 C.F.R. § 42.10(c), recognition of 

counsel pro hac vice requires a showing of good cause.  The parties are 

authorized to file motions for pro hac vice admission under 37 C.F.R.  

§ 42.10(c).  Such motions shall be filed in accordance with the “Order -- 

Authorizing Motion for Pro Hac Vice Admission” in Case IPR2013-00639, 

Paper 7, a copy of which is available on the Board Web site under 

“Representative Orders, Decisions, and Notices.” 

The parties are reminded that unless otherwise permitted by 37 C.F.R. 

§ 42.6(b)(2), all filings in this proceeding must be made electronically in 

Patent Trial and Appeal Board End to End (PTAB E2E), accessible from the 

Board Web site at http://www.uspto.gov/PTAB.  To file documents, users 

must register with PTAB E2E.  Information regarding how to register with 

and use PTAB E2E is available at the Board Web site. 

If there are any questions pertaining to this notice, please contact   

Amy Kattula at 571-272-5826 or the Patent Trial and Appeal Board at     

571-272-7822. 
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PETITIONER: 
 
Eliot Williams 
Eliot.williams@bakerbotts.com 
 
Hopkins Guy 
Hop.guy@bakerbotts.com 
 
Ali Dhanani 
Ali.dhanani@bakerbotts.com 
 
PATENT OWNER: 
 
Steven Hartsell 
shartsell@skiermontderby.com 
 
Alexander Gasser 
agasser@skiermontderby.com 
 
Sarah Spires 
sspires@skiermontderby.com 
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NOTICE CONCERNING ALTERNATIVE DISPUTE RESOLUTION 
(ADR) 

 The Patent Trial and Appeal Board (PTAB) strongly encourages 
parties who are considering settlement to consider alternative dispute 
resolution as a means of settling the issues that may be raised in an AIA trial 
proceeding.  Many AIA trials are settled prior to a Final Written Decision.  
Those considering settlement may wish to consider alternative dispute 
resolution techniques early in a proceeding to produce a quicker, mutually 
agreeable resolution of a dispute or to at least narrow the scope of matters in 
dispute.  Alternative dispute resolution has the potential to save parties time 
and money.  
 Many non-profit organizations, both inside and outside the intellectual 
property field, offer alternative dispute resolution services.  Listed below are 
the names and addresses of several such organizations.  The listings are 
provided for the convenience of parties involved in cases before the PTAB; 
the PTAB does not sponsor or endorse any particular organization’s 
alternative dispute resolution services.  In addition, consideration may be 
given to utilizing independent alternative dispute resolution firms.  Such 
firms may be located through a standard keyword Internet search.  
  
 
CPR 
INSTITUTE 
FOR DISPUTE 
RESOLUTION 

AMERICAN 
INTELLECTUAL 
PROPERTY 
LAW 
ASSOCIATION 
(AIPLA) 

AMERICAN 
ARBITRATIO
N 
ASSOCIATIO
N (AAA) 

WORLD 
INTELLECTUA
L PROPERTY 
ORGANIZATI
ON (WIPO) 

AMERICAN 
BAR 
ASSOCIATION  
(ABA) 

Telephone:   
(212) 949-6490 

Telephone:  
(703) 415-0780 

Telephone:  
(212) 484-3266 

Telephone:   
41 22 338 9111 

Telephone :  
(202) 662-1000 

Fax: (212) 949-8859 Fax: (703) 415-0786 Fax: (212) 307-4387 Fax:  41 22 733 5428 N/A 

575 Lexington Ave 
241 18th Street, South, 
Suite 700 

140 West 51st 
Street 

34, chemin des 
Colombettes 

1050 Connecticut Ave, 
NW 

New York, NY 10022 Arlington, VA 22202 New York, NY 
10020 

CH-1211 Geneva 20, 
Switzerland 

Washington D.C. 20036 

www.cpradr.org www.aipla.org www.adr.org www.wipo.int www.americanbar.org 

 
 If parties to an AIA trial proceeding consider using alternative dispute 
resolution, the PTAB would like to know whether the parties ultimately 
decided to engage in alternative dispute resolution and the reasons why or 
why not.  If the parties actually engage in alternative dispute resolution, the 
PTAB would be interested to learn what mechanism (e.g., arbitration, 
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mediation, etc.) was used and the general result.  Such a statement from the 
parties is not required but would be helpful to the PTAB in assessing the 
value of alternative dispute resolution to parties involved in AIA trial 
proceedings.  To report an experience with ADR, please forward a summary 
of the particulars to the following email address:  
PTAB_ADR_Comments@uspto.gov 
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File History Content Report

The following content is missing from the original file history record obtained from the

United States Patent and Trademark Office.  No additional information is available.

Document Title  - Petition Re:

Document Date - 2017-12-21

Additional Comments Requesting Trial

This page is not part of the official USPTO record.  It has been determined that content identified 
on this document is missing from the original file history record.  
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UNITED STATES PATENT AND TRADEMARK OFFICE 

____________________ 

BEFORE THE PATENT TRIAL AND APPEAL BOARD 

____________________ 

GOOGLE LLC 
Petitioner 

v. 

IPA TECHNOLOGIES INC. 
Patent Owner 

____________________ 

Patent No. 6,757,718 

____________________ 

POWER OF ATTORNEY FOR PETITIONER 
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Patent No. 6,757,718 

Pursuant to 37 C.F.R. § 42.10(b), Google LLC hereby revokes any previous 

powers of attorney given in this proceeding and hereby appoints the practitioners 

associated with Paul Hastings LLP, Customer Number 36,183, including Naveen 

Modi, Daniel Zeilberger, and Arvind Jairam as its attorneys to transact all business 

before the Patent Trial and Appeal Board of the United States Patent & Trademark 

Office in connection with all ​inter partes​ review proceedings involving U.S. Patent 

No. 6,757,718.  Counsel’s contact and service information is provided below: 

Lead Counsel 
Naveen Modi (Reg. No. 46,224) 
Paul Hastings LLP 
875 15​th​ Street NW 
Washington, DC 20005 
Telephone:  (202) 551-1990 
Facsimile:  (202) 551-0490 
E-mail: PH-Google-IPA-IPR@paulhastings.com 

Back-Up Counsel 
Daniel Zeilberger (Reg. No. 65,349) 
Paul Hastings LLP 
875 15​th​ Street NW 
Washington, DC 20005 
Telephone:  (202) 551-1993 
Facsimile:  (202) 551-0493 
E-mail: PH-Google-IPA-IPR@paulhastings.com 

Back-Up Counsel 
Arvind Jairam (Reg. No. 62,759) 
Paul Hastings LLP 
875 15​th​ Street NW 
Washington, DC 20005 
Telephone:  (202) 551-1887 
Facsimile:  (202) 551-0387 
E-mail: PH-Google-IPA-IPR@paulhastings.com 

2 
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Dated: ​December 21, 2017 By:    
Renny Hwang 
Director, Litigation  

3 
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CERTIFICATE OF SERVICE 

I hereby certify that on January 12, 2018, I caused a true and correct copy

of the foregoing Power of Attorney for Petitioner to be served via express mail on 

the Patent Owner at the following correspondence address of record as listed on 

PAIR: 

THOMASON, MOSER & PATTERSON, LLP 
595 SHREWSBURY AVENUE  

SUITE 100  
SHREWSBURY, NJ 07702 

By: /Naveen Modi/ 
   Naveen Modi (Reg. No. 46,224) 
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I. INTRODUCTION 

Google LLC (“Petitioner”) requests inter partes review (“IPR”) of claims 

1-27 (“the challenged claims”) of U.S. Patent No. 6,757,718 (“the ’718 patent”) 

(Ex. 1001), which, according to PTO records, is assigned to IPA Technologies Inc. 

(“Patent Owner”).  For the reasons discussed below, the challenged claims should 

be found unpatentable and canceled. 

II. MANDATORY NOTICES 

Real Parties-in-Interest: Petitioner identifies Google LLC as the real party-

in-interest. 

Related Matters: The ’718 patent is at issue in the following cases: IPA 

Technologies Inc. v. NVIDIA Corporation, Case No. 1-17-cv-00287 (D. Del.), IPA 

Technologies Inc. v. Sony Electronics Inc., Case No. 1-17-cv-00055 (D. Del.), IPA 

Technologies Inc. v. Amazon.com, Inc., Case No. 1-16-cv-01266 (D. Del.), IPA 

Technologies Inc. v. DISH Network Corporation, Case No. 1-16-cv-01170 (D. 

Del.), DISH Network Corporation et al v. IPA Technologies Inc., IPR2018-00351 

(PTAB). 

Counsel and Service Information: Lead counsel: Naveen Modi (Reg. No. 

46,224).  Backup counsel: (1) Daniel Zeilberger (Reg. No. 65,349), and (2) Arvind 

Jairam (Reg. No. 62,759).  Service information is Paul Hastings LLP, 875 15th St. 
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N.W., Washington, D.C., 20005, Tel.: 202.551.1700, Fax: 202.551.1705, email: 

PH-Google-IPA-IPR@paulhastings.com.  Petitioner consents to electronic service. 

III. PAYMENT OF FEES 

The PTO is authorized to charge any fees due during this proceeding to 

Deposit Account No. 50-2613. 

IV. GROUNDS FOR STANDING 

Petitioner certifies that the ’718 patent is available for IPR and Petitioner is 

not barred or estopped from requesting IPR on the grounds identified herein. 

V. PRECISE RELIEF REQUESTED AND GROUNDS RAISED 

The challenged claims should be canceled as unpatentable based on the 

following grounds: 

Ground 1: Claims 1-4, 6, 8-10, 12, 13, 15, 17-19, 21, 22, 24, 26, and 27 are 

unpatentable under pre-AIA 35 U.S.C. § 103 based on Cheyer (Ex. 1012) in view 

of Shwartz (Ex. 1013) and Thrift (Ex. 1015); 

Ground 2: Claims 2, 11, and 20 are unpatentable under § 103 based on 

Cheyer in view of Shwartz, Thrift, and Dureau (Ex. 1016); 

Ground 3: Claims 4, 13, and 22 are unpatentable under § 103 based on 

Cheyer in view of Shwartz, Thrift, and Johnson (Ex. 1014); and 

Ground 4: Claims 5, 7, 14, 16, 23, and 25 are unpatentable under § 103 

based on Cheyer in view of Shwartz, Thrift, and Simmers (Ex. 1017). 
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For purposes of this proceeding only, Petitioner assumes the earliest 

effective filing date of the ’718 patent is March 17, 1999, which is the filing date 

of three provisional applications to which the ’718 patent claims priority.  (Ex. 

1001, Cover.) 

Cheyer was published several times years before the earliest effective filing 

date of the ’718 patent, and thus qualifies as prior art under pre-AIA 35 U.S.C. § 

102(b).  Cheyer itself has a June 1995 date on its first page.  (Ex. 1012, 1.)  

However, Cheyer was actually initially published in May 1995 at the First 

International Conference on Cooperative Multimodal Communication (CMC/95).  

For example, a later book intended to document the papers released at the May 

1995 conference, which book itself was published by no later than May 15, 1998 

(Ex. 1032, 5 (stamp)), and itself includes a version of Cheyer (with minor 

revisions) (id., 9-19), indicates that Cheyer was published in 1995 at the CMC/95 

conference.  (Id., 6 (Preface).) 

In any event, there is little question that Cheyer was widely available more 

than a year before the earliest effective filing date of the ’718 patent.  For example, 

a paper by Moran et al. (Ex. 1029) published in 1997 (id., 1, 2), includes a citation 

to Cheyer, (id., 10), and in fact includes instructions on how to retrieve Cheyer (id., 

68 (“Also http://www.ai.sri.com/~oaa/ + ‘Bibliography’”)). 
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Similarly, a web page of the original assignee SRI International (“SRI”) 

(http:/www.ai.sri.com/~Cheyer/mmap.html), archived by the Internet Archive, 

describes Cheyer with respect to the CMC/95 conference, specifies “24-26 May 

1995” as the date, and includes a link to download Cheyer.  (Ex. 1030, 1.)  The 

URL of the Internet Archive page (id.) shows that the web page was available in 

1997.  See SDI Techs., Inc. v. Bose Corp., IPR2014-00343, Paper No. 32 at 14 

(June 11, 2015); see also id., 12-17.  Indeed, a full viewable copy of Cheyer was 

made available at SRI’s website at least as early as 1997.  (Ex. 1031, 1-22 (URL at 

bottom of each page shows the web pages were archived in 1997).)  Thus, Cheyer 

was publicly disseminated at the CMC/95 conference in 1995 and was in any event 

made available on the SRI website by at least 1997. 

Shwartz issued on March 23, 1993.  Therefore, Shwartz is prior art at least 

under § 102(b).   

Thrift was filed on October 3, 1997 and issued on February 13, 2001.  

Therefore, Thrift is available as prior art at least under § 102(e). 

Dureau issued February 5, 2002 from U.S. Patent Application No. 

09/176,611 filed October 21, 1998.  Therefore, Dureau is available as prior art at 

least under § 102(e) 

Johnson was filed on December 13, 1994 and issued on May 5, 1998.  

Therefore, Johnson is prior art at least under §§ 102 (a) and (e).  
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Simmers issued November 24, 1998 and was filed November 15, 1996 and is 

thus available as prior art at least under §§ 102(a) and (e). 

Thrift, Dureau, and Simmers were not considered by the Patent Office 

during prosecution of the ’718 patent.  (See, e.g., Ex. 1001; Ex. 1004.)  Cheyer was 

cited in an Information Disclosure Statement for a related application (Ex. 1008, 

330), and Johnson and Shwartz were cited in an Information Disclosure Statement 

during prosecution of the ’718 patent (Ex. 1004, 83-84).  However, the Examiner 

did not cite any of these references in any claim rejections, and Petitioner presents 

them in a new light never considered by the Patent Office and supported by new 

expert testimony (Ex. 1002).  In particular, Cheyer, Johnson, and Shwartz are 

presented as part of obviousness combinations that have not been previously 

considered by the Patent Office. 

VI. LEVEL OF ORDINARY SKILL 

A person of ordinary skill in the art as of the claimed priority date of the 

’718 patent (“POSITA”) would have had at least a Bachelor’s degree in computer 

science, electrical engineering, or a similar discipline, and one to two years of 

work experience in user interfaces for computer systems (including speech-based 
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interfaces), networked computer systems, or a related area.  (Ex. 1002, ¶¶14-15.)1 

More education can substitute for practical experience and vice versa.  (Id.) 

VII. OVERVIEW OF THE ’718 PATENT AND THE PRIOR ART 

A. The ’718 Patent 

The ’718 patent issued from Application No. 09/608,872 (“the ’872 

application”), filed on June 30, 2000, and claims a March 17, 1999 priority date.  

(See Ex. 1001, Cover; see also Exs. 1005, 1007, 1009-1011.)  The ’718 patent 

“relates generally to the navigation of electronic data by means of spoken natural 

language requests, and to feedback mechanisms and methods for resolving the 

errors and ambiguities that may be associated with such requests.”  (Ex. 1001, 

1:22-26; see also Ex. 1002, ¶¶38-40.) 

The ’718 patent uses the then-existing Open Agent Architecture (OAA).  

(Ex. 1001, 3:46-48, 13:16-19, 14:27-29, FIG. 6 (reproduced below); Ex. 1002, 

¶41.)  The OAA includes multiple “autonomous entities, or agents” and a 

facilitator agent.  (Ex. 1007, 4:20-21; Ex. 1001, FIG. 6 (reproduced below); Ex. 

1002, ¶41.)   

                                           
1 Petitioner submits the declaration of Dr. Dan R. Olsen Jr. (Ex. 1002), an expert in 

the field of the ’718 patent. (Ex. 1002, ¶¶1-9; Ex. 1003.) 
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(Ex. 1001, FIG. 6.) 

“[A]n agent registers with its parent facilitator a specification of the 

capabilities and services it can provide,” and “[w]hen a facilitator determines that 

the registered capabilities of one of its client agents will help satisfy a current goal 

or sub-goal thereof, the facilitator delegates that sub-goal to the client agent … .”  

(Id., 13:36-45; see also id., 1:5-18, 13:19-22, 13:34-51; Ex. 1007, 6:10-13; Ex. 

1002, ¶42.) 

B. Prosecution History of the ’718 Patent 

During prosecution, in response to anticipation rejections issued by the 

Examiner (Ex. 1004, 138-47), the Applicants amended each then-pending 

independent claim to add the limitation “wherein said mobile information 

Petitioner Microsoft Corporation - Ex. 1008, p. 2938



Petition for Inter Partes Review 
Patent No. 6,757,718 

8 

appliance comprises a portable remote control device or a set-top box for a 

television.”  (Id., 150-58.)  After the Examiner issued another Office Action 

containing obviousness rejections (id., 178-81), the Applicants presented 

arguments regarding the limitation “a portable remote control device or a set-top 

box for a television” without further amending the claims.  (Id., 185-86; see also 

id., 183-186.)  The Examiner then allowed the claims.  (Id., 193-95.)   

C. The Prior Art 

Cheyer, whose authors are two of the named inventors of the ’718 patent, 

describes “how multiple input modalities may be combined to produce more 

natural user interfaces.”  (Ex. 1012, 1.)  Cheyer’s multimodal application uses the 

then-existing Open Agent Architecture to implement “a distributed network of 

heterogeneous software agents” for distributed processing regarding various tasks.  

(Id.; Ex. 1002, ¶47.) 

Cheyer discloses various examples of receiving a spoken natural language 

(e.g., English) request for desired information from a user on a PC or a handheld 

PDA.  (Ex. 1012, 4-6, 11; Ex. 1002, ¶48.)  The spoken English request is processed 

by a speech recognition (SR) agent and a natural language (NL) parser agent to 

recognize a speech string in the user’s speech input and translate the recognized 

request into a format called Interagent Communication Language that software 

agents can handle.  (Ex. 1012, 7, 9-11; Ex. 1002, ¶49.)  The SR and NL agents are 
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among several agents (shown below in Figure 3 of Cheyer) that are implemented 

using the Open Agent Architecture to perform various tasks to service the user’s 

request.  (Ex. 1012, 7-12; Ex. 1002, ¶49.) 

 

(Ex. 1012, FIG. 3.)  Cheyer discloses that “[t]he architecture for the OAA … uses a 

hierarchical configuration where client agents connect to a ‘facilitator’ server,” 

also referred to as a “facilitator agent.”  (Id., 7, 9.)  Cheyer discloses that the 
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facilitator agent “records the published functionality of [its] sub-agents.”  (Id., 8; 

see also Ex. 1002, ¶¶50-51.)   

Shwartz, Thrift, Dureau, Johnson, and Simmers provide additional details on 

many of the well-known user interface and networking technologies described in 

the ’718 patent.  (Ex. 1002, ¶¶52-61; see also id., ¶¶16-37 (discussing the state of 

the art).) 

VIII. CLAIM CONSTRUCTION 

The ’718 patent will expire on January 5, 2019, which is during the likely 

pendency of this IPR proceeding should the Board institute review.  Accordingly, 

the claims should be construed under the standard set forth in Phillips v. AWH 

Corp., 415 F.3d 1303 (Fed. Cir. 2005) (en banc).  Under Phillips, claim terms are 

given their ordinary and customary meanings, as would have been understood by a 

POSITA, at the time of the invention, having taken into consideration the language 

of the claims, the specification, and the prosecution history of record.  See, e.g., 

Cisco Sys., Inc., v. AIP Acquisition, LLC, IPR2014-00247, Paper No. 20 at 2-3 

(July 10, 2014).  The Board, however, only construes the claims when necessary to 

resolve the underlying controversy.  Toyota Motor Corp. v. Cellport Systems, Inc., 

IPR2015-00633, Paper No. 11 at 16 (Aug. 14, 2015) (citing Vivid Techs., Inc. v. 
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Am. Sci. & Eng’g, Inc., 200 F.3d 795, 803 (Fed. Cir. 1999)).  Petitioner provides 

below the construction of various terms that are relevant to this proceeding.2 

A. “Navigation Query” 

Claims 1, 4, 10, 13, 19, and 22 recite “navigation query.”  In district court, 

Patent Owner has argued that “navigation query” should be construed as “an 

electronic query, form, series of menu selections, or the like; being structured 

appropriately so as to navigate a particular data source of interest in search of 

desired information.”  (Ex. 1019, 2.)  This construction corresponds to the 

indication in the specification that “[a] ‘navigation query’ means an electronic 

query, form, series of menu selections, or the like; being structured appropriately 

so as to navigate a particular data source of interest in search of desired 

information.”  (Ex. 1001, 8:65-9:1.)  For purposes of this Petition, Petitioner 

applies Patent Owner’s proposed construction of “navigation query.”  (Ex. 1002, 

¶44.) 

                                           
2 Petitioner reserves all rights to raise claim construction and other arguments in 

district court.  For example, Petitioner has not necessarily raised all challenges to 

the ’718 patent, including those under 35 U.S.C. § 112, given the limitations 

placed by the Rules governing this proceeding. 
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B. “Code Segment [That]” and “Logic[,] Operable To” 

Claims 10 and 13 recite “code segment[s] [that] [perform various 

functions],” and claims 19 and 22 recite various “logic” “operable to [perform 

various functions].”  Petitioner identifies below for each of the foregoing claim 

terms the identified function (in bold) and corresponding structure that performs 

such identified function, under the assumption that these terms invoke 35 U.S.C. § 

112 ¶ 6.  37 C.F.R. § 42.104(b)(3). 

Claim Term and Identified Function 
 

Corresponding Structure 
 

“code segment that receives a spoken request for 

desired information from the user utilizing the 

mobile information appliance of the user” (claim 

10) 

As explained below, each of 

these elements in the left 

column recites function 

without sufficient structure 

for performing the function. 

However, for purposes of 

this proceeding, the structure 

should be software running 

on a microprocessor 

configured to perform the 

identified functions or 

“code segment that renders an interpretation of 

the spoken request” (claim 10) 

“code segment that constructs a navigation query 

based upon the interpretation” (claim 10) 

“code segment that utilizes the navigation query 

to select a portion of the electronic data source” 

(claim 10) 

Petitioner Microsoft Corporation - Ex. 1008, p. 2943



Petition for Inter Partes Review 
Patent No. 6,757,718 

13 

Claim Term and Identified Function 
 

Corresponding Structure 
 

“code segment that transmits the selected portion 

of the electronic data source from the network 

server to the mobile information appliance of 

the user” (claim 10)3 

equivalents thereof.  

“code segment that solicits additional input from 

the user, including user interaction in a modality 

different than the original request” (claim 13) 

“code segment that refines the navigation query, 

based upon the additional input” (claim 13) 

                                           
3 Claim 19 recites a similar limitation: “(e) electronic communications 

infrastructure for transmitting the selected portion of the electronic data source 

from the network server to the mobile information appliance of the user.”  Because 

of the “infrastructure” recited in the claim and the corresponding disclosure in the 

specification of the ’718 patent (Ex. 1001, 4:48-55), Petitioner believes this 

limitation of claim 19 does not invoke 35 U.S.C. § 112 ¶ 6, but to the extent the 

Board decides otherwise, this limitation of claim 19 should be construed in the 

same manner as the corresponding limitation of claim 10. 
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Claim Term and Identified Function 
 

Corresponding Structure 
 

“code segment that uses the refined navigation 

query to select a portion of the electronic data 

source” (claim 13) 

“spoken language processing logic, operable to 

render an interpretation of the spoken request” 

(claim 19) 

“query construction logic, operable to construct a 

navigation query based upon the interpretation” 

(claim 19) 

“navigation logic, operable to select a portion of 

the electronic data source using the navigation 

query” (claim 19) 

“user interaction logic operable to solicit 

additional input from the user, including user 

interaction in a modality different than the 

original request” (claim 22) 

“query refining logic operable to refine the 

navigation query based upon the additional 
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Claim Term and Identified Function 
 

Corresponding Structure 
 

input” (claim 22) 

A structure disclosed in the specification qualifies as corresponding structure 

only if it is clearly linked by the patent’s specification (or possibly the prosecution 

history) to performing the claimed function. See Default Proof Credit Card Sys., 

Inc. v. Home Depot U.S.A., Inc., 412 F.3d 1291, 1298 (Fed. Cir. 2005); Gracenote, 

Inc. v. Iceberg Indus., LLC, IPR2013-00551, Paper No. 6 at 15 (Feb. 28, 2014). 

Where a means-plus-function term is directed to software, the specification must 

“disclose an algorithm for performing the claimed function.”  Williamson v. Citrix 

Online, LLC, 792 F.3d 1339, 1352 (Fed. Cir. 2015). 

For the terms in the table above, the only corresponding structure under 35 

U.S.C. § 112 ¶ 6 disclosed is software running on a processor.  For example, the 

specification of the ’718 patent discloses “a general-purpose hardware 

microprocessor” for implementing various embodiments.  (Ex. 1001, 6:65-7:3.) 

The ’718 patent specification does not describe the “code segment[s]” and 

“logic[s]” as claimed in claims 10, 13, 15, 19, and 22, other than by way of 

functional description.  Given that the “code segment[s]” and “logic[s]” refer to 

computer software, and given that none of the identified functions is a “generic 

function,” the corresponding structure for such terms requires an algorithm.  
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Williamson, 792 F.3d at 1352.  However, beyond repeating some claim language 

for some identified functions, the ’718 patent does not disclose an algorithm that 

corresponds to the identified functions of these terms.  Thus, with respect to each 

of the identified functions for these terms discussed above, the ’718 patent simply 

discloses a “black box” that performs some function, “[b]ut how it does so is left 

undisclosed.”  Blackboard, Inc. v. Desire2Learn, Inc., 574 F.3d 1371, 1383 (Fed. 

Cir. 2009). 

For purposes of this proceeding, as required by 37 C.F.R. § 42.104(b)(3), 

Petitioner submits that the corresponding structure for each of the above-identified 

functions of the terms listed above should be software running on a microprocessor 

configured to perform the identified functions or equivalents thereof under 35 

U.S.C. § 112 ¶ 6.4  (Ex. 1002, ¶¶45-46.) 

IX. DETAILED EXPLANATION OF GROUNDS 

As discussed below, the challenged claims are unpatentable in view of the 

prior art. 

                                           
4 Petitioner does not concede that claims 10 and 19 and their dependent claims are 

not indefinite.  Moreover, the analysis below addresses these claims even if the 

terms do not invoke 35 U.S.C. § 112 ¶ 6. 
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A. Ground 1: Cheyer, Shwartz, and Thrift Render Obvious Claims 1-
4, 6, 8-10, 12, 13, 15, 17-19, 21, 22, 24, 26, 27 

1. Claim 1 

i) “A method for speech-based navigation of an 
electronic data source located at one or more 
network servers located remotely from a user, 
wherein a data link is established between a mobile 
information appliance of the user and the one or 
more network servers, comprising the steps of:” 

To the extent the preamble of claim 1 is limiting, Cheyer discloses the 

limitations therein.  (Ex. 1002, ¶63.)  For instance, Cheyer discloses a method for 

processing input provided by a user via “spoken natural language” (Ex. 1012, 4) 

(“speech-based”) to enable the user “to transparently access a wide variety of data 

sources, including information stored in HTML form on the World Wide Web” 

(id.) (“navigation of an electronic data source”).  (Ex. 1002, ¶64; see also Ex. 

1012, 11-12 (providing an example where a user’s speech-based query is processed 

to provide the user with requested information).) 

More specifically as to “speech-based,” Cheyer discloses an “application 

[that] is distinguished by a synergistic combination of handwriting, gesture and 

speech modalities.”  (Ex. 1012, 1 (emphasis added).)  In particular, Cheyer 

provides the user with the ability to enter natural language input via a variety of 

modalities, including speech-based, and explains benefits associated with such a 

speech-based method.  (Id., 2-3; Ex. 1002, ¶65.)  Cheyer provides various 
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examples of spoken input requests by a user.  (See, e.g., id., 5-6, 11; Ex. 1002, 

¶¶65-66.) 

More specifically as to “navigation of an electronic data source,” Cheyer 

discloses navigation of data sources such as remote databases on the World Wide 

Web.  (Ex. 1012, Abstract, 6, 7, 10, 12; Ex. 1002, ¶67.)  Cheyer discloses that the 

remote database is located at one or more network servers located remotely from a 

user.  (Ex. 1002, ¶68.)  For example, Cheyer discloses “access to existing data 

sources including the World Wide Web” (Ex. 1012, Abstract), and explains that its 

system enables “a mobile system that provides a synergistic pen/voice interface to 

remote databases” (id., 6).  A POSITA would have understood that the way a 

user’s device retrieved information from the World Wide Web was by contacting a 

remote server (e.g., web server) that could transmit the information to the user’s 

device.  (Ex. 1002, ¶68.)  Indeed, the existence of servers on a network that 

enabled a user to access data remotely was one of the fundamental principles of the 

World Wide Web.  (Id.) 

A POSITA would have understood that Cheyer necessarily discloses that a 

data link is established between the user’s mobile device (“mobile information 

appliance of the user”) and the remote server (“one or more network servers”).  A 

“handheld PDA” (Ex. 1012, 4, 6) with a “mobile handheld interface” (id., 

Abstract) as disclosed by Cheyer is a “mobile information appliance of the user” as 
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recited in the preamble.  (Ex. 1002, ¶69.)  Cheyer discloses that the “mobile system 

[] provides [an] interface to remote databases,” and thus discloses that the user’s 

mobile device communicates with the remote databases.  (Ex. 1012, 6; Ex. 1002, 

¶69; see also Ex. 1012, Abstract (“access to existing data sources including the 

World Wide Web; and a mobile handheld interface”), 4 (“Through the multimodal 

interface, a user must be able to transparently access a wide variety of data sources, 

including information stored in HTML form on the World Wide Web”), 7 (“access 

to various heterogeneous data and knowledge sources”), 12 (“mobile … interface 

providing … access to heterogeneous distributed knowledge sources”).)  Such 

communication reflects a data link between the user’s mobile device and the 

remote server.  (Ex. 1012, 6; Ex. 1002, ¶69.) 

(See also infra Sections IX.A.1.ii-vi regarding the remaining limitations of 

this claim.) 

ii) [1.a] “(a) receiving a spoken request for desired 
information from the user utilizing the mobile 
information appliance of the user, wherein said 
mobile information appliance comprises a portable 
remote control device or a set-top box for a 
television;” 

Cheyer in combination with Thrift discloses this limitation.  (Ex. 1002, ¶71.)  

For instance, Cheyer discloses various examples of receiving a spoken request for 

desired information from a user.  (Ex. 1012, 5 (“‘How far is the hotel from 

Fisherman’s Wharf?’” and “‘Show me all available information about Alcatraz’”), 
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11 (“A user speaks: ‘How far is the restaurant from this hotel?’”); see also id., 5-6; 

Ex. 1002, ¶71.)  In each of these examples, the user is requesting desired 

information via a spoken request.  (Ex. 1002, ¶72.) 

Cheyer discloses that the user’s mobile computing device receives the 

spoken request from the user utilizing the user’s mobile computing device 

(“mobile information appliance of the user”).  (Ex. 1012, 4 (“[T]he system permits 

the user to [provide] spoken natural language …. The user interface must be light 

and fast enough to run on a handheld PDA”), 6 (“The user interface runs on pen-

equipped PC’s or a Dauphin handheld PDA … using either a microphone or a 

telephone for voice input.”), Abstract (“The application is distinguished by … a 

mobile handheld interface”); Ex. 1002, ¶73.)  Cheyer also discloses that a micro 

agent associated with a speech recognition agent receives the spoken request after 

it is received by the user’s computing device.  (See Ex. 1012, 9, 11; Ex. 1002, ¶74.) 

Cheyer discloses that the device that receives voice input from the user is a 

portable device.  (Ex. 1012, Abstract (“mobile handheld interface”), 4 (“handheld 

PDA”), 6 (“mobile system”), 12 (“mobile … interface”); Ex. 1002, ¶75.)  Cheyer 

further discloses that the user’s mobile device communicates with a remote server 

to cause the remote server to retrieve information responsive to a user’s query 

(e.g., “Show me all available information about Alcatraz”) and send such retrieved 

information to the user’s device, e.g., so that the user can see all available 
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information about Alcatraz.  (Ex. 1012, 5; Ex. 1002, ¶75; see also Ex. 1012, 4 

(“Through the multimodal interface, a user must be able to transparently access a 

wide variety of data sources, including information stored in HTML form on the 

World Wide Web”), 6 (“mobile system that provides [an] interface to remote 

databases”), Abstract (“access to existing data sources including the World Wide 

Web; and a mobile handheld interface”); supra Section IX.A.1.i (citations and 

analysis regarding data link and network server located remotely from a user); 

infra Sections IX.A.1.v-vi.)  Because Cheyer’s mobile device of the user remotely 

causes a server to take prescribed actions (e.g., retrieve requested information and 

send it to the mobile device), the mobile device is a remote control device.  (Ex. 

1002, ¶75.)  Cheyer further discloses that the user’s mobile device can be a PDA 

(Ex. 1012, 4, 6), and thus discloses a portable remote control device.  (Ex. 1002, 

¶75.) 

To the extent Cheyer does not expressly disclose that “said mobile 

information appliance comprises a …  remote control device or a set-top box for a 

television” as recited in limitation [1.a], it would have been obvious in view of 

Thrift to modify Cheyer’s process to include such features.  (Ex. 1002, ¶76.) 

Thrift “relates generally to voice recognition devices” and discloses 

examples of voice-activated devices for controlling a processor-based host system.  

(Ex. 1015, 1:9-10; Ex. 1002, ¶77; see also Ex. 1015, Abstract, 2:42, 2:43-46.)  
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Thus, Thrift is in the same technical field as Cheyer (e.g., voice interface for 

retrieving information desired by a user).  (Ex. 1012, Abstract; Ex. 1002, ¶77.)   

A POSITA implementing Cheyer’s process and system would have had 

reason to consider the teachings of Thrift for enhancing the feature set and 

functionality of Cheyer’s process and system.  (Ex. 1002, ¶78.)  Thrift describes a 

system that “makes information on the Web more accessible and useful” and 

explains that “[s]peech control brings added flexibility and power to the Web 

interface and makes access to information more natural,” and a POSITA would 

have recognized those attributes as being pertinent to Cheyer’s process, which 

similarly involves a voice interface for retrieving information from the Web.  (Ex. 

1015, 2:15-18; Ex. 1002, ¶78; see also supra Section IX.A.1.i (citations and 

analysis regarding Cheyer’s voice interface for retrieving information from the 

Web).)   

Additionally, a POSITA would have found Thrift’s disclosure of a system 

that interprets a user’s command such as “What’s on TV tonight” or “Give me the 

weather” to be similar to Cheyer’s disclosure of a system that provides information 

to the user based on spoken commands.  (Ex. 1015, 3:60, 4:58; Ex. 1012, Abstract, 

4-6, 9-11; see also Ex. 1015, 4:25-26, 4:41-42, 4:57-58; Ex. 1002, ¶79.) 

Having looked to Thrift, a POSITA would have seen that Thrift discloses a 

wireless “voice-activated remote control device.”  (Ex. 1015, 2:39-40; Ex. 1002, 
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¶80; see also Ex. 1015, 1:66-67, 2:37-39.)  Thrift further discloses a remote control 

device in the context of controlling a television.  (Ex. 1015, 2:43-46 (“voice-

controlled device for controlling … a television”).)   

A POSITA would have been motivated in light of the teachings of Thrift to 

configure Cheyer’s process and system so that the handheld device that receives 

input from the user (“said mobile information appliance”) comprises a portable 

remote control device for a television.  (Ex. 1002, ¶81.)  For example, a POSITA 

would have recognized that just like Cheyer’s handheld PDA which receives 

speech input, Thrift’s voice-activated control unit 10 is wireless and includes a 

processor, memory, display, and microphone to receive voice input.  (Ex. 1015, 

2:37, 3:10-11, 3:11-12, 2:59-62, Abstract, FIG. 1 (reproduced below); Ex. 1002, 

¶81.)   
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(Ex. 1015, FIG. 1.) 

A POSITA would further have recognized the benefits of implementing the 

device used in Cheyer’s process to be a remote control device for a television.  (Ex. 

1002, ¶82.)  For example, a POSITA would have recognized that configuring the 

device to be a portable remote control device for a television would have enabled 

the user to retrieve information via a broader set of devices, e.g., via a television as 

disclosed in Thrift.  (Ex. 1015, 2:44-46; Ex. 1002, ¶82.) 

A POSITA would further have recognized that configuring a device to be a 

remote control device for a television would have been a familiar, user-friendly 

configuration because remote controls for televisions were well-known long before 

the alleged invention of the ’718 patent.  (Ex. 1002, ¶83.)  Implementing such a 

configuration would have been straightforward, because Thrift’s control unit 10 

includes a wireless transmitter 10g and receiver 10h for remotely controlling and 

communicating with another device and a POSITA would have known how to 
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program Cheyer’s handheld PDA, which similarly includes wireless 

communication components, to be a remote control for a television.  (Id.) 

Furthermore, a POSITA would have recognized that configuring Cheyer’s 

mobile device to be a portable remote control device for a television would have 

been a predictable implementation, because it was well known at the time of the 

alleged invention of the ’718 patent to provide voice input to components for a 

television.  (Ex. 1002, ¶84.)  For example, Dureau5 discloses a system in which a 

“user can use a microphone or a telephone handset to provide voice data to the 

system,” whereby the “microphone may be connected to [a] set-top box, or it may 

be built into a remote control for the system,” and thereafter the “voice data is 

transmitted to the server, which uses voice recognition software to convert the 

voice data into textual data.”  (Ex. 1016, 10:56-67; Ex. 1002, ¶84.) 

The above configuration would have been a mere combination of known 

components and technologies (e.g., Cheyer’s functionality relating to a voice 

interface for a device that remotely controls another device, and Thrift’s disclosure 

of a voice-controlled remote control device for a television), according to known 

methods (e.g., a POSITA knew how to program a device to implement wireless 

                                           
5 Dureau is only cited for claim 1 to demonstrate knowledge of a POSITA and is 

not relied upon as a reference in this unpatentability ground. 
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communication to remotely control a television), to obtain predictable results (e.g., 

a voice-controlled remote control device for a television that could be used to 

provide desired information to a user).  (Ex. 1002, ¶85.)  KSR Int’l Co. v. Teleflex 

Inc., 550 U.S. 398, 416 (2007). 

iii) [1.b] “(b) rendering an interpretation of the spoken 
request;” 

Cheyer discloses this limitation.  (Ex. 1002, ¶86.)  For instance, Cheyer 

discloses that a speech recognition agent recognizes a spoken English request and a 

“Natural Language (NL) Parser Agent” translates the request into the Interagent 

Communication Language (ICL).  (Ex. 1012, 7, 9-11, FIG. 3 (reproduced below); 

Ex. 1002, ¶86.) 
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(Ex. 1012, FIG. 3 (showing speech recognition agent and NL agent).) 

The speech recognition and ICL translation of the user’s speech input 

constitute an “interpretation of the spoken request,” so Cheyer discloses that the 

speech recognition agent and NL parser agent “render[] an interpretation of the 

spoken request.”  (Ex. 1002, ¶87.)  In fact, the ’718 patent specification discloses 

the same use of a speech recognition agent and NL parser agent as disclosed in 

Cheyer.  (See, e.g., Ex. 1001, 14:33-36 (explaining that a “speech recognition agent 

610” and “natural language (NL) agent 620” render an “interpretation in ICL 

format”); Ex. 1012, 7, 9-11; Ex. 1002, ¶87.) 
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iv) [1.c] “(c) constructing a navigation query based upon 
the interpretation;” 

Cheyer in combination with Shwartz discloses this limitation.  (Ex. 1002, 

¶88.)  For instance, Cheyer discloses that based on the interpretation provided by 

the speech recognition agent and NL parser agent, a domain agent “sends database 

requests” asking for information related to the user’s request, e.g., coordinates of 

items such as a reference or hotel.  (Ex. 1012, 12; Ex. 1002, ¶88.) 

Therefore, Cheyer discloses a “navigation query” because Cheyer’s domain 

agent sends a database request (“navigation query”) that enables the desired 

information to be retrieved for the user.  (Supra Section VIII.A; Ex. 1002, ¶89.)  

Cheyer’s database request is a navigation query because it is an electronic query 

structured appropriately so as to navigate a data source of interest in search of 

desired information.  (Supra Section VIII.A; Ex. 1002, ¶89.) 

While Cheyer may not expressly describe the details of “constructing a 

navigation query based upon the interpretation,” it would have been obvious in 

view of Shwartz to implement such features in Cheyer’s process.  (Ex. 1002, ¶90.)  

For example, while Cheyer discloses using database requests to retrieve 

information from a database to service a user’s request (Ex. 1012, 11, 12; see also 

id., 5, 6), Cheyer does not provide details regarding constructing such database 

requests, but Shwartz discloses constructing a database query to navigate a 

database in search of desired information, as set forth below.  (Ex. 1002, ¶90.) 

Petitioner Microsoft Corporation - Ex. 1008, p. 2959



Petition for Inter Partes Review 
Patent No. 6,757,718 

29 

Shwartz, which is in the same technical field as Cheyer (e.g., natural 

language interface for servicing a user’s request), discloses a “database retrieval 

system having a natural language interface” and further discloses that “[a] 

database query is generated … , enabling the retrieval and aggregation of data 

from [a] database to satisfy [a] natural language query.”  (Ex. 1013, Abstract 

(emphasis added); Ex. 1002, ¶91.)  For example, Shwartz discloses “retrieval of 

information from the application database in response to a query represented by the 

meaning representation.”  (Ex. 1013, 9:25-27.) 

Shwartz explains that “[a] navigator and query language generator 38 is used 

to define optimal navigation paths through the database tables and columns to 

respond to the query, and to generate a meta-query language (‘MQL’),” and “[t]he 

metaquery language is used by a reporter and database access system 40 to 

generate the code (e.g., structured query language (‘SQL’) code) to actually 

retrieve the information from the application database.”  (Id., 9:28-35 (emphasis 

added); see also id., 7:19-22, 17:1-19 (disclosing details regarding how to locate 

information from application database 32 responsive to a query); Ex. 1002, ¶92.) 

Thus, Shwartz teaches details of constructing a query suitable for retrieving, 

from a database (such as Cheyer’s remote databases), information desired by a 

user.  (Ex. 1002, ¶93.)  A POSITA would have understood Shwartz to teach 

constructing a “navigation query” because Shwartz’s foregoing generated query 
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(e.g., SQL query) is an electronic query structured appropriately so as to navigate a 

particular data source in search of desired information.  (Supra Section VIII.A; Ex. 

1002, ¶93.) 

Because Cheyer’s database request “ask[s] for the coordinates of the items in 

question” (e.g., the coordinates of the restaurant and the hotel referenced by the 

user’s input query “How far is the restaurant from this hotel?”) and the items in 

question are contained in the user’s input query that is processed by the speech 

recognition agent and NL parser agent to interpret the meaning of the words in the 

input query, a POSITA would have been motivated to configure the combined 

Cheyer-Shwartz process to construct the database query based upon the 

interpretation that is rendered, similarly to the arrangement in Shwartz.  (Ex. 1012, 

11-12; Ex. 1013, 7:56-60, 7:54-55; see also id., 9:20-35, FIG. 1; Ex. 1002, ¶94.) 

In other words, a POSITA would have been motivated to construct the 

database query in the combined process based upon the interpretation of the user’s 

spoken request so that the database query could properly specify information to be 

retrieved from Cheyer’s remote database.  (Ex. 1002, ¶95.) 

A POSITA would have been capable of implementing the above 

configuration and would have had a reasonable expectation of success regarding 

the outcome.  (Ex. 1013, Abstract; Ex. 1002, ¶96.)  This would have been a 

straightforward implementation that merely involved constructing a navigation 
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query to access a database in a predictable manner.  (Ex. 1002, ¶96.)  Indeed, such 

an implementation would have been a mere combination of elements and 

technologies (e.g., a database request for servicing a query, as taught by Cheyer, 

and construction of a database query, i.e., database request, as taught by Shwartz), 

according to known methods (e.g., Shwartz describes how to construct the query, 

and Cheyer describes its role in a system for servicing a user’s request), to provide 

predictable results (e.g., retrieving information desired by the user from a 

database).  (Id.)  KSR, 550 U.S. at 416. 

v) [1.d] “(d) utilizing the navigation query to select a 
portion of the electronic data source; and” 

Cheyer alone and/or in combination with Shwartz6 discloses this limitation.  

(Ex. 1002, ¶97.)  For instance, Cheyer discloses that a database agent utilizes the 

navigation query to retrieve from a database information requested by a user 

(“select a portion of the electronic data source”).  (Id., ¶97.)  Cheyer discloses 

various examples of such “portion[s] of the electronic data source,” such as “maps 
                                           
6 As discussed above for limitation [1.c], it would have been obvious in view of 

Shwartz to modify Cheyer’s process to construct a “navigation query.”  It would 

also have been obvious to configure the combined Cheyer-Shwartz process to 

implement the features relating to “navigation query” in limitation [1.d] and claim 

4.  (Ex. 1002, ¶97 n.4.) 
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for each city, as well as icons, vocabulary and information about available hotels, 

restaurants, movies, theaters, municipal buildings and tourist attractions” (Ex. 

1012, 10), “the French restaurants within 1 mile of this hotel” (id., 5) or “all 

available information about Alcatraz” (id., 5). 

Cheyer discloses that a type of agent called a “facilitator” routes information 

to agents in the Open Agent Architecture.  (See id., 7 (“Facilitators provide 

content-based message routing, global data management, and process coordination 

for their set of connected agents.”), 8 (“when queries arrive in Interagent 

Communication Language form, [facilitators] are responsible for breaking apart 

any complex queries and for distributing goals to the appropriate agents”); see also 

id., 9 (“facilitator agent”); Ex. 1002, ¶98.) 

Cheyer discloses that database agents provide information (e.g., about maps, 

places of interest, movies, etc.) relevant to the user’s request.  (Ex. 1012, 10 

(“database agents provide maps for each city, as well as icons, vocabulary and 

information about available hotels …”); Ex. 1002, ¶99.)   

Cheyer’s database agents retrieve information from a database based on 

database requests.  (Ex. 1012, 10 (“a domain agent will try to resolve the definite 

reference by sending database agent requests”); Ex. 1002, ¶100.)  Thus, when a 

database request is constructed for retrieving information from a database in 

response to a user’s input such as “Display the French restaurants within 1 mile of 
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this hotel” (Ex. 1012, 5) or “Show me all available information about Alcatraz” 

(id.), a corresponding database request is routed to a database agent that services 

the request by utilizing the database request (“navigation query”) to access the 

database.  (Ex. 1002, ¶100.) 

While Cheyer discloses “access to existing data sources” (Ex. 1012, 1), 

“access to various heterogeneous data and knowledge sources” (id., 7), “access [to] 

a wide variety of data sources, including information stored in HTML form on the 

World Wide Web” (id., 4), and various types of databases, including “Prolog 

databases, X-500 hierarchical databases, and data loaded automatically by 

scanning HTML pages from the World Wide Web (WWW)” (id., 10), Cheyer does 

not expressly disclose that the database agent “select[s] a portion” of the disclosed 

electronic data source.  However, a POSITA would have understood that Cheyer 

necessarily discloses that feature.  (Ex. 1002, ¶101.)  A POSITA would have had 

this understanding because “database requests” (Ex. 1012, 12) were well known to 

be for retrieving or selecting a portion of a database.  (Ex. 1002, ¶101.)  If a portion 

of the database that contains the “maps for each city” or “information about 

available hotels … and tourist attractions” (Ex. 1012, 10) were not selected by 

Cheyer’s database agent, then the database agent would not have been able to 

provide the information that the user requested.  (Ex. 1002, ¶101.) 

Petitioner Microsoft Corporation - Ex. 1008, p. 2964



Petition for Inter Partes Review 
Patent No. 6,757,718 

34 

To the extent Cheyer does not disclose “select[ing] a portion of the 

electronic data source,” it would have been obvious in view of Cheyer and Shwartz 

to implement this feature in Cheyer’s process.  (Id., ¶102.)  Shwartz discloses 

“retrieval and aggregation of data from [a] database to satisfy [a] natural language 

query” (Ex. 1013, Abstract) and “identify[ing] an optimal set of database elements 

to satisfy the query” (id., 17:10-11), e.g., by choosing particular “tables and 

columns” (id., 9:24-27).  Additionally, Shwartz discloses “generat[ing] … code 

(e.g., structured query language (‘SQL’) code) to actually retrieve the information 

from the application database” (id., 9:33-35), and a POSITA would have 

understood that SQL code (e.g., a SELECT statement in SQL code) was intended 

to select a portion of a database.  (Ex. 1002, ¶102; see also Ex. 1013, 7:19-22.) 

A POSITA would have been motivated, in light of the teachings of Cheyer 

and Shwartz, to configure Cheyer’s process to select a portion of any of the 

databases disclosed by Cheyer.  (Ex. 1002, ¶103.)  A POSITA would have 

recognized that selecting a portion of a database responsive to the user’s request 

would have enabled the combined Cheyer-Shwartz process and system to provide 

desired information to the user.  (Id.)  This would have been a straightforward 

configuration, because it would have been merely a combination of known 

components and technologies (e.g., Cheyer’s database and database requests, and 

Shwartz’s “structured query language (‘SQL’) or other code” for retrieving a 
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portion of a database (Ex. 1013, 7:19-22)), according to known methods (e.g., 

retrieving information from a database using database requests), to obtain 

predictable results (selecting a portion of a database in response to a database 

request).  (Ex. 1002, ¶¶103-104.)  KSR, 550 U.S. at 416. 

vi) [1.e] “(e) transmitting the selected portion of the 
electronic data source from the network server to the 
mobile information appliance of the user.” 

Cheyer alone and/or in combination with Shwartz discloses this limitation.  

(Ex. 1002, ¶105.)  For instance, in the examples of “Display the French restaurants 

within 1 mile of this hotel” (Ex. 1012, 5) or “Show me all available information 

about Alcatraz” (id.), Cheyer discloses displaying the French restaurants within 1 

mile of the hotel specified by the user or displaying all available information about 

Alcatraz.  (Ex. 1002, ¶105; see also Ex. 1012, 10, 12.)  Cheyer also discloses 

“access to existing data sources including the World Wide Web.”  (Ex. 1012, 

Abstract.) 

Based on the foregoing disclosures, a POSITA would have understood that 

Cheyer necessarily discloses transmitting the selected portion of the electronic data 

source from the remote server at which such data sources are located (“the network 

server”) to the user’s mobile computing device (“the mobile information appliance 

of the user”).  (Ex. 1002, ¶106.)  For example, if such data were not transmitted 

from the remote server to the user’s mobile device, the user could not have 
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obtained the information that he/she desired.  (Id.)  Indeed, transmitting data from 

a remote server to a user’s computing device was known to be a necessary aspect 

of data communications involving the Web, which Cheyer discloses.  (Ex. 1012, 

Abstract; Ex. 1002, ¶106.) 

To the extent Cheyer does not disclose transmitting the selected portion of 

the electronic data source from the remote server to the user’s mobile device, it 

would have been obvious in view of Shwartz to implement such features.  (Ex. 

1002, ¶107.)  As discussed above for limitation [1.d], it would have been obvious 

in view of Shwartz to select a portion of the electronic data source (supra Section 

IX.A.1.v), and in view of Shwartz’s disclosure of displaying retrieved data on a 

user’s computer it would further have been obvious to configure the combined 

process to transmit the selected portion from the remote network server to the 

user’s mobile device.  (Ex. 1013, 5:9-11; Ex. 1002, ¶107.)  A POSITA would have 

known how to implement data communications involving the Web, which Cheyer 

discloses (Ex. 1012, Abstract), and would have been motivated to implement such 

transmitting in order to achieve a working application as disclosed in Cheyer.  (Id.)  

Indeed, a POSITA would not only have been motivated but would have naturally 

expected to configure Cheyer’s process to transmit the selected portion of the 

electronic data source from the remote server to the user’s mobile device, in order 

to achieve Cheyer’s objective of enabling a user “to transparently access a wide 
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variety of data sources, including information stored in HTML form on the World 

Wide Web.”  (Ex. 1012, 4; Ex. 1002, ¶¶107-108.)   

This would have been a mere combination of known components and 

technologies (e.g., Cheyer’s disclosure of an application that retrieves information 

from a remote data source such as one located on the Web, Cheyer’s disclosure of 

a PDA that a POSITA would have known was capable of receiving information 

transmitted by a remote server, and Shwartz’s disclosure of displaying retrieved 

data on a user’s computer), according to known methods (e.g., implementing data 

communications involving the Web in a known manner), to obtain predictable 

results (e.g., sending information from a remote server to the user’s mobile 

device).  (Id., ¶109.)  KSR, 550 U.S. at 416. 

Petitioner Microsoft Corporation - Ex. 1008, p. 2968



Petition for Inter Partes Review 
Patent No. 6,757,718 

38 

2. Claims 2 and 3 

i) [2.a]/[3.a] “The method of claim 1, wherein the step 
of rendering the interpretation of the spoken request 
is performed by the mobile information appliance.”7 

While Cheyer discloses a “server machine which will manage … natural 

language processing and speech recognition for the application” (Ex. 1012, 6), it 

would have been obvious in view of Thrift to configure the combined Cheyer-

Thrift-Shwartz process to perform the speech recognition and natural language 

processing (“the step of rendering the interpretation of the spoken request”) at the 

user’s mobile computing device (“the mobile information appliance”).  (Ex. 1002, 

¶110.) 

Cheyer discloses “[t]he user interface must be light and fast enough to run 

on a handheld PDA while able to access applications and data that may require a 

more powerful machine” (Ex. 1012, 4), which suggests that in some situations 

                                           
7 Claim 2 appears to have issued with a printing error.  Specifically, during 

prosecution claim 2 recited “at the one or more network servers” instead of “by the 

mobile information appliance.”  (Ex. 1004, 67.)  Nonetheless, Petitioner addresses 

claim 2 as issued here.  To the extent claim 2 is interpreted to require “at the one or 

more network servers,” instead of “by the mobile information appliance,” that 

interpretation is addressed below in Section IX.B. 
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(e.g., when the user’s handheld PDA is sufficiently powerful) a more powerful 

machine (e.g., server remote from the PDA) may not be needed.  (Ex. 1002, ¶111.)  

A POSITA would have understood Cheyer’s foregoing disclosure as providing 

guidance as to when a remote server for performing speech recognition and natural 

language processing would or would not be appropriate (i.e., the resource 

capabilities of the PDA are central to this issue).  (Id.) 

Thrift, in the same technical field as Cheyer (e.g., providing information to a 

user based on voice input), discloses a client-server architecture in the speech 

processing context but also explains that in some instances a host computer 11 (the 

server in Thrift’s client-server architecture) is not needed for at least some speech 

processing tasks.  (Ex. 1015, 3:1-24 (user device “performs all or part of the voice 

recognition process”).)  Thus, Thrift indicates that it was known before the alleged 

invention of the ’718 patent that tasks could either be allocated to a separate server 

or performed at the client, depending on particular system needs.  (Ex. 1002, 

¶¶112-113.) 

A POSITA would have understood Thrift’s disclosure regarding control unit 

10 (the client in Thrift’s client-server architecture) performing all or part of a voice 

recognition process to also be applicable to modifying Cheyer’s process to have 

the user’s PDA perform all or part of speech recognition and natural language 

processing, because a POSITA would have understood that Thrift’s foregoing 
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disclosure is relevant to allocation of tasks in a variety of computational contexts.  

(Id., ¶114.)  In other words, it would have been useful to assign natural language 

processing to the user’s PDA, because natural language processing, like speech 

recognition, was a task that involved processing data.  (Id.) 

A POSITA would have had reason to consider the teachings of Thrift (in the 

same technical field as Cheyer) when implementing Cheyer’s process and would 

have seen that Thrift discloses that certain tasks may be assigned to either control 

unit 10 or to host system 11.  (Id., ¶115.)  A POSITA would have understood that 

Thrift’s disclosure of control unit 10 performing “all or part” of a voice recognition 

process (Ex. 1015, 3:1-2, 3:9-10) meant that the choice of which tasks to allocate 

to the control unit 10 as opposed to host system 11 was determined by system 

implementation details such as relative resource capabilities.  (Ex. 1002, ¶115.)  

Based on Thrift’s disclosure of “control unit 10 perform[ing] all voice recognition 

processes” in one scenario, a POSITA would have recognized the possibility and 

value of configuring Cheyer’s PDA to perform the speech recognition and natural 

language processing functions disclosed in Cheyer.  (Ex. 1015, 3:22-23 (emphasis 

added); Ex. 1002, ¶115.)   

For example, a POSITA would have been motivated to make the above 

modification in order to reduce communications latency, e.g., by eliminating 

communications to and from a remote server regarding speech recognition and 
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natural language processing.  (Ex. 1002, ¶116.)  A POSITA would also have been 

motivated to make this modification to simplify the architecture of Cheyer’s 

system, because with the functions of speech recognition and natural language 

processing performed at the PDA then a separate speech server would not have 

been needed for such processing.  (Id.)  A POSITA would have been capable of 

making this modification, as the choice of a single computer design or a client-

server design was a mere choice among a finite number of known alternatives with 

predictable outcomes.  (Id.)  KSR, 550 U.S. at 421. 

3. Claim 4 

i) [4.a] “The method of claim 1, further comprising the 
steps of soliciting additional input from the user, 
including user interaction in a modality different 
than the original request;” 

Cheyer in combination with Thrift and Shwartz discloses this limitation.  

(Ex. 1002, ¶117.)  At the outset, Cheyer discloses several examples in which the 

user provides additional input beyond just spoken input, including user interaction 

in a modality different than the original spoken request.  (See, e.g., Ex. 1012, 5; Ex. 

1002, ¶118.) 

Cheyer further discloses prompting the user for additional input (“soliciting 

additional input from the user”).  (Ex. 1002, ¶119.)  For example, Cheyer explains 

where “a user’s request is ambiguous or underspecified … the system will … issue 

a prompt requesting additional information.”  (See, e.g., id., 6; Ex. 1002, ¶119.)  
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For example, Cheyer discloses prompting the user for an indication (e.g., via a 

gesture) as to what the user means by “the hotel” in the spoken request.  (Ex. 1012, 

11, 12.) 

ii) [4.b] “refining the navigation query, based upon the 
additional input; and using the refined navigation 
query to select a portion of the electronic data 
source.” 

Cheyer in combination with Shwartz discloses this limitation.  (Ex. 1002, 

¶120.)  For instance, Cheyer discloses that in the example of a user input “How far 

is the restaurant from this hotel” (Ex. 1012, 11), the database request (“navigation 

query”) is refined based upon “a gesture indicating ‘[this] hotel’” (id., 12), because 

there is an ambiguity regarding what “this hotel” refers to.  (Ex. 1002, ¶120.)  

Cheyer discloses that a “reference resolution agent (RR) … asks for resolution of” 

a reference such as “[this] hotel” and that “[w]hen the references have been 

resolved, the domain agent … sends database requests … .”  (Ex. 1012, 12.)  Thus, 

Cheyer discloses that the database request is refined based upon the additional 

input from the user that clarifies what the user means by “this hotel” (Ex. 1002, 

¶120), and the domain agent sends the refined database request after the ambiguity 

regarding the reference “this hotel” (Ex. 1012, 11) has been resolved (id., 12).  (Ex. 

1002, ¶120.)  Cheyer’s database agent (“the at least one agent”) uses the refined 

database request (“refined navigation query”) to retrieve from the remote database 

location information regarding the hotel specified by the user (“to select a portion 
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of the electronic data source”), so that the distance requested by the user can be 

calculated.  (Ex. 1012, 10 (describing details of database agent); Ex. 1002, ¶120.) 

As another example, Cheyer discloses that the user may speak “Display the 

French restaurants within 1 mile of this hotel.”  (Ex. 1012, 5.)  The phrase “this 

hotel” in this example’s spoken query, which is similar to the above-described 

example involving “the hotel” at page 11 of Cheyer, is ambiguous and requires 

clarification.  (Ex. 1002, ¶121.)  After the user provides such additional input so 

that the ambiguity can be resolved, Cheyer’s database agent uses a refined database 

query that takes into account the additional information regarding the identity of 

the hotel (“the refined navigation query”) to select a portion of a database 

containing maps or “information about available restaurants” (Ex. 1012, 10) 

relevant to the user’s query (“a portion of the electronic data source”).  (Ex. 1002, 

¶121; see also Ex. 1012, 11 (“resolve contextual references such as ‘the hotel’ … 

by gestural or direct manipulation commands.”).) 

To the extent Cheyer does not disclose the feature “to select a portion of the 

electronic data source,” it would have been obvious in view of Shwartz to 

implement that feature for at least the same reasons discussed above regarding 

limitation [1.d].  (Supra Section IX.A.1.v; Ex. 1002, ¶122.) 
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4. Claim 6 

i) [6.a] “The method of claim 1, wherein steps (a)-(d) 
are performed with respect to multiple users.” 

Cheyer in combination with Thrift and Shwartz discloses or suggests this 

limitation.  (Ex. 1002, ¶123.)  For example, Cheyer discloses an application 

including a user interface that runs on a handheld PDA or a PC (Ex. 1012, 

Abstract, 4, 6) and further discloses multiple users (id., 1-2 (referring to multiple 

“users”)).  A POSITA would have understood that when a plurality of 

simultaneous users using respective PDAs run Cheyer’s application, the method of 

claim 1, including steps (a)-(d) recited therein, is necessarily performed with 

respect to multiple users.  (Ex. 1002, ¶123.)  Indeed, claim 6 does not require that 

the multiple users share any resources (e.g., remote data sources), and thus 

amounts to simply having multiple people practice the method of claim 1.  At 

minimum, it would have been obvious to perform steps (a)-(d) with respect to 

multiple users, e.g., to enable a wider range of people than just one person to be 

able to use the combined Cheyer-Thrift-Shwartz process.  (Ex. 1002, ¶123.)  A 

POSITA would have recognized that enabling multiple users to use the combined 

process would have beneficial, e.g., in order to provide information to more 

people.  (Id.) 
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5. Claims 8, 9 

i) [8.a] “The method of claim 1, wherein the mobile 
information appliance is a portable computing 
device.” 

ii) [9.a] “The method of claim 8, wherein the portable 
computing device is a personal digital assistant.” 

Cheyer combined with Thrift and Shwartz discloses these limitations.  (Ex. 

1002, ¶124.)  Cheyer discloses that the application discussed above for claim 1 

runs on a handheld personal digital assistant (PDA), which a POSITA would have 

understood to be a portable computing device.  (Ex. 1012, 4, 6; Ex. 1002, ¶124; see 

also Ex. 1012, Abstract, 12.) 

A POSITA would have recognized that the remote control device (“mobile 

information appliance”) in the combined Cheyer-Thrift-Shwartz process (discussed 

above for claim 1) could have additionally been a portable computing device (e.g., 

PDA), and would have been motivated to implement the device to be both a remote 

control device and a portable computing device (e.g., PDA).  (Ex. 1002, ¶125.)  

For example, a POSITA would have recognized that the attributes of a remote 

control device and of a portable computing device (e.g., PDA) were not mutually 

exclusive, and that these were separate features that could have beneficially have 

been co-implemented.  (Id.)  Indeed, a POSITA would have been motivated to co-

implement both of these features in order to provide a richer feature set for users 

and to enable a user to perform remote control functionality with an existing device 
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such as his/her portable computing device, e.g., PDA.  (Id.)  Such an 

implementation would have promoted efficiency, e.g., by using a single device to 

perform multiple features, and would have been consistent with the knowledge of a 

POSITA and the expectations of consumers regarding multi-function devices.  (Id.) 

Indeed, it was well-known by the time of the alleged invention that a mobile 

device could operate as both a PDA and a remote control for a television.  (See, 

e.g., Ex. 1033, 8128; see also Ex. 1002, ¶126.) 

6. Claim 10 

i) “A computer program embodied on a computer 
readable medium for speech-based navigation of an 
electronic data source located at one or more 
network servers located remotely from a user, 
wherein a data link is established between a mobile 
information appliance of the user and the one or 
more network servers, comprising:” 

To the extent the preamble of claim 10 is limiting, Cheyer discloses the 

limitations therein for at least the same reasons as presented above regarding the 

preamble of claim 1.  (Ex. 1002, ¶127; supra Section IX.A.1.i.) 

Cheyer discloses an “application” (Ex. 1012, 1-9, 11-12) that “runs on pen-

equipped PC’s or a Dauphin handheld PDA” (id., 6).  Cheyer discloses that “[t]o 

                                           
8 Konstan is only cited for claim 1 to demonstrate knowledge of a POSITA and is 

not relied upon as a reference in this unpatentability ground. 
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implement the described application, a distributed network of heterogeneous 

software agents was augmented by appropriate functionality for developing 

synergistic multimodal applications.”  (Id., 1 (emphasis added).)  Therefore, a 

POSITA would have understood that Cheyer discloses a “computer program 

embodied on a computer readable medium” as claimed.  (Ex. 1002, ¶128.) 

(See also infra Sections IX.A.6.ii-vi regarding the remaining limitations of 

this claim.) 

ii) [10.a] “(a) a code segment that receives a spoken 
request for desired information from the user 
utilizing the mobile information appliance of the 
user, wherein said mobile information appliance 
comprises a portable remote control device or a set-
top box for a television;” 

Cheyer in combination with Thrift discloses this limitation for at least the 

same reasons as presented above regarding limitation [1.a].  (Ex. 1002, ¶129; supra 

Section IX.A.1.ii.) 

A POSITA would have understood based on Cheyer’s disclosure of an 

“application” (Ex. 1012, 1-9, 11-12) that runs on a PC or PDA (id., 6) and further 

based on Cheyer’s disclosure of software agents (id., 1) that Cheyer’s application 

includes software running on a microprocessor configured to perform various 

functionalities, including the functionality corresponding to limitation [10.a], and 

thus Cheyer discloses a “code segment” as in limitation [10.a].  (Supra Section 

VIII.B; Ex. 1002, ¶130.)  Indeed, even if Cheyer were found not to provide for 
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such an implementation, as recognized by Shwartz the use of a processor to 

implement software code was routine and commonplace at the time of the alleged 

invention, and would have been a predictable and obvious modification.  (Ex. 

1013, 4:11-62 (disclosing a “computer processor” and various functions performed 

by executing the processor), 6:29-30 (“computer processor 12 … controls the 

overall operation of the system”); Ex. 1002, ¶130.) 

iii) [10.b] “(b) a code segment that renders an 
interpretation of the spoken request;” 

Cheyer discloses this limitation for at least the same reasons as presented 

above regarding limitation [1.b].  (Ex. 1002, ¶131; supra Section IX.A.1.iii.)  

Moreover, for the same reasons discussed above for limitation [10.a], Cheyer 

discloses, or renders obvious in view of Shwartz, the use of a processor to 

implement the functionality recited in limitation [10.b].  (Supra Sections VIII.B, 

IX.A.6.ii; Ex. 1002, ¶132.) 

iv) [10.c] “(c) a code segment that constructs a 
navigation query based upon the interpretation;” 

Cheyer in combination with Shwartz discloses this limitation for at least the 

same reasons as presented above regarding limitation [1.c].  (Ex. 1002, ¶133; supra 

Section IX.A.1.iv.)  Moreover, for the same reasons discussed above for limitation 

[10.a], Cheyer discloses, or renders obvious in view of Shwartz, the use of a 
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processor to implement the functionality recited in limitation [10.c].  (Supra 

Sections VIII.B, IX.A.6.ii; Ex. 1002, ¶134.) 

Although Cheyer does not expressly describe in detail the limitation 

“constructs a navigation query,” it would have been obvious in view of Shwartz to 

implement that feature in Cheyer’s computer program, for at least the same reasons 

as discussed above for limitation [1.c].  (Supra Section IX.A.1.iv; Ex. 1002, ¶135.) 

v) [10.d] “(d) a code segment that utilizes the navigation 
query to select a portion of the electronic data 
source; and” 

Cheyer in combination with Shwartz9 discloses this limitation for at least the 

same reasons as presented above regarding limitation [1.d].  (Ex. 1002, ¶136; 

supra Section IX.A.1.v.)  Moreover, for the same reasons discussed above for 

limitation [10.a], Cheyer discloses, or renders obvious in view of Shwartz, the use 

of a processor to implement the functionality recited in limitation [10.d].  (Supra 

Sections VIII.B, IX.A.6.ii; Ex. 1002, ¶137.) 

                                           
9 As discussed above for limitation [10.c], it would have been obvious in view of 

Shwartz to modify Cheyer’s computer program to construct a “navigation query.”  

It would also have been obvious to configure the combined Cheyer-Shwartz 

computer program to implement the “navigation query” feature in limitation [10.d] 

and claim 13.  (Ex. 1002, ¶136 n.5.) 

Petitioner Microsoft Corporation - Ex. 1008, p. 2980



Petition for Inter Partes Review 
Patent No. 6,757,718 

50 

To the extent Cheyer does not disclose “select a portion of the electronic 

data source,” it would have been obvious in view of the combined teachings of 

Cheyer and Shwartz to implement this feature in Cheyer’s computer program, for 

at least the same reasons as discussed above for limitation [1.d].  (Supra Section 

IX.A.1.v; Ex. 1002, ¶138.) 

vi) [10.e] “(e) a code segment that transmits the selected 
portion of the electronic data source from the 
network server to the mobile information appliance 
of the user.” 

Cheyer discloses this limitation for at least the same reasons as presented 

above regarding limitation [1.e].  (Ex. 1002, ¶139; supra Section IX.A.1.vi.)  

Moreover, for the same reasons discussed above for limitation [10.a], Cheyer 

discloses, or renders obvious in view of Shwartz, the use of a processor to 

implement the functionality recited in limitation [10.e].  (Supra Sections VIII.B, 

IX.A.6.ii; Ex. 1002, ¶140.) 

7. Claim 12 

i) [12.a] “The computer program of claim 10, wherein 
the rendering of the interpretation of the spoken 
request is performed by the mobile information 
appliance.” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding claims 2 and 3.  (Ex. 1002, 

¶141; supra Section IX.A.2.)   
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8. Claim 13 

i) [13.a] “The computer program of claim 10, further 
comprising a code segment that solicits additional 
input from the user, including user interaction in a 
modality different than the original request;” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding limitation [4.a].  (Ex. 1002, 

¶142; supra Section IX.A.3.i.)  Moreover, for the same reasons discussed above for 

limitation [10.a], Cheyer discloses, or renders obvious in view of Shwartz, the use 

of a processor to implement the functionality recited in limitation [13.a].  (Supra 

Sections VIII.B, IX.A.6.ii; Ex. 1002, ¶143.) 

ii) [13.b] “a code segment that refines the navigation 
query, based upon the additional input; and a code 
segment that uses the refined navigation query to 
select a portion of the electronic data source.” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding limitation [4.b].  (Ex. 1002, 

¶144; supra Section IX.A.3.ii.)  Moreover, for the same reasons discussed above 

for limitation [10.a], Cheyer discloses, or renders obvious in view of Shwartz, the 

use of a processor to implement the functionality recited in limitation [13.b].  

(Supra Sections VIII.B, IX.A.6.ii; Ex. 1002, ¶145.) 
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9. Claim 15 

i) [15.a] “The computer program of claim 10, wherein 
code segments (a)-(d) are executed with respect to 
multiple users.” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding claim 6.  (Ex. 1002, ¶146; 

supra Section IX.A.4.) 

10. Claims 17, 18 

i) [17.a] “The computer program of claim 10, wherein 
the mobile information appliance is a portable 
computing device.” 

ii) [18.a] “The computer program of claim 17, wherein 
the portable computing device is a personal digital 
assistant.” 

Cheyer in combination with Thrift and Shwartz discloses these limitations 

for at least the same reasons as presented above regarding claims 8 and 9.  (Ex. 

1002, ¶147; supra Sections IX.A.5.i-ii.) 

11. Claim 19 

i) “A system for speech-based navigation of an 
electronic data source located at one or more 
network servers located remotely from a user, 
comprising:” 

To the extent the preamble of claim 19 is limiting, Cheyer discloses the 

limitations therein for at least the same reasons as presented above regarding the 

preamble of claim 1.  (Ex. 1002, ¶148; supra Section IX.A.1.i.) 
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In addition to disclosing a “method” as recited in claim 1 (supra Section 

IX.A.1.i), Cheyer also expressly discloses a “system” utilizing an application that 

runs on a PC or PDA (Ex. 1012, 6), and thus discloses a “system” as recited in the 

preamble of claim 19.  (Ex. 1002, ¶149; see also Ex. 1012, 4, 6, 12.) 

(See also infra Sections IX.A.11.ii-vi regarding the remaining limitations of 

this claim.) 

ii) [19.a] “(a) a mobile information appliance operable 
to receive a spoken request for desired information 
from the user, wherein said mobile information 
appliance comprises a portable remote control device 
or a set-top box for a television;”10 

Cheyer in combination with Thrift discloses this limitation for at least the 

same reasons as presented above regarding the preamble of claim 1 and limitation 

[1.a].  (Ex. 1002, ¶150; supra Sections IX.A.1.i-ii.) 

iii) [19.b] “(b) spoken language processing logic, 
operable to render an interpretation of the spoken 
request;” 

Cheyer discloses this limitation for at least the same reasons as presented 

above regarding limitation [1.b].  (Ex. 1002, ¶151; supra Section IX.A.1.iii.) 

                                           
10 Limitation [19.a] defines sufficient structure (“a portable remote control device 

or a set-top box for a television”) to avoid invoking 35 U.S.C. § 112 ¶ 6. 
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Additionally, because Cheyer discloses an application implemented in 

software (supra Section IX.A.6.i) and a POSITA would have understood that such 

software runs on a microprocessor configured to perform various functionalities, 

including the functionality corresponding to limitation [19.b], and for the reasons 

discussed above for limitation [1.b], Cheyer discloses a “spoken language 

processing logic, operable to” perform the functionality recited in limitation [19.b].  

(Supra Sections VIII.B, IX.A.1.iii, IX.A.6.iii; Ex. 1002, ¶152.)  Indeed, even if 

Cheyer were found not to provide for such an implementation, as recognized by 

Shwartz the use of a processor to implement logic was routine and commonplace at 

the time of the alleged invention, and would have been a predictable and obvious 

modification.  (Ex. 1013, 4:11-62, 6:29-30; Ex. 1002, ¶152.) 

iv) [19.c] “(c) query construction logic, operable to 
construct a navigation query based upon the 
interpretation;” 

Cheyer in combination with Shwartz discloses this limitation for at least the 

same reasons as presented above regarding limitation [1.c].  (Ex. 1002, ¶153; supra 

Section IX.A.1.iv.)  Moreover, for the same reasons discussed above for limitation 

[19.b], Cheyer discloses, or renders obvious in view of Shwartz, the use of a 

processor to implement the functionality recited in limitation [19.c].  (Supra 

Sections VIII.B, IX.A.11.iii; Ex. 1002, ¶154.) 
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Although Cheyer does not expressly describe in detail the limitation 

“construct a navigation query,” it would have been obvious in view of Shwartz to 

implement that feature in Cheyer’s system, for at least the same reasons as 

discussed above for limitation [1.c].  (Supra Section IX.A.1.iv; Ex. 1002, ¶155.) 

v) [19.d] “(d) navigation logic, operable to select a 
portion of the electronic data source using the 
navigation query, and” 

Cheyer in combination with Shwartz11 discloses this limitation for at least 

the same reasons as presented above regarding limitation [1.d].  (Ex. 1002, ¶156; 

supra Section IX.A.1.v.)  Moreover, for the same reasons discussed above for 

limitation [19.b], Cheyer discloses, or renders obvious in view of Shwartz, the use 

of a processor to implement the functionality recited in limitation [19.d].  (Supra 

Sections VIII.B, IX.A.11.iii; Ex. 1002, ¶157.) 

                                           
11 As discussed above for limitation [19.c], it would have been obvious in view of 

Shwartz to modify Cheyer’s system to construct a “navigation query.”  It would 

also have been obvious to configure the combined Cheyer-Shwartz system to 

implement the “navigation query” feature in limitation [19.d] and claim 22.  (Ex. 

1002, ¶156 n.6.) 
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vi) [19.e] “(e) electronic communications infrastructure 
for transmitting the selected portion of the electronic 
data source from the network server to the mobile 
information appliance of the user.” 

Cheyer alone and/or in combination with Shwartz discloses this limitation 

for at least the same reasons as presented above regarding limitation [1.e].  (Ex. 

1002, ¶158; supra Section IX.A.1.vi.)  A POSITA would have understood that 

Cheyer alone and/or in combination with Shwartz necessarily discloses an 

electronic communications infrastructure for performing the transmitting of 

limitation [19.e].  (Ex. 1002, ¶158.)  A POSITA would have had this understanding 

because without an electronic communications infrastructure, a system like that 

disclosed in Cheyer and Shwartz, which involve retrieving information from a 

remote system (supra Sections IX.A.1.i, vi, IX.A.11.i) would not have been 

possible.  (Ex. 1002, ¶158.)  Indeed, an electronic communications infrastructure 

was a necessary component of a remote server (e.g., web server) such as disclosed 

by Cheyer in the context of a Web-based data source.  (Supra Section IX.A.1.i; Ex. 

1012, Abstract (“access to existing data sources including the World Wide Web”), 

6 (“a mobile system that provides a synergistic pen/voice interface to remote 

databases”); Ex. 1002, ¶158.) 

To the extent the claimed “electronic communications infrastructure for 

transmitting …” is construed to require software running on a microprocessor 

configured to perform transmitting the selected portion of the electronic data 
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source from the network server to the mobile information appliance of the user (see 

supra n.3), Cheyer discloses this limitation for at least the same reasons presented 

above regarding limitation [10.e].  (Supra Section IX.A.6.vi; Ex. 1002, ¶159.) 

12. Claim 21 

i) [21.a] “The system of claim 19, wherein the spoken 
language processing logic renders the interpretation 
of the spoken request at the mobile information 
appliance.” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding claims 2 and 3.  (Ex. 1002, 

¶160; supra Section IX.A.2.) 

13. Claim 22 

i) [22.a] “The system of claim 19, further comprising 
user interaction logic operable to solicit additional 
input from the user, including user interaction in a 
modality different than the original request; and” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding limitation [4.a].  (Ex. 1002, 

¶161; supra Section IX.A.3.i.)  Moreover, for the same reasons discussed above for 

limitation [19.b], Cheyer discloses, or renders obvious in view of Shwartz, the use 

of a processor to implement the functionality recited in limitation [22.a].  (Supra 

Sections VIII.B, IX.A.11.iii; Ex. 1002, ¶162.) 
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ii) [22.b] “query refining logic operable to refine the 
navigation query based upon the additional input; 
wherein the navigation logic users12 the refined 
navigation query to select a portion of the electronic 
data source.” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding limitation [4.b].  (Ex. 1002, 

¶¶163, 165; supra Section IX.A.3.ii.)  Moreover, for the same reasons discussed 

above for limitation [19.b], Cheyer discloses, or renders obvious in view of 

Shwartz, the use of a processor to implement the functionality recited in limitation 

[22.b].  (Supra Sections VIII.B, IX.A.11.iii; Ex. 1002, ¶164.) 

14. Claim 24 

i) [24.a] “The system of claim 19, wherein the system 
operates with respect to multiple users.” 

Cheyer in combination with Thrift and Shwartz discloses this limitation for 

at least the same reasons as presented above regarding claim 6.  (Ex. 1002, ¶166; 

supra Section IX.A.4.) 

                                           
12 For the purposes of this proceeding, Petitioner assumes that claim 22 contains a 

typographical error and was intended to recite “uses” instead of “users.”  Petitioner 

reserves the right to assert invalidity of claim 22 under 35 U.S.C. § 112 in other 

proceedings. 
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15. Claims 26, 27 

i) [26.a] “The system of claim 19, wherein the mobile 
information appliance is a portable computing 
device.” 

ii) [27.a] “The system of claim 26, wherein the portable 
computing device is a personal digital assistant.” 

Cheyer in combination with Thrift and Shwartz discloses these limitations 

for at least the same reasons as presented above regarding claims 8 and 9.  (Ex. 

1002, ¶167; supra Sections IX.A.5.i-ii.) 

B. Ground 2: Cheyer, Shwartz, Thrift, and Dureau Render Obvious 
Claims 2, 11, and 20 

1. Claim 2 

i) [2.a] “The method of claim 1, wherein the step of 
rendering the interpretation of the spoken request is 
performed [at the one or more network servers].”13 

Cheyer combined with Thrift, Shwartz, and Dureau, discloses or suggests 

this limitation.  (Ex. 1002, ¶169.) 

Cheyer discloses a “server machine which will manage … natural language 

processing and speech recognition for the application.”  (Ex. 1012, 6; see also id., 

4, 11.)  While Cheyer does not expressly disclose that the server at which the data 

source is located according to the preamble of claim 1 also performs speech 

recognition and natural language processing (“the step of rendering the 
                                           
13 Supra n.7. 
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interpretation of the spoken request”), to the extent claim 2 is interpreted to require 

such an arrangement, it would have been obvious in view of Dureau to configure 

the combined Cheyer-Shwartz-Thrift process to implement such features.  (Ex. 

1002, ¶170.) 

Dureau “relates generally to interactive television systems” (Ex. 1016, 1:8-

12) and discloses voice input to a set-top box coupled to a television.  (Id., 

Abstract, 10:56-11:1, FIG. 1 (reproduced below); Ex. 1002, ¶171.) 

 

(Ex. 1016, FIG. 1 (showing set-top box 22 connected to television 23.) 

Because Dureau, like Cheyer, discloses that a user provides voice input that 

is processed by voice recognition software, a POSITA would have had reason to 

consider the teachings of Dureau when implementing the Cheyer-Shwartz-Thrift 

process.  (Ex. 1002, ¶172.)  Having looked to Dureau, a POSITA would have seen 

that Dureau discloses transmitting a user’s speech input to a server, where it is 

interpreted, and further discloses performing applications relating to the speech 

Petitioner Microsoft Corporation - Ex. 1008, p. 2991



Petition for Inter Partes Review 
Patent No. 6,757,718 

61 

input at the server.  (Ex. 1016, Abstract, 2:49-62, 3:39-44, 9:59-10:3, 10:46-55, 

10:65-11:3; Ex. 1002, ¶172.) 

Based on Dureau’s disclosures regarding a server that is equipped with a 

voice recognition application and that performs applications using speech input, a 

POSITA would have been motivated to modify the combined Cheyer-Thrift-

Shwartz process so that the server at which the data source is located as in the 

preamble of claim 1 also performs speech recognition and natural language 

processing.  (Ex. 1002, ¶173.)  A POSITA would have known based on Dureau 

that such a configuration was possible, and he/she would have been motivated to 

implement the data source at the same server that performs speech recognition and 

natural language processing in order to achieve an efficient implementation.  (Id.)  

Such an implementation would have been a mere combination of known 

components and technologies, according to known methods, to achieve predictable 

results.  (Id.)  KSR, 550 U.S. at 416. 
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2. Claims 11, 20 

i) [11.a] “The computer program of claim 10, wherein 
the rendering of the interpretation of the spoken 
request is performed at the one or more network 
servers.” 

ii) [20.a] “The system of claim 19, wherein the spoken 
language processing logic renders the interpretation 
of the spoken request at the one or more network 
servers.” 

Cheyer in combination with Thrift, Shwartz, and Dureau discloses or 

suggests these limitations for at least the same reasons as presented above 

regarding claim 2 in Ground 2.  (Ex. 1002, ¶¶174-175; supra Section IX.B.1.) 

C. Ground 3: Cheyer, Shwartz, Thrift, and Johnson Render Obvious 
Claims 4, 13, and 22 

Patent Owner may argue that claims 4, 13, and 22 should be interpreted to 

require that the soliciting of additional input and refining of the navigation query 

recited in those claims must be for a different navigation query than the one recited 

in claim limitations [1.d], [10.d], and [19.d].  To the extent such an interpretation is 

applied, claims 4, 13, and 22 nonetheless would have been obvious in view of 

Johnson’s additional disclosure.  (Ex. 1002, ¶176.)  Indeed, such an approach was 

well within the skill of a POSITA and a mere design choice.  (Id.) 
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1. Claim 4 

i) Claim limitation [4.a] 

To the extent that Cheyer, Thrift, and Shwartz may not explicitly teach 

limitation [4.a], it would have been obvious in view of Johnson to modify the 

combined Cheyer-Thrift-Shwartz process (discussed above for claim 1) to include 

such features.  (Ex. 1002, ¶177.)  Johnson, which is directed to “a multimodal 

natural language interface [that] interprets user requests,” is in the same technical 

field as Cheyer.  (Ex. 1002, ¶178; Ex. 1014, Abstract.)  A POSITA would have had 

reason to consider the teachings of Johnson for enhancing or augmenting the 

capabilities of the combined Cheyer-Thrift-Shwartz method, because Cheyer, 

Thrift, Shwartz, and Johnson are all directed to servicing user requests that are 

provided via an interface that includes natural language input.  (Ex. 1002, ¶178.) 

Johnson discloses that in the example of a database query for “Joe Smith’s 

telephone number,” there could be “two Joe Smiths in the database,” so that “there 

is an ambiguity that must be clarified before a final response can be generated.”  

(Ex. 1014, 5:7-18; see also id., Abstract, 4:9-12, FIG. 4 (reproduced below).) 
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Thus, as shown in Figure 4, if there is an ambiguity, Johnson’s system asks the 

user to “select one” of the possibilities or indicate whether to look elsewhere.  (Ex. 

1014, FIG. 4; Ex. 1002, ¶¶179-180.) 

In view of Johnson’s disclosure of seeking clarification regarding an 

ambiguous situation in which two possible results are present, a POSITA would 

have been motivated to modify the combined Cheyer-Thrift-Shwartz process to 

clarify any ambiguity in a similar manner, and thus would have been motivated to 

solicit additional input from the user regarding such clarification, to provide the 
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user with desired information in a user-friendly and convenient manner.  (Ex. 

1002, ¶181.) 

In view of Johnson’s disclosure of “provid[ing] a choice to the user … in a 

pop-up window, and request[ing] the user to select one of the choices” (Ex. 1014, 

5:11-12), a POSITA would have been motivated to configure the combined 

process to include user interaction in a modality such as via a selection from a pop-

up window in a graphical user interface without using voice input (“a modality 

different than the original request”), because such a skilled person would have 

recognized that providing the user with an ability to select a choice from a pop-up 

window by, for example, touching or clicking the choice would have been a 

convenient, simple, and user-friendly implementation that would have enabled a 

wider range of input options for the user.  (Ex. 1002, ¶182.) 

Indeed, Cheyer and Johnson encourage such multimodal interaction, 

disclosing several examples in which the user provides non-spoken input.  (See, 

e.g., Ex. 1012, 1, 4, 5; Ex. 1014, Abstract, 2:21-22, 3:37-42, 3:44-46, 3:49-51; Ex. 

1002, ¶183.)  Furthermore, input modalities other than speech input were well 

known long before the alleged invention of the ’718 patent.  (Ex. 1002, ¶183.)   

In view of Cheyer’s and Johnson’s encouragement of multimodal input, a 

POSITA would have been motivated to modify the combined Cheyer-Thrift-

Shwartz process to implement the features of limitation [4.a].  (Id., ¶184.)  This 
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modification would have been a mere combination of known components and 

technologies, according to known methods, to obtain predictable results.  (Id.)  

KSR, 550 U.S. at 416. 

ii) Claim limitation [4.b] 

To the extent that Cheyer, Thrift, and Shwartz may not explicitly teach 

refining the navigation query, based upon the additional input, and using the 

refined navigation query to select a portion of the electronic data source, it would 

have been obvious in view of Johnson to modify the combined Cheyer-Thrift-

Shwartz process to implement such features.  (Ex. 1002, ¶185.) 

Johnson explicitly recognizes that ambiguities may be detected after an 

electronic data source is accessed, necessitating refinement of a navigation query 

and searching of an electronic data source after a first navigation query already 

searches the data source.  (Ex. 1002, ¶185.)  For example, as discussed above in 

Section IX.C.1.i, Johnson discloses that in the example of a database query for 

“Joe Smith’s telephone number,” there could be “two Joe Smiths [found] in the 

database” after searching the database, so that “there is an ambiguity that must be 

clarified before a final response can be generated.”  (Supra Section IX.C.1.i; Ex. 

1014, 5:7-18.)  Thus, Johnson discloses requesting the user to select one of a 

plurality of choices or to specify whether a search should be conducted elsewhere.  

(Ex. 1014, FIG. 4; Ex. 1002, ¶185.)  As a result of the user’s selection, Johnson’s 
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system can find and present to the user the phone number that the user requested 

(“a portion of the electronic data source”).  (Ex. 1002, ¶185.)   

A POSITA would have been motivated to include in the combined Cheyer-

Thrift-Shwartz process features such as those disclosed in Johnson regarding 

refining the navigation query after a database is initially searched based upon 

additional input and using the refined navigation query to select a portion of a 

database (“the electronic data source”), in order to enable the combined method 

and system to be able to handle situations where a user’s request results in 

multiple, ambiguous hits or no hits at all.  (Id., ¶186.)  This would have been a 

simple modification for a POSITA to make, as it would have been merely a 

combination of known elements, according to known methods, to yield predictable 

results.  (Id.; see also supra Section IX.A.1.v.)  KSR, 550 U.S. at 416.  Indeed, a 

POSITA would have recognized that accessing and selecting a portion of an 

electronic data source with a refined navigation query would have involved 

substantially the same operations as compared to accessing and selecting a portion 

of an electronic data source with an original navigation query.  (Ex. 1002, ¶186.) 

Indeed, a POSITA would have recognized the existence of two options for 

leveraging the user’s clarification in Johnson to obtain the phone number of the Joe 

Smith intended by the user: (a) access the database with a search query specifying 

“Joe Smith” and obtain an indication that there are two Joe Smiths in the database, 
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without obtaining at that time the phone number for each Joe Smith (such that the 

phone number for the user-intended Joe Smith must later be retrieved from the 

database after the user’s clarification); and (b) access the database with a search 

query specifying “Joe Smith” and obtain an indication that there are two Joe 

Smiths in the database, along with their respective phone numbers (such that upon 

the user’s clarification, the user-intended phone number can simply be used 

without further accessing the database).  (Id., ¶187.) 

A POSITA would have recognized that configuring the combined Cheyer-

Thrift-Shwartz-Johnson process to use the refined navigation query to select a 

portion of the electronic data source would have constituted a mere design choice 

among a finite number of known alternatives (e.g., the foregoing two options, 

which are not mutually exclusive, as a POSITA would have recognized that 

ambiguities could be resolved both before and after accessing the database), each 

having predictable outcomes (e.g., ultimately obtaining from the database the 

phone number of the user-intended Joe Smith).  (Id., ¶188.)  KSR, 550 U.S. at 421. 

Moreover, to the extent Johnson does not disclose the feature “to select a 

portion of the electronic data source,” it would have been obvious in view of 

Shwartz to implement that feature in the combined process.  (Supra Section 

IX.A.1.v; Ex. 1002, ¶189.) 
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2. Claim 13 

i) Limitations [13.a], [13.b] 

Cheyer in combination with Thrift, Shwartz, and Johnson discloses or 

suggests these limitations for at least the same reasons as presented above.  (Supra 

Sections IX.A.6, IX.A.8.i-ii (citations and analysis regarding “code segment[s]”), 

IX.C.1; Ex. 1002, ¶190.) 

3. Claim 22 

i) Limitations [22.a], [22.b] 

Cheyer in combination with Thrift, Shwartz and Johnson discloses or 

suggests these limitations for at least the same reasons as presented above.  (Supra 

Sections IX.A.11, IX.A.13.i-ii (citations and analysis regarding “logic operable 

to”), IX.C.1; Ex. 1002, ¶191.) 

D. Ground 4: Cheyer, Shwartz, Thrift, and Simmers Render Obvious 
Claims 5, 7, 14, 16, 23, and 25 

1. Claims 5, 7 

i) [5.a] “The method of claim 1, wherein the data link 
includes a cellular telephone system.” 

ii) [7.a] “The method of claim 1, wherein the mobile 
information appliance is a wireless telephone.” 

As discussed above for claim 1, Cheyer discloses a data link between the 

user’s mobile device and a remote server.  (Supra Section IX.A.1.i; Ex. 1002, 

¶193.)  While Cheyer, Thrift, and Shwartz do not expressly disclose a data link 
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including a cellular telephone system, it would have been obvious in view of 

Simmers to configure the combined Cheyer-Thrift-Shwartz process to implement 

this feature.  (Ex. 1002, ¶193.) 

Cheyer discloses that the mobile device can be a PDA (Ex. 1012, 4, 6), and a 

POSITA implementing Cheyer’s process would have recognized the desirability of 

incorporating cellular telephone functionality into a PDA.  (Ex. 1002, ¶194.)  For 

example, Simmers discloses “dual-function information devices such as a cellular 

phone with PDA.”  (Ex. 1017, 1:47-48; see also id., 1:12-15.) 

A POSITA would have recognized that the mobile information appliance 

(e.g., a PDA with remote control functionality) in the combined Cheyer-Thrift-

Shwartz process could have also included wireless telephone functionality, and 

would have been motivated to implement both in the device.  (Ex. 1002, ¶195.)  

Moreover, it was well known before the alleged invention of the ’718 patent that a 

cellular phone (e.g., as disclosed by Simmers) was used for communicating across 

a cellular telephone system.  (Ex. 1002, ¶196.) 

A POSITA would have recognized the value of implementing a cellular 

telephone system (which Simmers’s cellular-enabled PDA would have used) to 

achieve a data link between Cheyer’s mobile device and remote data source.  (Ex. 

1002, ¶197.)  For example, a POSITA would have recognized that a cellular 

telephone system was a known system for communicating between a mobile 
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device and a remote computer on the Web, and that Cheyer similarly discloses 

communications between a mobile device and a data source on the web (supra 

Section IX.A.1.i).  (Ex. 1002, ¶197.)  In view of Simmers’s teachings, a POSITA 

would have been motivated and been capable of modifying the combined Cheyer-

Thrift-Shwartz process so that Cheyer’s data link discussed above for the preamble 

of claim 1 includes a cellular telephone system, as recited in claim 5.  (Id.)   

This would have been a mere combination of known components and 

technologies (e.g., Cheyer’s disclosure of communication between a user’s mobile 

device and a remote data source to provide the user with desired data from the data 

source, and Simmers’s disclosure of a cellular telephone system), according to 

known methods (e.g., a POSITA would have known how to implement a cellular 

telephone system to achieve Cheyer’s communication between a mobile device 

and a remote data source), to obtain predictable results (e.g., communication 

between two devices using a known networking technology).  (Id., ¶¶198-199.)  

KSR, 550 U.S. at 416. 

A POSITA would further have been motivated in view of the foregoing 

references to configure Cheyer’s mobile device of the user (“mobile information 

appliance”) to be a wireless telephone, as recited in claim 7.  (Ex. 1002, ¶200.)  For 

example, a POSITA would have known that a wireless telephone was typically 

Petitioner Microsoft Corporation - Ex. 1008, p. 3002



Petition for Inter Partes Review 
Patent No. 6,757,718 

72 

used with a cellular telephone system to provide portability and mobile access to 

data sources.  (Id.)  

Such a configuration would have been a mere combination of known 

components and technologies (e.g., a known cellular telephone system and a 

wireless telephone that was known to be used with such a cellular telephone 

system, Cheyer’s disclosure of a mobile device such as a PDA, and Simmers’s 

disclosure of a cellular-enabled PDA), according to known methods (e.g., a 

POSITA knew how to configure a device to be a wireless telephone), to achieve 

predictable results (e.g., providing a user with a wireless telephone).  (Ex. 1012, 4, 

6; Ex. 1017, 1:47-48; Ex. 1002, ¶201.)  KSR, 550 U.S. at 416. 

Indeed, a PDA’s flexibility and expandability were well-known by the time 

of the alleged invention, and it was well-known that a PDA could operate as both a 

cellular phone (Ex. 1017, 1:47-48) and a remote control (Ex. 1033, 812).  (See also 

Ex. 1002, ¶202.) 
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2. Claims 14, 16, 23, 25 

i) [14.a] “The computer program of claim 10, wherein 
the data link includes a wireless telephone system.” 

ii) [16.a] “The computer program of claim 10, wherein 
the mobile information appliance is a wireless 
telephone.” 

iii) [23.a] “The system of claim 19, wherein the data link 
includes a cellular telephone system.” 

iv) [25.a] “The system of claim 19, wherein the mobile 
information appliance is a wireless telephone.” 

Cheyer in combination with Thrift, Shwartz, and Simmers discloses these 

limitations for at least the same reasons as presented above regarding claims 5 and 

7.  (Ex. 1002, ¶203; supra Sections IX.D.1.i-ii.)  It would have been obvious to 

implement a wireless telephone system as recited in claim 14 for similar reasons as 

discussed above for claim 5 regarding implementing a cellular telephone system, 

because a cellular telephone system was a type of wireless telephone system.  (Ex. 

1002, ¶203.) 

X. IPR SHOULD BE INSTITUTED ON ALL GROUNDS 

In Ground 1, Petitioner relies on Cheyer, Shwartz, and Thrift to address 

claims 4, 13, and 22.  In Ground 3, Petitioner addresses those claims based on the 

additional disclosures in Johnson.  While Cheyer and Johnson both disclose 

soliciting additional input beyond a spoken request, Cheyer discloses refining a 

database query before it is used to retrieve information from a database, whereas 
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Johnson discloses refining a query after already accessing the database.  

Depending on Patent Owner’s positions and/or the Board’s interpretation of the 

references and/or the claims, either Ground 1 or Ground 3 may have strengths or 

weaknesses relative to the other.  Both these grounds, as well as Grounds 2 and 4 

(which introduce secondary references for certain dependent claims), should be 

instituted in order to enable fuller development of the record. 

XI. CONCLUSION 

For the reasons given above, Petitioner requests institution of IPR for claims 

1-27 of the ’718 patent based on each of the grounds specified in this petition. 

 

Respectfully submitted, 
 

Dated: January 12, 2018 By: /Naveen Modi/    
       Naveen Modi (Reg. No. 46,224) 
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1

MOBILE NAVIGATION OF NETWORK-
BASED ELECTRONIC INFORMATION

USING SPOKEN INPUT

This application is a continuation of an application
entitled NAVIGATING NETWORK-BASED ELEC-
TRONIC INFORMATION USING SPOKEN NATURAL
LANGUAGE INPUT WITH MULTIMODAL ERROR
FEEDBACK which was filed on Mar. 13, 2000 under Ser.
No. 09/524,095 and which is a Continuation In Part of
co-pending U.S. patent application Ser. No. 09/225,198,
filed Jan. 5, 1999, Provisional U.S. patent application Ser.
No. 60/124,718, filed Mar. 17, 1999, Provisional U.S. patent
application Ser. No. 60/124,720, filed Mar. 17, 1999, and
Provisional U.S. patent application Ser. No. 60/124,719,
filed Mar. 17, 1999, from which applications priority is
claimed and these application are incorporated herein by
reference.

BACKGROUND OF THE INVENTION

The present invention relates generally to the navigation
of electronic data by means of spoken natural language
requests, and to feedback mechanisms and methods for
resolving the errors and ambiguities that may be associated
with such requests.

As global electronic connectivity continues to grow, and
the universe of electronic data potentially available to users
continues to expand, there is a growing need for information
navigation technology that allows relatively naive users to
navigate and access desired data by means of natural lan-
guage input. In many of the most important markets-
including the home entertainment arena, as well as mobile
computing-spoken natural language input is highly
desirable, if not ideal. As just one example, the proliferation
of high-bandwidth communications infrastructure for the
home entertainment market (cable, satellite, broadband)
enables delivery of movies-on-demand and other interactive
multimedia content to the consumer's home television set.
For users to take full advantage of this content stream
ultimately requires interactive navigation of content data-
bases in a manner that is too complex for user-friendly
selection by means of a traditional remote-control clicker.
Allowing spoken natural language requests as the input
modality for rapidly searching and accessing desired content
is an important objective for a successful consumer enter-
tainment product in a context offering a dizzying range of
database content choices. As further examples, this same
need to drive navigation of (and transaction with) relatively
complex data warehouses using spoken natural language
requests applies equally to surfing the Internet/Web or other
networks for general information, multimedia content, or
e-commerce transactions.

In general, the existing navigational systems for browsing
electronic databases and data warehouses (search engines,
menus, etc.), have been designed without navigation via
spoken natural language as a specific goal. So today's world
is full of existing electronic data navigation systems that do
not assume browsing via natural spoken commands, but
rather assume text and mouse-click inputs (or in the case of
TV remote controls, even less). Simply recognizing voice
commands within an extremely limited vocabulary and
grammar-the spoken equivalent of button/click input (e.g.,
speaking "channel 5" selects TV channel 5)-is really not
sufficient by itself to satisfy the objectives described above.
In order to deliver a true "win" for users, the voice-driven
front-end must accept spoken natural language input in a

manner that is intuitive to users. For example, the front-end
should not require learning a highly specialized command
language or format. More fundamentally, the front-end must
allow users to speak directly in terms of what the user

5 ultimately wants -e.g., "I'd like to see a Western film
directed by Clint Eastwood" -as opposed to speaking in
terms of arbitrary navigation structures (e.g., hierarchical
layers of menus, commands, etc.) that are essentially arti-
facts reflecting constraints of the pre-existing text/click

l0 navigation system. At the same time, the front-end must
recognize and accommodate the reality that a stream of
naive spoken natural language input will, over time, typi-
cally present a variety of errors and/or ambiguities: e.g.,
garbled/unrecognized words (did the user say "Eastwood" or

15 "Easter"?) and under-constrained requests ("Show me the
Clint Eastwood movie"). An approach is needed for han-
dling and resolving such errors and ambiguities in a rapid,
user-friendly, non-frustrating manner.

What is needed is a methodology and apparatus for
20 rapidly constructing a voice-driven front-end atop an

existing, non-voice data navigation system, whereby users
can interact by means of intuitive natural language input not
strictly conforming to the step-by-step browsing architecture
of the existing navigation system, and wherein any errors or

25 ambiguities in user input are rapidly and conveniently

resolved. The solution to this need should be compatible
with the constraints of a multi-user, distributed environment
such as the Internet/Web or a proprietary high-bandwidth
content delivery network; a solution contemplating one-at-

30 a-time user interactions at a single location is insufficient, for
example.

SUMMARY OF THE INVENTION

The present invention addresses the above needs by
35 providing a system, method, and article of manufacture for

mobile navigation of network-based electronic data sources
in response to spoken input requests. When a spoken input
request is received from a user using a mobile information
appliance that communicates with a network server via an at

40 least partially wireless communications system, it is
interpreted, such as by using a speech recognition engine to
extract speech data from acoustic voice signals, and using a
language parser to linguistically parse the speech data. The
interpretation of the spoken request can be performed on a

45 computing device locally with the user, such as the mobile
information appliance, or remotely from the user. The result-
ing interpretation of the request is thereupon used to auto-
matically construct an operational navigation query to
retrieve the desired information from one or more electronic

5o network data sources, which is then transmitted to a client
device of the user. If the network data source is a database,
the navigation query is constructed in the format of a
database query language.

Typically, errors or ambiguities emerge in the interpreta-
55 tion of the spoken request, such that the system cannot

instantiate a complete, valid navigational template. This is to
be expected occasionally, and one preferred aspect of the
invention is the ability to handle such errors and ambiguities
in relatively graceful and user-friendly manner. Instead of

60 simply rejecting such input and defaulting to traditional
input modes or simply asking the user to try again, a
preferred embodiment of the present invention seeks to
converge rapidly toward instantiation of a valid navigational
template by soliciting additional clarification from the user

65 as necessary, either before or after a navigation of the data
source, via multimodal input, i.e., by means of menu selec-
tion or other input modalities including and in addition to
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spoken input. This clarifying, multi-modal dialogue takes
advantage of whatever partial navigational information has
been gleaned from the initial interpretation of the user's
spoken request. This clarification process continues until the
system converges toward an adequately instantiated navi-
gational template, which is in turn used to navigate the
network-based data and retrieve the user's desired informa-
tion. The retrieved information is transmitted across the
network and presented to the user on a suitable client display
device.

In a further aspect of the present invention, the construc-
tion of the navigation query includes extracting an input
template for an online scripted interface to the data source
and using the input template to construct the navigation
query. The extraction of the input template can include
dynamically scraping the online scripted interface.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, together with further advantages thereof,
may best be understood by reference to the following
description taken in conjunction with the accompanying
drawings in which:

FIG. la illustrates a system providing a spoken natural
language interface for network-based information
navigation, in accordance with an embodiment of the
present invention with server-side processing of requests;

FIG. lb illustrates another system providing a spoken
natural language interface for network-based information
navigation, in accordance with an embodiment of the
present invention with client-side processing of requests;

FIG. 2 illustrates a system providing a spoken natural
language interface for network-based information
navigation, in accordance with an embodiment of the
present invention for a mobile computing scenario;

FIG. 3 illustrates the functional logic components of a
request processing module in accordance with an embodi-
ment of the present invention;

FIG. 4 illustrates a process utilizing spoken natural lan-
guage for navigating an electronic database in accordance
with one embodiment of the present invention;

FIG. 5 illustrates a process for constructing a navigational
query for accessing an online data source via an interactive,
scripted (e.g., CGI) form; and

FIG. 6 illustrates an embodiment of the present invention
utilizing a community of distributed, collaborating elec-
tronic agents.

DETAILED DESCRIPTION OF THE
INVENTION

1. System Architecture
a. Server-End Processing of Spoken Input
FIG. la is an illustration of a data navigation system

driven by spoken natural language input, in accordance with
one embodiment of the present invention. As shown, a user's
voice input data is captured by a voice input device 102,
such as a microphone. Preferably voice input device 102
includes a button or the like that can be pressed or held-
down to activate a listening mode, so that the system need
not continually pay attention to, or be confused by, irrelevant
background noise. In one preferred embodiment well-suited
for the home entertainment setting, voice input device 102
is a portable remote control device with an integrated
microphone, and the voice data is transmitted from device
102 preferably via infrared (or other wireless) link to com-
munications box 104 (e.g., a set-top box or a similar

communications device that is capable of retransmitting the
raw voice data and/or processing the voice data) local to the
user's environment and coupled to communications network
106. The voice data is then transmitted across network 106

5 to a remote server or servers 108. The voice data may
preferably be transmitted in compressed digitized form, or
alternatively-particularly where bandwidth constraints are
significant-in analog format (e.g., via frequency modulated
transmission), in the latter case being digitized upon arrival

10 at remote server 108.
At remote server 108, the voice data is processed by

request processing logic 300 in order to understand the
user's request and construct an appropriate query or request
for navigation of remote data source 110, in accordance with

15 the interpretation process exemplified in FIG. 4 and FIG. 5
and discussed in greater detail below. For purposes of
executing this process, request processing logic 300 com-
prises functional modules including speech recognition
engine 310, natural language (NL) parser 320, query con-

20 struction logic 330, and query refinement logic 340, as
shown in FIG. 3. Data source 110 may comprise database(s),
Internet/web site(s), or other electronic information
repositories, and preferably resides on a central server or
servers-which may or may not be the same as server 108,

25 depending on the storage and bandwidth needs of the
application and the resources available to the practitioner.
Data source 110 may include multimedia content, such as
movies or other digital video and audio content, other
various forms of entertainment data, or other electronic

30 information. The contents of data source 110 are
navigated-i.e., the contents are accessed and searched, for
retrieval of the particular information desired by the user-
using the processes of FIGS. 4 and 5 as described in greater
detail below.

35 Once the desired information has been retrieved from data
source 110, it is electronically transmitted via network 106
to the user for viewing on client display device 112. In a
preferred embodiment well-suited for the home entertain-
ment setting, display device 112 is a television monitor or

40 similar audiovisual entertainment device, typically in sta-
tionary position for comfortable viewing by users. In
addition, in such preferred embodiment, display device 112
is coupled to or integrated with a communications box
(which is preferably the same as communications box 104,

45 but may also be a separate unit) for receiving and decoding/
formatting the desired electronic information that is received
across communications network 106.

Network 106 is a two-way electronic communications
network and may be embodied in electronic communication

50 infrastructure including coaxial (cable television) lines,
DSL, fiber-optic cable, traditional copper wire (twisted
pair), or any other type of hardwired connection. Network
106 may also include a wireless connection such as a
satellite-based connection, cellular connection, or other type

55 of wireless connection. Network 106 may be part of the
Internet and may support TCP/IP communications, or may
be embodied in a proprietary network, or in any other
electronic communications network infrastructure, whether
packet-switched or connection-oriented. A design consider-

60 ation is that network 106 preferably provide suitable band-
width depending upon the nature of the content anticipated
for the desired application.

b. Client-End Processing of Spoken Input
FIG. lb is an illustration of a data navigation system

65 driven by spoken natural language input, in accordance with
a second embodiment of the present invention. Again, a
user's voice input data is captured by a voice input device
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102, such as a microphone. In the embodiment shown in server-side processing architecture illustrated in FIG. la
FIG. 1b, the voice data is transmitted from device 202 to may be implemented by replacing voice input device 102,
requests processing logic 300, hosted on a local speech communications box 104, and client display device 112,
processor, for processing and interpretation. In the preferred with an integrated, mobile, information appliance 202 such
embodiment illustrated in FIG. 1b, the local speech proces- 5 as a cellular telephone or wireless personal digital assistant
sor is conveniently integrated as part of communications box (wireless PDA). Mobile information appliance 202 essen-
104, although implementation in a physically separate (but tially performs the functions of the replaced components.
communicatively coupled) unit is also possible as will be Thus, mobile information appliance 202 receives spoken
readily apparent to those of skill in the art. The voice data is natural language input requests from the user in the form of
processed by the components of request processing logic 10 voice data, and transmits that data (preferably via wireless
300 in order to understand the user's request and construct data receiving station 204) across communications network
an appropriate query or request for navigation of remote data 206 for server-side interpretation of the request, in similar
source 110, in accordance with the interpretation process fashion as described above in connection with FIG. 1.
exemplified in FIGS. 4 and 5 as discussed in greater detail Navigation of data source 210 and retrieval of desired
below. 15 information likewise proceeds in an analogous manner as

The resulting navigational query is then transmitted elec- described above. Display information transmitted electroni-
tronically across network 106 to data source 110, which cally back to the user across network 206 is displayed for the
preferably resides on a central server or servers 108. As in user on the display of information appliance 202, and audio
FIG. la, data source 110 may comprise database(s), Internet/ information is output through the appliance's speakers.
web site(s), or other electronic information repositories, and 20 Practitioners will further appreciate, in light of the above
preferably may include multimedia content, such as movies teachings, that if mobile information appliance 202 is
or other digital video and audio content, other various forms equipped with sufficient computational processing power,
of entertainment data, or other electronic information. The then a mobile variation of the client-side architecture exem-
contents of data source 110 are then navigated-i.e., the plified in FIG. 2 may similarly be implemented. In that case,
contents are accessed and searched, for retrieval of the 25 the modules corresponding to request processing logic 300
particular information desired by the user-preferably using would be embodied locally in the computational resources
the process of FIGS. 4 and 5 as described in greater detail of mobile information appliance 202, and the logical flow of
below. Once the desired information has been retrieved from data would otherwise follow in a manner analogous to that
data source 110, it is electronically transmitted via network previously described in connection with FIG. lb.
106 to the user for viewing on client display device 112. 30 As illustrated in FIG. 2, multiple users, each having their

In one embodiment in accordance with FIG. lb and own client input device, may issue requests, simultaneously
well-suited for the home entertainment setting, voice input or otherwise, for navigation of data source 210. This is
device 102 is a portable remote control device with an equally true (though not explicitly drawn) for the embodi-
integrated microphone, and the voice data is transmitted ments depicted in FIGS. la and lb. Data source 210 (or
from device 102 preferably via infrared (or other wireless) 35 100), being a network accessible information resource, has
link to the local speech processor. The local speech proces- typically already been constructed to support access requests
sor is coupled to communications network 106, and also from simultaneous multiple network users, as known by
preferably to client display device 112 (especially for pur- practitioners of ordinary skill in the art. In the case of
poses of query refinement transmissions, as discussed below server-side speech processing, as exemplified in FIGS. la
in connection with FIG. 4, step 412), and preferably may be 40 and 2, the interpretation logic and error correction logic
integrated within or coupled to communications box 104. In modules are also preferably designed and implemented to
addition, especially for purposes of a home entertainment support queuing and multi-tasking of requests from multiple
application, display device 112 is preferably a television simultaneous network users, as will be appreciated by those
monitor or similar audiovisual entertainment device, typi- of skill in the art.
cally in stationary position for comfortable viewing by 45 It will be apparent to those skilled in the art that additional
users. In addition, in such preferred embodiment, display implementations, permutations and combinations of the
device 112 is coupled to a communications box (which is embodiments set forth in FIGS. la, lb, and 2 may be created
preferably the same as communications box 104, but may without straying from the scope and spirit of the present
also be a physically separate unit) for receiving and invention. For example, practitioners will understand, in
decoding/formatting the desired electronic information that 50 light of the above teachings and design considerations, that
is received across communications network 106. it is possible to divide and allocate the functional compo-

Design considerations favoring server-side processing nents of request processing logic 300 between client and
and interpretation of spoken input requests, as exemplified server. For example, speech recognition-in entirety, or
in FIG. la, include minimizing the need to distribute costly perhaps just early stages such as feature extraction-might
computational hardware and software to all client users in 55 be performed locally on the client end, perhaps to reduce
order to perform speech and language processing. Design bandwidth requirements, while natural language parsing and
considerations favoring client-side processing, as exempli- other necessary processing might be performed upstream on
fled in FIG. lb, include minimizing the quantity of data sent the server end, so that more extensive computational power
upstream across the network from each client, as the speech need not be distributed locally to each client. In that case,
recognition is performed before transmission across the 60 corresponding portions of request processing logic 300, such
network and only the query data and/or request needs to be as speech recognition engine 310 or portions thereof, would
sent, thus reducing the upstream bandwidth requirements. reside locally at the client as in FIG. lb, while other

c. Mobile Client Embodiment component modules would be hosted at the server end as in
A mobile computing embodiment of the present invention FIGS. la and 2.

may be implemented by practitioners as a variation on the 65 Further, practitioners may choose to implement the each
embodiments of either FIG. la or FIG. lb. For example, as of the various embodiments described above on any number
depicted in FIG. 2, a mobile variation in accordance with the of different hardware and software computing platforms and
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environments and various combinations thereof, including, language interpreter attempts to determine both the meaning
by way of just a few examples: a general-purpose hardware of spoken words (semantic processing) as well as the
microprocessor such as the Intel Pentium series; operating grammar of the statement (syntactic processing), such as the
system software such as Microsoft Windows/CE, Palm OS, Gemini Natural Language Understanding System developed
or Apple Mac OS (particularly for client devices and client- 5 by SRI International. The Gemini system is described in
side processing), or Unix, Linux, or Windows/NT (the latter detail in publications entitled "Gemini: A Natural Language
three particularly for network data servers and server-side System for Spoken-Language Understanding" and "Inter-
processing), and/or proprietary information access platforms leaving Syntax and Semantics in an Efficient Bottom-Up
such as Microsoft's WebTV or the Diva Systems video-on- Parser," both of which are currently available online at
demand system. 1o http://www.ai.sri.com/natural-language/projects/arpa-sls/
2. Processing Methodology nat-lang.html. (Copies of those publications are also

The present invention provides a spoken natural language included in an information disclosure statement submitted
interface for interrogation of remote electronic databases herewith, and are incorporated herein by this reference).
and retrieval of desired information. A preferred embodi- Briefly, Gemini applies a set of syntactic and semantic
ment of the present invention utilizes the basic methodology 15 grammar rules to a word string using a bottom-up parser to
outlined in the flow diagram of FIG. 4 in order to provide generate a logical form, which is a structured representation
this interface. This methodology will now be discussed. of the context-independent meaning of the string. Gemini

a. Interpreting Spoken Natural Language Requests can be used with a variety of grammars, including general
At step 402, the user's spoken request for information is English grammar as well as application-specific grammars.

initially received in the form of raw (acoustic) voice data by 20 The Gemini parser is based on "unification grammar,"
a suitable input device, as previously discussed in connec- meaning that grammatical categories incorporate features
tion with FIGS. 1-2. At step 404 the voice data received that can be assigned values; so that when grammatical
from the user is interpreted in order to understand the user's category expressions are matched in the course of parsing or
request for information. Preferably this step includes per- semantic interpretation, the information contained in the
forming speech recognition in order to extract words from 25 features is combined, and if the feature values are incom-
the voice data, and further includes natural language parsing patible the match fails.
of those words in order to generate a structured linguistic It is possible for some applications to achieve a significant
representation of the user's request. reduction in speech recognition error by using the natural-

Speech recognition in step 404 is performed using speech language processing system to re-score recognition hypoth-
recognition engine 310. A variety of commercial quality, 30 eses. For example, the grammars defined for a language
speech recognition engines are readily available on the parser like Gemini may be compiled into context-free gram-
market, as practitioners will know. For example, Nuance mar that, in turn, can be used directly as language models for
Communications offers a suite of speech recognition speech recognition engines like the Nuance recognizer.
engines, including Nuance 6, its current flagship product, Further details on this methodology are provided in the
and Nuance Express, a lower cost package for entry-level 35 publication "Combining Linguistic and Statistical Knowl-
applications. As one other example, IBM offers the ViaVoice edge Sources in Natural-Language Processing for ATIS"
speech recognition engine, including a low-cost shrink- which is currently available online through http://
wrapped version available through popular consumer distri- www.ai.sri.com/natural-language/projects/arpa-sls/spnl-
bution channels. Basically, a speech recognition engine int.html. A copy of this publication is included in an infor-
processes acoustic voice data and attempts to generate a text 40 mation disclosure submitted herewith, and is incorporated
stream of recognized words. herein by this reference.

Typically, the speech recognition engine is provided with In an embodiment of the present invention that may be
a vocabulary lexicon of likely words or phrases that the preferable for some applications, the natural language inter-
recognition engine can match against its analysis of acous- preter "learns" from the past usage patterns of a particular
tical signals, for purposes of a given application. Preferably, 45 user or of groups of users. In such an embodiment, the
the lexicon is dynamically adjusted to reflect the current user successfully interpreted requests of users are stored, and can
context, as established by the preceding user inputs. For then be used to enhance accuracy by comparing a current
example, if a user is engaged in a dialogue with the system request to the stored requests, thereby allowing selection of
about movie selection, the recognition engine's vocabulary a most probable result.
may preferably be adjusted to favor relevant words and 50 b. Constructing Navigation Queries
phrases, such as a stored list of proper names for popular In step 405 request processing logic 300 identifies and
movie actors and directors, etc. Whereas if the current selects an appropriate online data source where the desired
dialogue involves selection and viewing of a sports event, information (in this case, current weather reports for a given
the engine's vocabulary might preferably be adjusted to city) can be found. Such selection may involve look-up in a
favor a stored list of proper names for professional sports 55 locally stored table, or possibly dynamic searching through
teams, etc. In addition, a speech recognition engine is an online search engine, or other online search techniques.
provided with language models that help the engine predict For some applications, an embodiment of the present inven-
the most likely interpretation of a given segment of acous- tion may be implemented in which only access to a particu-
tical voice data, in the current context of phonemes or words lar data source (such as a particular vendor's proprietary
in which the segment appears. In addition, speech recogni- 60 content database) is supported; in that case, step 405 may be
tion engines often echo to the user, in more or less real-time, trivial or may be eliminated entirely.
a transcription of the engine's best guess at what the user has Step 406 attempts to construct a navigation query, reflect-
said, giving the user an opportunity to confirm or reject. ing the interpretation of step 404. This operation is prefer-

In a further aspect of step 404, natural language inter- ably performed by query construction logic 330.
preter (or parser) 320 linguistically parses and interprets the 65 A "navigation query" means an electronic query, form,
textual output of the speech recognition engine. In a pre- series of menu selections, or the like; being structured
ferred embodiment of the present invention, the natural- appropriately so as to navigate a particular data source of
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interest in search of desired information. In other words, a
navigation query is constructed such that it includes what-
ever content and structure is required in order to access
desired information electronically from a particular database
or data source of interest.

For example, for many existing electronic databases, a
navigation query can be embodied using a formal database
query language such as Standard Query Language (SQL).
For many databases, a navigation query can be constructed
through a more user-friendly interactive front-end, such as a
series of menus and/or interactive forms to be selected or
filled in. SQL is a standard interactive and programming
language for getting information from and updating a data-
base. SQL is both an ANSI and an ISO standard. As is well
known to practitioners, a Relational Database Management
System (RDBMS), such as Microsoft's Access, Oracle's
Oracle7, and Computer Associates' CA-OpenIngres, allow
programmers to create, update, and administer a relational
database. Practitioners of ordinary skill in the art will be
thoroughly familiar with the notion of database navigation
through structured query, and will be readily able to appre-
ciate and utilize the existing data structures and navigational
mechanisms for a given database, or to create such structures
and mechanisms where desired.

In accordance with the present invention, the query con-
structed in step 406 must reflect the user's request as
interpreted by the speech recognition engine and the NL
parser in step 404. In embodiments of the present invention
wherein data source 110 (or 210 in the corresponding
embodiment of FIG. 2) is a structured relational database or
the like, step 406 of the present invention may entail
constructing an appropriate Structured Query Language
(SQL) query or the like, or automatically filling out a
front-end query form, series of menus or the like, as
described above.

In many existing Internet (and Intranet) applications, an
online electronic data source is accessible to users only
through the medium of interaction with a so-called Common
Gateway Interface (CGI) script. Typically the user who
visits a web site of this nature must fill in the fields of an
online interactive form. The online form is in turn linked to
a CGI script, which transparently handles actual navigation
of the associated data source and produces output for
viewing by the user's web browser. In other words, direct
user access to the data source is not supported, only medi-
ated access through the form and CGI script is offered.

For applications of this nature, an advantageous embodi-
ment of the present invention "scrapes" the scripted online
site where information desired by a user may be found in
order to facilitate construction of an effective navigation
query. For example, suppose that a user's spoken natural
language request is: "What's the weather in Miami?" After
this request is received at step 402 and interpreted at step
404, assume that step 405 determines that the desired
weather information is available online through the medium
of a CGI-scripted interactive form. Step 406 is then prefer-
ably carried out using the expanded process diagrammed in
FIG. 5. In particular, at sub-step 520, query construction
logic 330 electronically "scrapes" the online interactive
form, meaning that query construction logic 330 automati-
cally extracts the format and structure of input fields
accepted by the online form. At sub-step 522, a navigation
query is then constructed by instantiating (filling in) the
extracted input format-essentially an electronic template-
in a manner reflecting the user's request for information as
interpreted in step 404. The flow of control then returns to
step 407 of FIG. 4. Ultimately, when the query thus con-

structed by scraping is used to navigate the online data
source in step 408, the query effectively initiates the same
scripted response as if a human user had visited the online
site and had typed appropriate entries into the input fields of

5 the online form.
In the embodiment just described, scraping step 520 is

preferably carried out with the assistance of an online
extraction utility such as WebL. WebL is a scripting lan-
guage for automating tasks on the World Wide Web. It is an

l0 imperative, interpreted language that has built-in support for
common web protocols like HTTP and FTP, and popular
data types like HTML and XML. WebL's implementation
language is Java, and the complete source code is available
from Compaq. In addition, step 520 is preferably performed

15 dynamically when necessary-in other words, on-the-fly in
response to a particular user query-but in some applica-
tions it may be possible to scrape relatively stable
(unchanging) web sites of likely interest in advance and to
cache the resulting template information.

20 It will be apparent, in light of the above teachings, that
preferred embodiments of the present invention can provide
a spoken natural language interface atop an existing, non-
voice data navigation system, whereby users can interact by
means of intuitive natural language input not strictly con-

25 forming to the linear browsing architecture or other artifacts
of an existing menu/text/click navigation system. For
example, users of an appropriate embodiment of the present
invention for a video-on-demand application can directly
speak the natural request: "Show me the movie

30 'Unforgiven"'-instead of walking step-by-step through a
typically linear sequence of genre/title/actor/director menus,
scrolling and selecting from potentially long lists on each
menu, or instead of being forced to use an alphanumeric
keyboard that cannot be as comfortable to hold or use as a

35 lightweight remote control. Similarly, users of an appropri-
ate embodiment of the present invention for a web-surfing
application in accordance with the process shown in FIG. 5
can directly speak the natural request: "Show me a one-
month price chart for Microsoft stock" -instead of poten-

40 tially having to navigate to an appropriate web site, search
for the right ticker symbol, enter/select the symbol, and
specify display of the desired one-month price chart, each of
those steps potentially involving manual navigation and data
entry to one or more different interaction screens. (Note that

45 these examples are offered to illustrate some of the potential
benefits offered by appropriate embodiments of the present
invention, and not to limit the scope of the invention in any
respect.)

c. Error Correction
50 Several problems can arise when attempting to perform

searches based on spoken natural language input. As indi-
cated at decision step 407 in the process of FIG. 4, certain
deficiencies may be identified during the process of query
construction, before search of the data source is even

55 attempted. For example, the user's request may fail to
specify enough information in order to construct a naviga-
tion query that is specific enough to obtain a satisfactory
search result. For example, a user might orally request
"what's the weather?" whereas the national online data

60 source identified in step 405 and scraped in step 520 might
require specifying a particular city.

Additionally, certain deficiencies and problems may arise
following the navigational search of the data source at step
408, as indicated at decision step 409 in FIG. 4. For

65 example, with reference to a video-on-demand application,
a user may wish to see the movie "Unforgiven", but perhaps
the user can't recall name of the film, but knows it was
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directed by and starred actor Clint Eastwood. A typical
video-on-demand database might indeed be expected to
allow queries specifying the name of a leading actor and/or
director, but in the case of this query-as in many cases-
that will not be enough to narrow the search to a single film,
and additional user input in some form is required.

In the event that one or more deficiencies in the user's
spoken request, as processed, result in the problems
described, either at step 407 or 409, some form of error
handling is in order. A straightforward, crude technique
might be for the system to respond simply "input not
understood/insufficient, please try again." However, that
approach will likely result in frustrated users, and is not
optimal or even acceptable for most applications. Instead, a
preferred technique in accordance with the present invention
handles such errors and deficiencies in user input at step 412,
whether detected at step 407 or step 409, by soliciting
additional input from the user in a manner taking advantage
of the partial construction already performed and via user
interface modalities in addition to spoken natural language
("multi-modality"). This supplemental interaction is prefer-
ably conducted through client display device 112 (202, in the
embodiment of FIG. 2), and may include textual, graphical,
audio and/or video media. Further details and examples are
provided below. Query refinement logic 340 preferably
carries out step 412. The additional input received from the
user is fed into and augments interpreting step 404, and
query construction step 406 is likewise repeated with the
benefit of the augmented interpretation. These operations,
and subsequent navigation step 408, are preferably repeated
until no remaining problems or deficiencies are identified at
decision points 407 or 409. Further details and examples for
this query refinement process are provided immediately
below.

Consider again the example in which the user of a
video-on-demand application wishes to see "Unforgiven"
but can only recall that it was directed by and starred Clint
Eastwood. First, it bears noting that using a prior art navi-
gational interface, such as a conventional menu interface,
will likely be relatively tedious in this case. The user can
proceed through a sequence of menus, such as Genre (select
"western"), Title (skip), Actor ("Clint Eastwood"), and
Director ("Clint Eastwood"). In each case-especially for
the last two items-the user would typically scroll and select
from fairly long lists in order to enter his or her desired
name, or perhaps use a relatively couch-unfriendly keypad
to manually type the actor's name twice.

Using a preferred embodiment of the present invention,
the user instead speaks aloud, holding remote control micro-
phone 102, "1 want to see that movie starring and directed
by Clint Eastwood. Can't remember the title." At step 402
the voice data is received. At step 404 the voice data is
interpreted. At step 405 an appropriate online data source is
selected (or perhaps the system is directly connected to a
proprietary video-on-demand provider). At step 406 a query
is automatically constructed by the query construction logic
330 specifying "Clint Eastwood" in both the actor and
director fields. Step 407 detects no obvious problems, and so
the query is electronically submitted and the data source is
navigated at step 408, yielding a list of several records
satisfying the query (e.g., "Unforgiven", "True Crime",
"Absolute Power", etc.). Step 409 detects that additional
user input is needed to further refine the query in order to
select a particular film for viewing.

At that point, in step 412 query refinement logic 340
might preferably generate a display for client display device
112 showing the (relatively short) list of film titles that

satisfy the user's stated constraints. The user can then
preferably use a relatively convenient input modality, such
as buttons on the remote control, to select the desired title
from the menu. In a further preferred embodiment, the first

5 title on the list is highlighted by default, so that the user can
simply press an "OK" button to choose that selection. In a
further preferred feature, the user can mix input modalities
by speaking a response like "I want number one on the list."
Alternatively, the user can preferably say, "Let's see

10 Unforgiven," having now been reminded of the title by the
menu display.

Utilizing the user's supplemental input, request process-
ing logic 300 iterates again through steps 404 and 406, this
time constructing a fully-specified query that specifically

15 requests the Eastwood film "Unforgiven." Step 408 navi-
gates the data source using that query and retrieves the
desired film, which is then electronically transmitted in step
410 from network server 108 to client display device 112 via
communications network 106.

20 Now consider again the example in which the user of a
web surfing application wants to know his or her local
weather, and simply asks, "what's the weather?" At step 402
the voice data is received. At step 404 the voice data is
interpreted. At step 405 an online web site providing current

25 weather information for major cities around the world is
selected. At step 406 and sub-step 520, the online site is
scraped using a WebL-style tool to extract an input template
for interacting with the site. At sub-step 522, query con-
struction logic 330 attempts to construct a navigation query

3o by instantiating the input template, but determines (quite
rightly) that a required field-name of city-cannot be
determined from the user's spoken request as interpreted in
step 404. Step 407 detects this deficiency, and in step 412
query refinement logic 340 preferably generates output for

35 client display device 112 soliciting the necessary supple-
mental input. In a preferred embodiment, the output might
display the name of the city where the user is located
highlighted by default. The user can then simply press an
"OK" button-or perhaps mix modalities by saying "yes,

4o exactly" -to choose that selection. Apreferred embodiment
would further display an alphabetical scrollable menu listing
other major cities, and/or invite the user to speak or select
the name of the desired city.

Here again, utilizing the user's supplemental input,
45 request processing logic 300 iterates through steps 404 and

406. This time, in performing sub-step 520, a cached version
of the input template already scraped in the previous itera-
tion might preferably be retrieved. In sub-step 522, query
construction logic 330 succeeds this time in instantiating the

50 input template and constructing an effective query, since the
desired city has now been clarified. Step 408 navigates the
data source using that query and retrieves the desired
weather information, which is then electronically transmit-
ted in step 410 from network server 108 to client display

55 device 112 via communications network 106.
It is worth noting that in some instances, there may be

details that are not explicitly provided by the user, but that
query construction logic 330 or query refinement logic 340
may preferably deduce on their own through reasonable

6o assumptions, rather than requiring the use to provide explicit
clarification. For example, in the example previously
described regarding a request for a weather report, in some
applications it might be preferable for the system to simply
assume that the user means a weather report for his or her

65 home area and to retrieve that information, if the cost of
doing so is not significantly greater than the cost of asking
the user to clarify the query. Making such an assumption
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might be even more strongly justified in a preferred
embodiment, as described earlier, where user histories are
tracked, and where such history indicates that a particular
user or group of users typically expect local information
when asking for a weather forecast. At any rate, in the event
such an assumption is made, if the user actually intended to
request the weather for a different city, the user would then
need to ask his or her question again. It will be apparent to
practitioners, in light of the above teachings, that the choice
of whether to program query construction logic 330 and
query refinement logic 340 to make make particular assump-
tions will typically involve trade-offs involving user con-
veience that can be assessed in the context of specific
applications.
3. Open Agent Architecture (OAA®)

Open Agent ArchitectureM (OAA®) is a software
platform, developed by the assignee of the present invention,
that enables effective, dynamic collaboration among com-
munities of distributed electronic agents. OAA is described
in greater detail in co-pending U.S. patent application Ser.
No. 09/225,198, which has been incorporated herein by
reference. Very briefly, the functionality of each client agent
is made available to the agent community through registra-
tion of the client agent's capabilities with a facilitator. A
software "wrapper" essentially surrounds the underlying
application program performing the services offered by each
client. The common infrastructure for constructing agents is
preferably supplied by an agent library. The agent library is
preferably accessible in the runtime environment of several
different programming languages. The agent library prefer-
ably minimizes the effort required to construct a new system
and maximizes the ease with which legacy systems can be
"wrapped" and made compatible with the agent-based archi-
tecture of the present invention. When invoked, a client
agent makes a connection to a facilitator, which is known as
its parent facilitator. Upon connection, an agent registers
with its parent facilitator a specification of the capabilities
and services it can provide, using a high-level, declarative
Interagent Communication Language ("ICL") to express
those capabilities. Tasks are presented to the facilitator in the
form of ICL goal expressions. When a facilitator determines
that the registered capabilities of one of its client agents will
help satisfy a current goal or sub-goal thereof, the facilitator
delegates that sub-goal to the client agent in the form of an
ICL request. The client agent processes the request and
returns answers or information to the facilitator. In process-
ing a request, the client agent can use ICL to request services
of other agents, or utilize other infrastructure services for
collaborative work. The facilitator coordinates and inte-
grates the results received from different client agents on
various sub-goals, in order to satisfy the overall goal.

OAA provides a useful software platform for building
systems that integrate spoken natural language as well as
other user input modalities. For example, see the above-
referenced co-pending patent application, especially FIG. 13
and the corresponding discussion of a "multi-modal maps"
application, and FIG. 12 and the corresponding discussion of
a "unified messaging" application. Another example is the
InfoWiz interactive information kiosk developed by the
assignee and described in the document entitled "InfoWiz:
An Animated Voice Interactive Information System" avail-
able online at http://www.ai.sri.com/-oaa/applications.html.
A copy of the InfoWhiz document is provided in an Infor-
mation Disclosure Statement submitted herewith and incor-
porated herein by this reference. A further example is the
"CommandTalk" application developed by the assignee for
the U.S. military, as described online at http://

www.ai.sri.com/-lesaf/commandtalk.html and in the follow-
ing publications, copies of which are provided in an Infor-
mation Disclosure Statement submitted herewith and
incorporated herein by this reference:

5 "CommandTalk: A Spoken-Language Interface for Battle-
field Simulations", 1997, by Robert Moore, John
Dowding, Harry Bratt, J. Mark Gawron, Yonael Gorfu
and Adam Cheyer, in "Proceedings of the Fifth Con-

10 ference on Applied Natural Language Processing",
Washington, D.C., pp. 1-7, Association for Computa-
tional Linguistics

"The CommandTalk Spoken Dialogue System", 1999, by
Amanda Stent, John Dowding, Jean Mark Gawron,

15 Elizabeth Owen Bratt and Robert Moore, in "Proceed-
ings of the Thirty-Seventh Annual Meeting of the
ACL", pp. 183-190, University of Maryland, College
Park, Md., Association for Computational Linguistics

20 "Interpreting Language in Context in CommandTalk",
1999, by John Dowding and Elizabeth Owen Bratt and
Sharon Goldwater, in "Communicative Agents: The
Use of Natural Language in Embodied Systems", pp.
63-67, Association for Computing Machinery (ACM)

25 Special Interest Group on Artificial Intelligence
(SIGART), Seattle, Wash.

For some applications and systems, OAA can provide an
advantageous platform for constructing embodiments of the
present invention. For example, a representative application

30 is now briefly presented, with reference to FIG. 6. If the
statement "show me movies starring John Wayne" is spoken
into the voice input device, the voice data for this request
will be sent by UI agent 650 to facilitator 600, which in turn
will ask natural language (NL) agent 620 and speech rec-
ognition agent 610 to interpret the query and return the
interpretation in ICL format. The resulting ICL goal expres-
sion is then routed by the facilitator to appropriate agents-
in this case, video-on-demand database agent 640-to

40 execute the request. Video database agent 640 preferably
includes or is coupled to an appropriate embodiment of
query construction logic 330 and query refinement logic
340, and may also issue ICL requests to facilitator 600 for
additional assistance-e.g., display of menus and capture of

45 additional user input in the event that query refinement is
needed-and facilitator 600 will delegate such requests to
appropriate client agents in the community. When the
desired video content is ultimately retrieved by video data-
base agent 640, UI agent 650 is invoked by facilitator 600

50 to display the movie.
Other spoken user requests, such as a request for the

current weather in New York City or for a stock quote,
would eventually lead facilitator to invoke web database
agent 630 to access the desired information from an appro-

55 priate Internet site. Here again, web database agent 630
preferably includes or is coupled to an appropriate embodi-
ment of query construction logic 330 and query refinement
logic 340, including a scraping utility such as WebL. Other
spoken requests, such as a request to view recent emails or

6o access voice mail, would lead the facilitator to invoke the
appropriate email agent 660 and/or telephone agent 680. A
request to record a televised program of interest might lead
facilitator 600 to invoke web database agent 630 to return
televised program schedule information, and then invoke

65 VCR controller agent 680 to program the associated VCR
unit to record the desired television program at the sched-
uled time.
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Control and connectivity embracing additional electronic
home appliances (e.g., microwave oven, home surveillance
system, etc.) can be integrated in comparable fashion.
Indeed, an advantage of OAA-based embodiments of the
present invention, that will be apparent to practitioners in
light of the above teachings and in light of the teachings
disclosed in the cited co-pending patent applications, is the
relative ease and flexibility with which additional service
agents can be plugged into the existing platform, immedi-
ately enabling the facilitator to respond dynamically to
spoken natural language requests for the corresponding
services.
4. Further Embodiments and Equivalents

While the present invention has been described in terms
of several preferred embodiments, there are many
alterations, permutations, and equivalents that may fall
within the scope of this invention. It should also be noted
that there are many alternative ways of implementing the
methods and apparatuses of the present invention. It is
therefore intended that the following appended claims be
interpreted as including all such alterations, permutations,
and equivalents as fall within the true spirit and scope of the
present invention.

What is claimed is:
1. A method for speech-based navigation of an electronic

data source located at one or more network servers located
remotely from a user, wherein a data link is established
between a mobile information appliance of the user and the
one or more network servers, comprising the steps of:

(a) receiving a spoken request for desired information
from the user utilizing the mobile information appli-
ance of the user, wherein said mobile information
appliance comprises a portable remote control device
or a set-top box for a television;

(b) rendering an interpretation of the spoken request;
(c) constructing a navigation query based upon the inter-

pretation;
(d) utilizing the navigation query to select a portion of the

electronic data source; and
(e) transmitting the selected portion of the electronic data

source from the network server to the mobile informa-
tion appliance of the user.

2. The method of claim 1, wherein the step of rendering
the interpretation of the spoken request is performed by the
mobile information appliance.

3. The method of claim 1, wherein the step of rendering
the interpretation of the spoken request is performed by the
mobile information appliance.

4. The method of claim 1, further comprising the steps of
soliciting additional input from the user, including user
interaction in a modality different than the original request;
refining the navigation query, based upon the additional
input; and using the refined navigation query to select a
portion of the electronic data source.

5. The method of claim 1, wherein the data link includes
a cellular telephone system.

6. The method of claim 1, wherein steps (a)-(d) are
performed with respect to multiple users.

7. The method of claim 1, wherein the mobile information
appliance is a wireless telephone.

8. The method of claim 1, wherein the mobile information
appliance is a portable computing device.

9. The method of claim 8, wherein the portable computing
device is a personal digital assistant.

10. A computer program embodied on a computer read-
able medium for speech-based navigation of an electronic
data source located at one or more network servers located

remotely from a user, wherein a data link is established
between a mobile information appliance of the user and the
one or more network servers, comprising:

(a) a code segment that receives a spoken request for
5 desired information from the user utilizing the mobile

information appliance of the user, wherein said mobile
information appliance comprises a portable remote
control device or a set-top box for a television;

(b) a code segment that renders an interpretation of the
10 spoken request;

(c) a code segment that constructs a navigation query
based upon the interpretation;

(d) a code segment that utilizes the navigation query to
select a portion of the electronic data source; and

15 (e) a code segment that transmits the selected portion of

the electronic data source from the network server to
the mobile information appliance of the user.

11. The computer program of claim 10, wherein the
rendering of the interpretation of the spoken request is

20 performed at the one or more network servers.
12. The computer program of claim 10, wherein the

rendering of the interpretation of the spoken request is
performed by the mobile information appliance.

13. The computer program of claim 10, further compris-
25 ing a code segment that solicits additional input from the

user, including user interaction in a modality different than
the original request; a code segment that refines the navi-
gation query, based upon the additional input; and a code
segment that uses the refined navigation query to select a

30 portion of the electronic data source.
14. The computer program of claim 10, wherein the data

link includes a wireless telephone system.
15. The computer program of claim 10, wherein code

segments (a)-(d) are executed with respect to multiple users.
35 16. The computer program of claim 10, wherein the

mobile information appliance is a wireless telephone.
17. The computer program of claim 10, wherein the

mobile information appliance is a portable computing
device.

40 18. The computer program of claim 17, wherein the
portable computing device is a personal digital assistant.

19. A system for speech-based navigation of an electronic
data source located at one or more network servers located
remotely from a user, comprising:

45 (a) a mobile information appliance operable to receive a
spoken request for desired information from the user,
wherein said mobile information appliance comprises a
portable remote control device or a set-top box for a
television;

50 (b) spoken language processing logic, operable to render
an interpretation of the spoken request;

(c) query construction logic, operable to construct a
navigation query based upon the interpretation;

(d) navigation logic, operable to select a portion of the
55 electronic data source using the navigation query, and

(e) electronic communications infrastructure for transmit-
ting the selected portion of the electronic data source
from the network server to the mobile information
appliance of the user.

60 20. The system of claim 19, wherein the spoken language
processing logic renders the interpretation of the spoken
request at the one or more network servers.

21. The system of claim 19, wherein the spoken language
processing logic renders the interpretation of the spoken

65 request at the mobile information appliance.
22. The system of claim 19, further comprising user

interaction logic operable to solicit additional input from the
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user, including user interaction in a modality different than 25. The system of claim 19, wherein the mobile informa-
the original request; and query refining logic operable to tion appliance is a wireless telephone.
refine the navigation query based upon the additional input; 26. The system of claim 19, wherein the mobile informa-
wherein the navigation logic users the refined navigation tion appliance is a portable computing device.
query to select a portion of the electronic data source. 5

23. The system of claim 19, wherein the data link includes 27. The system of claim 26, wherein the portable com-

a cellular telephone system. puting device is a personal digital assistant.
24. The system of claim 19, wherein the system operates

with respect to multiple users. * * * * *
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I, Dr. Dan R. Olsen Jr., declare as follows: 

I. INTRODUCTION 

1. I have been retained by Google LLC (“Petitioner”) as an independent 

expert consultant in this proceeding before the United States Patent and Trademark 

Office (“PTO”) regarding U.S. Patent No. 6,757,718 (“the ’718 patent”) (Ex. 

1001).  I have been asked to consider whether certain references disclose or 

suggest the features recited in claims 1-27 (“the challenged claims”) of the ’718 

patent.  My opinions are set forth below. 

2. I am being compensated at my rate of $500 per hour for the time I 

spend on this matter.  My compensation is in no way contingent on the nature of 

my findings, the presentation of my findings in testimony, or the outcome of this or 

any other proceeding.  I have no other interest in this proceeding. 

II. BACKGROUND AND QUALIFICATIONS  

3. I have more than 35 years of experience in computer science and 

human-computer interaction (HCI).  I hold a doctorate in Computing and 

Information from the University of Pennsylvania.  For 3 ½ years I was an Assistant 

Professor of Computer Science at Arizona State University.  I then served for 30 

years on the faculty of Brigham Young University, retiring as a full professor in 

2015.  During that time at BYU, I also served as the chair of the Department of 
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Computer Science.  I took leave from BYU in 1996 to become the founding 

director of the Human Computer Interaction Institute in the School of Computer 

Science at Carnegie Mellon University.  I returned to BYU in 1998.  I am currently 

the CEO of a software startup in educational technology (SparxTeq, Inc). 

4. During the course of my academic career, I authored over 70 papers in 

the field of computer science.  The topics on which I have published papers 

include: User Interface Management Systems; Interaction over the Internet; 

Syntactic representations of user interfaces; Multi-user interaction across networks; 

Induction of interaction behavior from pictures; Novel interaction techniques using 

laser pointers; Structure of speech-based interaction and integration of speech with 

other forms of interaction; Interactive machine learning; Interactive robotics; and 

Interactive television. 

5. I have extensive experience with graphical user interfaces that are 

driven by communications-based technologies.  Out of my last 70+ published 

papers, 14 have involved development of custom network protocols to allow 

devices to interact and access information.  In addition, there are 6 papers that 

explicitly address speech interaction and the integration of other interactive 

modalities with speech.  
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6. I currently hold 4 patents in human-computer interaction.  I have 

authored 3 textbooks on the techniques of software design for human-computer 

interaction. 

7. I have had extensive involvement in professional societies, such as the 

Association for Computing Machinery (ACM), the premier society in computing.  

I have served in many offices of ACM’s Special Interest Group on Computer 

Human Interaction (SIGCHI) and currently serve as its treasurer.  I have been 

conference chair of CHI, which is the premier conference in Computer Human 

Interaction.  I was the founding editor of ACM’s Transactions on Computer 

Human Interaction.  I was a co-founder and active leader for the conference on 

User Interface Software and Technology (UIST) for the past 29 years.  I have also 

served at the governor’s request on the Utah Science, Technology and Research 

(USTAR) board, which oversees and funds state economic development efforts in 

technology. 

8. I twice received best paper awards in intelligent user interfaces.  In 

2004, I was appointed to the CHI Academy for international excellence in 

Computer Human Interaction research.  In 2007, I was recognized as one of 

ACM’s Fellows for research in computer science and in 2012 received the CHI 
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Lifetime Research Award, which is the highest award in Computer Human 

Interaction. 

9. I understand that a copy of my curriculum vitae, which includes a 

more detailed summary of my background, experience, and publications, is 

provided as Ex. 1003. 

III. SUMMARY OF OPINIONS1 

10. The opinions contained in this Declaration are based on the 

documents I reviewed, my professional judgment, as well as my education, 

experience, and knowledge regarding graphical user interfaces.  

11. In forming my opinions expressed in this Declaration, I reviewed the 

’718 patent (Ex. 1001); the prosecution file history for the ’718 patent (Ex. 1004); 

U.S. Patent Nos. 6,742,021 (Ex. 1005) and 6,851,115 (Ex. 1007), which I 

understand are in the chain of applications from which the ’718 patent claims 

priority, and their respective prosecution histories (Exs. 1006, 1008); U.S. 

Provisional Application Nos. 60/124,718 (Ex. 1009), 60/124,719 (Ex. 1010), and 

                                           
1 My citations to non-patent publications are to the original page numbers of the 

publication, and my citations to U.S. Patents are to the column:line number or 

paragraph number of the patents or published patent applications, as applicable. 

Page 8 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3033



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 5  
 

60/124,720 (Ex. 1011), to which I understand the ’718 patent claims priority; 

Cheyer et al., “Multimodal Maps: An Agent-based Approach,” published in Proc. 

of the International Conference on Cooperative Multimodal Communication 

(CMC/95), Eindhoven, The Netherlands, May 1995(“Cheyer”) (Ex. 1012); U.S. 

Patent No. 5,197,005 to Shwartz et al. (“Shwartz”) (Ex. 1013); U.S. Patent No. 

5,748,974 to Johnson (“Johnson”) (Ex. 1014); U.S. Patent No. 6,188,985 to Thrift 

et al. (“Thrift”) (Ex. 1015); U.S. Patent No. 6,345,389 to Dureau (“Dureau”) (Ex. 

1016); U.S. Patent No. 5,841,431 to Simmers (“Simmers”) (Ex. 1017); U.S. Patent 

No. 6,035,197 to Haberman et al. (“Haberman”) (Ex. 1018); Coen, M. H., 

“Building Brains for Rooms: Designing Distributed Software Agents,” 

AAAI’97/IAAI’97 Proceedings of the Fourteenth National Conference on 

Artificial Intelligence and Ninth Conference on Innovative Applications of 

Artificial Intelligence (1997) (“Coen”) (Ex. 1020); Hodjat et al., “An adaptive 

agent oriented software architecture,” in Lee et al. (eds.) PRICAI’98: Topics in 

Artificial Intelligence, Lecture Notes in Computer Science (Lecture Notes in 

Artificial Intelligence), vol 1531, Springer, Berlin, Heidelberg (1998) (“Hodjat”) 

(Ex. 1021); U.S. Patent No. 5,584,024 to Shwartz (“Shwartz-024”) (Ex. 1022); 

Cheyer et al., “MVIEWS: Multimodal Tools for the Video Analyst,” in 

Proceedings of the 1998 International Conference on Intelligent User Interfaces 

Page 9 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3034



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 6  
 

(IUI98), San Francisco, California (Jan. 1998) (Ex. 1023); Kehler et al., “On 

Representing Salience and Reference in Multimodal Human-Computer 

Interaction,” in Proceedings of AAAI 1998 workshop on Representations for Multi-

Modal Human-Computer Interaction, Madison, Wisconsin (1998) (Ex. 1024); 

Cohen et al., “An Open Agent Architecture,” in Proceedings AAAI Spring 

Symposium, Stanford, California (March 1994) (“Cohen”) (Ex. 1025); Martin et 

al., “Information brokering in an agent architecture,” in Proceedings of the Second 

International Conference on the Practical Application of Intelligent Agents and 

Multi-Agent Technology, Blackpool, Lancashire, UK (Apr. 1997) (“Martin”) (Ex. 

1026); Wyard et al., “Spoken language systems – beyond prompt and response,” 

BT Technol. J. vol. 14 no. 1 (Jan. 1996) (“Wyard”) (Ex. 1027); Excerpts from 

Knaster, Presenting Magic Cap, A Guide to General Magic’s Revolutionary 

Communicator Software, 1994 (Ex. 1028); Moran et al., “Multimodal User 

Interfaces in the Open Agent Architecture,” Proc. of the 2nd International 

Conference on Intelligent User Interfaces (IUI ’97), Orlando, Florida (1997) (Ex. 

1029); Konstan, J. A., “State Problems in Programming Human-Controlled 

Devices,” IEEE Transactions on Consumer Electronics, vol. 40, no. 4 (Nov. 1994) 

(“Konstan”) (Ex. 1033); and any other materials I refer to in this Declaration in 

support of my opinions. 
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12. My opinions have also been guided by my appreciation of how a 

person of ordinary skill in the art would have understood the claims and the 

specification of the ’718 patent at the time of the alleged invention, which I have 

been asked to initially consider as the 1999 time frame, including and up to the 

March 17, 1999 date which the ’718 patent claims as priority date.  My opinions 

reflect how one of ordinary skill in the art would have understood the ’718 patent, 

the prior art to the patent, and the state of the art at the time of the alleged 

invention. 

13. As I discuss in detail below, it is my opinion that certain references 

disclose or suggest all the features recited in claims 1-27 of the ’718 patent. 

IV. PERSON OF ORDINARY SKILL IN THE ART 

14. Based on my knowledge and experience, I understand what a person 

of ordinary skill in the art would have known at the time of the alleged invention.  

My opinions herein are, where appropriate, based on my understandings as to a 

person of ordinary skill in the art at that time.  In my opinion, based on the 

materials and information I have reviewed, and based on my experience in the 

technical areas relevant to the ’718 patent, a person of ordinary skill in the art at 

the time of the alleged invention of the ’718 patent would have had at least a 

Bachelor’s degree in computer science, electrical engineering, or a similar 
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discipline, and one to two years of work experience in user interfaces for computer 

systems (including speech-based interfaces), networked computer systems, or a 

related area.  More education can substitute for practical experience and vice versa.  

I apply this understanding in my analysis herein.  

15. My analysis of the ’718 patent and my opinions in this declaration are 

from the perspective of one of ordinary skill in the art, as I have defined it above, 

during the relevant time frame, which I have been asked to assume is the March 

17, 1999 timeframe (the filing date of Provisional Application Nos. 60/124,718, 

60/124,719, and 60/124,720, from which the ’718 patent claims priority (Ex. 1001, 

Cover)).  During this time frame, I possessed at least the qualifications of a person 

of ordinary skill in the art, as defined above. 

V. TECHNICAL BACKGROUND 

16. In this section, I discuss the state of the art with respect to certain 

technologies relevant to the subject matter of the ’718 patent.  In particular, during 

the time preceding March 1999, a person of ordinary skill in the art would have 

been aware of various developments in the areas of natural language processing, 

distributed computing, databases, multimodal input, and mobile computing, as I 

discuss below. 

A. Natural language processing 
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17. A person of ordinary skill in the art would have been aware of 

developments in the area of natural language processing systems prior to March 

1999.  For example, it was well known that users could interact with computers 

using natural language inputs, such as sentences in English (or another human 

language), e.g., as described in a paper by Wyard et al. from 1996 entitled “Spoken 

language systems – beyond prompt and response” (“Wyard”).  (Ex. 1027, 187.)  

Enabling such natural language inputs was often desirable, as it allowed users to 

express their requirements or desires more directly and efficiently.  (Id.)   

18. In the mid-to-late 1990s, natural language input was frequently 

provided by way of spoken input.  Wyard describes “a typical spoken language 

system architecture” as including a speech recognition component and a meaning 

extraction component.  (Id., 188, FIG. 1 (reproduced below).)   
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(Ex. 1027, FIG. 1 (showing speech recognition and meaning extraction 

components that process natural language speech input.) 

19. Consistent with Wyard’s disclosure, a person of ordinary skill would 

have known that the role of a speech recognition component (speech recognizer) 

was “to convert an input speech utterance to a string of words,” and the role of a 

meaning extraction component was “to extract as much of the meaning as is 

necessary for the application from the recogniser output and encode it into a 

suitable meaning representation.”  (Id., 188.)   
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20. A person of ordinary skill would have known that speech (voice) was 

one way for a user to provide natural language input, but another known way was 

for the user to provide language input via text, e.g., using a keyboard.  It was also 

known prior to March 1999 that a user could use an electronic pen/stylus to 

provide input, e.g., by writing characters that were processed by a character 

recognition algorithm so that the user could enter words or sentences.  For 

example, a paper by Moran et al. entitled “Multimodal User Interfaces in the Open 

Agent Architecture” describes input from a user via electronic pen, e.g., in 

conjunction with a handwriting recognizer.  (Ex. 1029, 63.)  The main difference 

between handling speech-based and text-based natural language input was that 

speech input had to be processed first by a speech recognizer in order to detect and 

identify speech utterances, whereas a speech recognizer would not have been 

necessary in the context of natural language text input provided via a keyboard.  

For handwritten text input, e.g., inputted using an electronic pen, a person of 

ordinary skill would have known how to implement a handwriting recognizer as 

discussed above. 

B. Multimodal input 

21. As discussed above, a person of ordinary skill would have known 

before March 1999 about the existence of various input modalities, including 
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speech (voice), keyboard, pen/stylus, and also others such as mouse, trackball, 

touchpad, etc.  Such a person would also have been aware of the existence and 

benefits of multimodal systems, which enabled a user to provide input via multiple 

input modalities.  For example, Wyard describes a multimodal natural language 

system for providing a user with information regarding various products.  (Ex. 

1027, 190.)  Wyard describes that the user can provide natural language spoken 

input and also click on links using a mouse and provide text as input.  (Id., 189 

(“systems such as the BT Business Catalogue access system . . . are multimodal 

and require a screen and a means of inputting text and mouse clicks and outputting 

text and graphics.”), 191 (disclosing that a user speaks “Which ones come in 

grey?” and later “clicks on the link next to the picture of [a particular phone that is 

displayed]”); see also id., 190 (“a film access system, in which users will be able to 

select films and videos using continuous speech and button pushes on a remote 

control handset”).)  Thus, a person of ordinary skill would have been aware of 

“multimodal systems which aim to combine spoken language with other 

modalities, such as typed text and mouse clicks, in order to achieve the most user-

friendly interface possible.”  (Id., 204.) 

22. As another example, a paper by Coen from 1997 entitled “Building 

Brains for Rooms: Designing Distributed Software Agents” (“Coen”) describes an 
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information retrieval system with which users can interact using pointing and 

natural language speech input.  (Ex. 1020, 975.)  Coen discloses techniques for 

resolving what the user means when he/she provides the natural language spoken 

input “What’s the weather here?” while pointing somewhere.  (Id.)  Coen refers to 

this process as “multimodal resolution.”  (Id.)   

23. Thus, a person of ordinary skill in the art would have known how to 

implement multimodal systems (systems that enable input via multiple input 

modalities) in an effective, user-friendly manner prior to March 1999. 

C. Databases 

24. A person of ordinary skill would have known before March 1999 that 

a fundamental component of an information retrieval system was a database, and 

that database queries could be used to retrieve information from a database.  For 

example, Wyard describes a natural language based system that includes a database 

query as a key processing component, in order to “retrieve the information 

specified by the output of the meaning extraction component.”  (Ex. 1027, 188.)  It 

was known to generate a database query after first processing natural language 

speech input with a speech recognition component and a meaning extraction 

component (or processing natural language text input with a meaning extraction 

component), as shown in the following flow diagram in Wyard: 
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(Ex. 1027, FIG. 1.) 

25. Wyard explains the database query as follows: 

When the [dialogue manager] has prepared the query, it will be 

passed to the database query component. The database query 

component’s purpose is to convert the query from the [dialogue 

manager] into one or more queries which can be used to find 

the required information from within the database. Having 

established the queries, the database query component then 

extracts the actual information from the database. 
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(Id., 201.) 

26. A person of ordinary skill would have been aware that a database 

query could be implemented in, e.g., structured query language (SQL), which was 

a well-known programming language (and one of the most prevalent and 

commonly used languages) for working with databases.  (Id., 202 (“the database 

querying module provides a means of separating the actual database query (in 

SQL, for example) from the internal representation in the [dialogue manager]”).  

For example, as disclosed in U.S. Patent No. 5,584,024 to Shwartz (“Shwartz-

024”) (Ex. 1022), a person of ordinary skill would have known how to use an SQL 

statement called a SELECT statement to retrieve a set of records from database 

tables.  (See Ex. 1022, FIGS. 2C, 3A, 1:56-2:26 (disclosing examples of SQL 

SELECT statements).)  A SELECT statement was a fundamental aspect of SQL, 

and similar statements were used in other database programming languages.   

27. As one example, Shwartz-024 discloses that “to produce from a 

database a list of customer names and phones for New York customers sorted by 

zip code, the following SQL statement could be used: . . . SELECT NAME, 

PHONE FROM CUSTOMERS WHERE STATE = `NY` ORDER BY 

ZIP_CODE.”  (Id., 1:59-66.)  “In this example, the SELECT command defines 

which fields to use, the WHERE command defines a condition by which database 

Page 19 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3044



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 16  
 

records are selected, and ORDER BY keywords define how the output should be 

sorted.”  (Id., 2:1-4.)  “The FROM keyword defines in which tables the fields are 

located.”  (Id., 2:4-5.) 

28. A person of ordinary skill would have known that databases were in 

widespread usage across a variety of contexts long before March 1999.  For 

example, the World Wide Web (“the Web”), which was created in the early 1990s, 

involved web servers that provide users with access to remote databases.  The Web 

was in widespread usage by March 1999, and a person of ordinary skill would have 

known how to program computers to access information from the Web.  A person 

of ordinary skill would have known how to implement databases available via the 

Web to be accessible via database queries.   

D. Distributed computing 

29. A person of ordinary skill in the art would have been familiar with 

distributed systems for various computing contexts.  Such a person would have 

known that various networked entities could communicate with one another and 

take respective actions to accomplish goals.  For example, Coen describes “a 

distributed software agent system that controls the behavior of [a] laboratory’s 

Intelligent Room.”  (Ex. 1020, 971 (at Abstract).)  Coen discloses that a “system of 
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software agents . . . known collectively as the Scatterbrain” control various aspects 

of a room.  (Id., 971.)  Coen explains: 

The Scatterbrain consists of approximately 20 distinct, 

intercommunicating software agents that run on ten different 

networked workstations. These agents’ primary task is to link 

various components of the room (e.g., tracking cameras, speech 

recognition systems) and to connect them to internal and 

external stores of information (e.g., a person locator, the World 

Wide Web). Although an individual agent may in fact perform 

a good deal of computation, we will focus our interest on the 

ways in which agents get connected and share information 

rather than how they internally manipulate their own data. And 

while the Intelligent Room is a fascinating project in itself, we 

will treat it here mainly as a test-bed to learn more about how 

software agents can interact with other computational and real 

entities. 

(Id.) 

30. Coen discloses that “[p]eople can interact with [a system in the room 

called Storm] using pointing and speech.”  (Id., 975.)  For example, when the user 

provides a natural language spoken input “Computer, what is the weather here?” 

the room “displays a weather forecast for San Juan.”  (Id.)  Coen discloses various 

agents, such as a SpeechIn Agent (for interfacing with speech recognition 

systems), Tracking Agent (for updating another agent in real-time), Weather Agent 
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(for obtaining forecasts and satellite maps for particular places), and Display Agent 

(for displaying content at a location in the room where people can see it).  (Id., 

974.)  “All the Scatterbrain agents then work together in parallel with different 

inputs and data being processed simultaneously in different places.”  (Id.) 

31. A person of ordinary skill would have known how to implement 

agents in a layered, hierarchical configuration.  For example, Coen discloses that 

“[layered] on top of the Scatterbrain, we created higher-level agents that rely on 

the Scatterbrain’s underlying behaviors.”  (Id.)   

32. A paper by Hodjat et al. from November 1998 entitled “An Adaptive 

Agent Oriented Software Architecture” (“Hodjat”) describes an agent as an 

“autonomous individual the internals of which are not known and that conforms to 

a certain standard of communications and/or social laws with regard to other 

agents.”  (Ex. 1021, 33.)  Hodjat discloses “an agent-oriented methodology, which 

can be universally applied to any software design.”  (Id., 34.)  A person of ordinary 

skill would have known, based on Hodjat, how to configure an agent-based 

architecture so that “new agents supply other agents with information about their 

capabilities and needs.”  (Id., 35.)  Like Coen, Hodjat describes a cooperative 

collection of agents that coordinate with one another, including in a hierarchical 

manner, to accomplish a set of requests: 
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The software as a whole should be thought of as a society, 

striving to accomplish a set of requests. The input requests are 

therefore propagated, processed by agent modules that may in 

turn create requests to other agents. Again, it is up to the 

designers to break down the system, as they feel suitable. 

Hierarchies of agents are possible and agents can be designed to 

be responsible for the minutest processes in the system. 

(Id., 37.) 

33. Hodjat explains that a known technique for implementing distributed 

systems with cooperative agents was to use the then-existing Open Agent 

Architecture: 

[Cheyer et al 96] use the Open Agent Architecture (OAA) . . .  

as a basis for their design. In this approach, based on a 

“federation architecture” . . . , the software is comprised of a 

hierarchy of facilitators and agents. The facilitators are 

responsible for the coordination of the agents under them so 

that any agent wanting to communicate with any other agent in 

the system must go through a hierarchy of facilitators (starting 

from the one directly responsible for it). Each agent, upon 

introduction to the system, provides the facilitator above it with 

information on its capabilities . . . . 

(Id., 40.) 
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34. A person of ordinary skill would have been familiar with agent-based 

architectures like the Open Agent Architecture and would have known how to use 

it to implement distributed systems in various contexts, including speech-based 

information retrieval.  The Open Agent Architecture was described in published 

documents at least as early as 1994, when Cohen et al. described in a paper entitled 

“An Open Agent Architecture” (“Cohen”) an “open agent architecture . . . served 

by a multimodal interface, including pen, voice, and direct manipulation” and that 

included “a User-interface agent that accepts spoken or typed . . . natural language 

queries from the user and presents responses to the queries.”  (Ex. 1025, 1 (at 

Abstract), 3.)  The Open Agent Architecture was also described in several other 

published documents prior to March 1999.  (See, e.g., Ex. 1023, 57-58, Ex. 1024, 

34; Ex. 1026, 472.)  A person of ordinary skill would have known how to use 

agents to accomplish a goal in a distributed manner, e.g., based on the following 

disclosure in Cheyer: 

The architecture for the OAA, based loosely on Schwartz’s 

FLiPSiDE system[ ], uses a hierarchical configuration where 

client agents connect to a ‘facilitator’ server. Facilitators 

provide content-based message routing, global data 

management. and process coordination for their set of 

connected agents. Facilitators can, in turn, be connected as 

clients of other facilitators. Each facilitator records the 
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published functionality of their sub-agents, and when queries 

arrive in Interagent Communication Language form, they are 

responsible for breaking apart any complex queries and for 

distributing goals to the appropriate agents. An agent solving a 

goal may require supporting information and the agent 

architecture provides numerous means of requesting data from 

other agents or from the user. 

The Open Agent Architecture provides capability for accessing 

distributed knowledge sources through natural language and 

voice . . . . 

(Ex. 1012, 7-8; see also id., 9 (“In the Open Agent Architecture, agents are 

distributed entities that can run on different machines, and communicate together 

to solve a task for the user.”).) 

35. A person of ordinary skill would have known before March 1999 that 

many other agent-based architectures could also be used for implementing 

distributed systems.  It was known at least as early as 1994 that “[a]gents are all the 

rage.”  (Ex. 1025, 1.)  A person of ordinary skill would have been motivated to 

implement systems in a distributed manner for a variety of reasons, including 

increased speed, redundancy, reliability, security, and flexibility in design and 

implementation. 

E. Mobile computing 
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36. A person of ordinary skill in the art would have known prior to March 

1999 that computing devices could be implemented in variety of form factors, 

including mobile, handheld computing devices such as personal digital assistants 

(PDAs) and smartphones.  A person of ordinary skill would have known how to 

program mobile computing devices to receive information from remote data 

sources.  For example, mobile computing devices equipped with the Magic Cap 

operating system were capable of retrieving information from a remote database, 

e.g., in the context of receiving electronic mail.  (Ex. 1028, 2 (“Every Magic Cap 

communicator has a jack where you can plug in a telephone line.  This is how 

you’ll use your communicator to send and receive electronic mail . . . .”).) 

37. A person of ordinary skill would also have known how to implement 

agent-based distributed software systems on a mobile computing device.  For 

example, Cohen described in 1994 three types of agent-based software systems 

implemented in the Apple Newton, which was a PDA.  (Ex. 1025, 1 (“Each of 

[three general conceptions of agent-based software systems] can be found to some 

extent in present-day software products, for example, in . . . Apple Computer’s 

Newton . . . .”) 

VI. OVERVIEW OF THE ’718 PATENT 
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38. The ’718 patent “relates generally to the navigation of electronic data 

by means of spoken natural language requests, and to feedback mechanisms and 

methods for resolving the errors and ambiguities that may be associated with such 

requests.”  (Ex. 1001, 1:22-26.)  Figure 4, reproduced below, depicts an exemplary 

process in accordance with one embodiment of the ’718 patent. 

 

(Ex. 1001, FIG. 4.) 
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39. The process depicted in Figure 4 begins at step 402, where “the user’s 

spoken request for information is initially received in the form of raw (acoustic) 

voice data.”  (Id., 7:19-22, FIG. 4.)  “At step 404 the voice data received from the 

user is interpreted in order to understand the user's request for information.”  (Id., 

7:22-24, FIG. 4.)  “In step 405 request processing logic 300 identifies and selects 

an appropriate online data source where the desired information . . . can be found.”  

(Id., 8:51-54, FIGS. 1A-1B (showing data sources 110), FIG. 4.)   
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“Step 406 attempts to construct a navigation query, reflecting the interpretation of 

step 404.”  (Id., 8:62-63, FIG. 4.)  At step 407, “deficiencies may be identified 

during the process of query construction” (id., 10:51-54, FIG. 4.), in which 

scenario “additional input [is solicited] from the user . . . via user interface 

modalities in addition to spoken natural language (‘multi-modality’)” to handle 

“errors and deficiencies in user input.”  (Id., 11:16-21, FIG. 4.)   
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40. “Step 408 navigates the data source using that query and retrieves the 

desired . . . information” from an electronic data source.”  (Id., 12:51-53, FIG. 4; 

see also id., 9:67-10:2 (“the query thus constructed . . . is used to navigate the 

online data source in step 408”).)  “Step 409 detects that additional user input is 

needed to further refine the query in order to select a particular film for viewing,” 

and this is another scenario in which step 412 (soliciting additional input) will be 

performed.  (Id., 11:62-64, FIG. 4.)  The retrieved information is “transmitted in 

step 410 from network server 108 to client display device 112 via communications 

network 106.”  (Id., 12:16-19, FIGS. 1A, 1B, 4.) 

41. The ’718 patent discloses using the then-existing Open Agent 

Architecture (OAA) in various embodiments.  (Id., 3:46-48 (“FIG. 6 illustrates an 

embodiment of the present invention utilizing a community of distributed, 

collaborating electronic agents.”), 13:16-19, 14:27-29, FIG. 6 (reproduced below).)  

The Open Agent Architecture includes multiple “autonomous entities, or agents” 

and a facilitator agent.  (Ex. 10072, 4:20-21; Ex. 1001, FIG. 6 (reproduced below).)  

                                           
2 Application No. 09/225,198, which issued as U.S. Patent No. 6,851,115 (Ex. 

1007), is incorporated by reference into the ’718 patent.  (Ex. 1001, 1:5-18, 13:19-

22.) 
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The agents forward service requests to the facilitator, which interprets such 

requests, organizing a set of goals which are then delegated to appropriate agents 

for task completion.  (Ex. 1007, 6:10-13; Ex. 1001, 13:34-51.) 

 

(Ex. 1001, FIG. 6.) 

42. The ’718 patent discloses that “an agent registers with its parent 

facilitator a specification of the capabilities and services it can provide,” and 

“[w]hen a facilitator determines that the registered capabilities of one of its client 

agents will help satisfy a current goal or sub-goal thereof, the facilitator delegates 

that sub-goal to the client agent . . . .”  (Ex. 1001, 13:36-45.) 

VII. CLAIM CONSTRUCTION  

Page 31 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3056



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 28  
 

43. Except for claim terms that I have identified explicitly in this section, 

I have given all the claim terms of the challenged claims their ordinary and 

customary meaning, as would be understood by a person of ordinary skill in the 

art, at the time of the alleged invention, which I understand is the early part of 

1999 (including March 17, 1999, the claimed priority date of the ’718 patent) 

having taken into consideration the language of the claims, the specification, the 

drawings, and the prosecution history of record.   

A. “navigation query” 

44. I have been asked to assume that the claim term “navigation query” 

recited in claims 1, 4, 10, 13, 19, and 22 is to be construed as “an electronic query, 

form, series of menu selections, or the like; being structured appropriately so as to 

navigate a particular data source of interest in search of desired information.”  I 

agree that this construction aligns with the disclosure in the specification of the 

’718 patent that “[a] ‘navigation query’ means an electronic query, form, series of 

menu selections, or the like; being structured appropriately so as to navigate a 

particular data source of interest in search of desired information.”  (Ex. 1001, 

8:65-9:1.)  I have applied this understanding in my analysis.  

B. “code segment [that] . . . ” 
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45. I have been asked to assume that the construction of the phrases in 

claims 10 and 13 of the form “code segment [that] [performs a function]” includes 

software running on a microprocessor configured to perform the functions recited 

in each of those phrases or equivalents thereof.  In particular, claim 10 recites 

“code segment that receives a spoken request for desired information from the user 

utilizing the mobile information appliance of the user” (the recited function is 

“receives a spoken request for desired information from the user utilizing the 

mobile information appliance of the user”), “code segment that renders an 

interpretation of the spoken request” (the recited function is “that renders an 

interpretation of the spoken request”), “code segment that constructs a navigation 

query based upon the interpretation” (the recited function is “constructs a 

navigation query based upon the interpretation”), “code segment that utilizes the 

navigation query to select a portion of the electronic data source” (the recited 

function is “utilizes the navigation query to select a portion of the electronic data 

source”), and “code segment that transmits the selected portion of the electronic 

data source from the network server to the mobile information appliance of the 

user” (the recited function is “transmits the selected portion of the electronic data 

source from the network server to the mobile information appliance of the user”), 

and claim 13 recites “code segment that solicits additional input from the user, 
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including user interaction in a modality different than the original request” (the 

recited function is “solicits additional input from the user, including user 

interaction in a modality different than the original request”), “code segment that 

refines the navigation query, based upon the additional input” (the recited function 

is “refines the navigation query, based upon the additional input”), and “code 

segment that uses the refined navigation query to select a portion of the electronic 

data source” (the recited function is “uses the refined navigation query to select a 

portion of the electronic data source”).  I have applied this understanding in my 

analysis.  

C. “. . . logic[,] operable to . . . ” 

46. I have been asked to assume that the construction of the phrases in 

claims 19 and 22 of the form “. . . logic[,] operable to [perform a function]” 

includes software running on a microprocessor configured to perform the functions 

recited in each of those phrases or equivalents thereof.  In particular, claim 19 

recites “spoken language processing logic, operable to render an interpretation of 

the spoken request” (the recited function is “render an interpretation of the spoken 

request”), “query construction logic, operable to construct a navigation query 

based upon the interpretation” (the recited function is “construct a navigation query 

based upon the interpretation”), and “navigation logic, operable to select a portion 
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of the electronic data source using the navigation query” (the recited function is 

“select a portion of the electronic data source using the navigation query”), and 

claim 22 recites “user interaction logic operable to solicit additional input from the 

user, including user interaction in a modality different than the original request” 

(the recited function is “solicit additional input from the user, including user 

interaction in a modality different than the original request”) and “query refining 

logic operable to refine the navigation query based upon the additional input” (the 

recited function is “refine the navigation query based upon the additional input”).  I 

have applied this understanding in my analysis. 

VIII. OVERVIEW OF THE PRIOR ART  

A. Cheyer 

47. Cheyer, whose authors are two of the named inventors of the ’718 

patent, describes “how multiple input modalities may be combined to produce 

more natural user interfaces.”  (Ex. 1012, 1 (at Abstract).)  Cheyer discloses a 

“map-based application for a travel planning domain” that is “distinguished by a 

synergistic combination of handwriting, gesture and speech modalities; access to 

existing data sources including the World Wide Web; and a mobile handheld 

interface.”  (Id.)  Cheyer’s multimodal application uses the then-existing Open 
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Agent Architecture to implement “a distributed network of heterogeneous software 

agents” for distributed processing regarding various tasks.  (Id.) 

48. Cheyer discloses various examples of receiving a spoken natural 

language (e.g., English) request for desired information from a user, such as: 

“‘Display the French restaurants within 1 mile of this hotel,’” “‘Show me all 

available information about Alcatraz,’” and “‘What is the distance from the post 

office to the hotel?’”  (Ex. 1012, 4 (“spoken natural language”), 5.)  Cheyer 

discloses that the user’s computing device, which may be a PC or a handheld PDA, 

receives the spoken request, e.g., using a microphone for voice input.  (Ex. 1012, 4, 

6.)   

49. The spoken English request is processed by a speech recognition (SR) 

agent and a natural language (NL) parser agent to recognize a speech string in the 

user’s speech input and translate the recognized request into a format called 

Interagent Communication Language that software agents can handle.  (Ex. 1012, 

7, 9-11.)  The SR and NL agents are among several agents (shown below in Figure 

3 of Cheyer) that are implemented using the Open Agent Architecture to perform 

various tasks to service the user’s request.  (Ex. 1012, 7-12.) 
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(Ex. 1012, FIG. 3.) 

50. Cheyer discloses that “[t]he architecture for the OAA . . . uses a 

hierarchical configuration where client agents connect to a ‘facilitator’ server,” 

also referred to as a “facilitator agent.”  (Ex. 1012, 7, 9.)  Cheyer discloses that the 

facilitator agent “records the published functionality of [its] sub-agents.”  (Ex. 

1012, 8.) 

Page 37 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3062



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 34  
 

51. Cheyer discloses that in one example, the user may issue a request via 

a “synergistic combination of pen and voice, by speaking ‘What is the distance 

from here to this hotel?’ while simultaneously indicating the specified locations by 

pointing or circling.”  (Ex. 1012, 5-6.)  In another example, the “user speaks: ‘How 

far is the restaurant from this hotel?’” but has not yet indicated what is “this hotel,” 

so the user’s request is “ambiguous or underspecified.”  (Id., 6 (“ambiguous or 

underspecified”), 11-12.)  Cheyer discloses that “the system will wait several 

seconds and then issue a prompt requesting additional information.”  (Ex. 1012, 6.)  

For example, a “reference resolution agent (RR)” asks for resolution of an unclear 

reference such as “this hotel.”  (Id., 12.)  “The interface agent . . . waits for the user 

to make a gesture indicating ‘[this] hotel’, issuing prompts if necessary.”  (Id.)  

Cheyer discloses that after unclear references have been resolved, a domain agent 

“sends database requests” asking for information from a database relevant to 

servicing the user’s request.  (Id.)  The domain agent then “requests the user 

interface to produce output” responsive to the user’s spoken request.  (Id.) 

B. Shwartz 

52. Shwartz relates to a “database retrieval system having a natural 

language interface.”  (Ex. 1013, Title; see also id., 1:9-11.)  Shwartz’s system 

includes a query system that “allows users with little or no computer experience to 
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enter a conversational English (or other natural language) query” and a “natural 

language interface [that] interprets the query and reduces it into an internal 

meaning representation used by the system,” e.g., using a natural language parser.  

(Id., 5:60-62, 6:3-7, 7:38-41.)  Shwartz discloses that “data responsive to the query 

is located using a database expert system that enables retrieval of the data from 

proper tables and columns in the database.”  (Id., 6:11-14.)  Shwartz further 

discloses a “navigator and query language generator 38 [that] is used to define 

optimal navigation paths through the database tables and columns to respond to the 

query, and to generate a meta-query language (‘MQL’),” and a reporter and 

database access system 40 that uses the meta-query language “to generate the code 

(e.g., structured query language (‘SQL’) code) to actually retrieve the information 

from the application database.”  (Id., 9:28-35.) 
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(Id., FIG. 1 (showing natural language interface 34, database expert system 36, 

navigator and query language generator 38, and reporter and database access 

system 40).) 
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53. Thus, Shwartz, like Cheyer, discloses a natural language based 

information retrieval system, and further discloses generating a query (e.g., an SQL 

query) for retrieving information from a database.   

C. Johnson 

54. Johnson relates to a “multimodal natural language interface [that] 

interprets user requests combining natural language input from the user with 

information selected from a current application.”  (Ex. 1014, Abstract.)  Johnson 

discloses a system that accepts “user input [that] may be spoken, typed, 

handwritten, mouse controlled cursor, touch, or any other modality.”  (Id., 3:44-

46.)  Johnson discloses that speech input is processed by a speech recognizer 41, 

and “output of the speech recognizer 41 and the non-speech input received by the 

screen manager 42 are sent to a dispatcher 44 which combines the inputs and 

directs the combined input to first of all a natural language processor 45.”  (Id., 

3:63-67.)  The combined multimodal input is parsed at a parser/semantic 

interpreter 46.  (Id., 3:67-4:2.)   

55. Johnson discloses that in the example of a database query for Joe 

Smith’s telephone number, there could be two Joe Smiths in the database, so that 

“there is an ambiguity that must be clarified before a final response can be 

generated.”  (Id., 5:7-18; see also id., FIG. 4 (reproduced below).)  If there is an 
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ambiguity, Johnson’s system asks the user to select one of the possibilities or 

indicate whether to look elsewhere.  (Id., FIG. 4.) 

 

(Ex. 1014, FIG. 4.) 

56. Thus, Johnson, like Cheyer and Shwartz, discloses a natural language 

based information retrieval system, and like Cheyer’s system, Johnson’s system 
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includes capabilities for receiving multimodal input and for clarifying an 

ambiguous user request. 

D. Thrift 

57. Thrift “relates generally to voice recognition devices, and more 

particularly to a wireless voice-controlled device that permits a user to browse a 

hypermedia network, such as the World Wide Web, with voice commands.”  (Ex. 

1015, 1:10-14; see also id., 2:37-39 (“The invention described herein is directed to 

a wireless voice-activated device for controlling a processor-based host system.”).)  

Thrift explains that “[i]n the example of this description, the host system is a 

computer connected to the World-Wide Web and the device is used for voice-

controlled web browsing[;] [h]owever, the same concepts can be applied to a 

voice-controlled device for controlling any processor-based system that provides 

display or audio information, for example, a television.”  (Id., 2:40-46.)   

58. Thrift discloses that “[a]n example of voice control interpretation 

other than for Web browsing is for commands to a television, where host system 

11 is a processor-based television system.”  (Id., 3:57-59.)  “For example, the vocal 

command, ‘What's on TV tonight?’, would result in a display of the television 

schedule.”  (Id., 3:59-60.)  Thrift also describes that “[a]nother example of voice 

control interpretation other than for Web browsing is for commands for computer-
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based household control,” in which context “[t]he vocal command, ‘Show me the 

sprinkler schedule’ would result in an appropriate display.”  (Id., 3:61-65.)  Thus, 

Thrift discloses various examples of providing information to a user based on voice 

input and is therefore in the same field as Cheyer. 

59. Figure 1 of Thrift “illustrates one embodiment of a wireless voice-

activated control unit 10 in accordance with the invention.”  (Id., 2:54-55, FIG. 1 

(reproduced below).) 
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(Ex. 1015, FIG. 1 (showing a voice-activated control unit 10 and a host computer 

11).) 

E. Dureau 

60. Dureau “relates generally to interactive television systems” (Ex. 1016, 

1:8-12) and discloses voice input to a set-top box coupled to a television.  (Id., 

Abstract (“[A] microphone is coupled to a set-top box. The microphone allows the 
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user to input voice information which is digitized and conveyed to the server for 

conversion into textual information.”), 10:56-11:1 (“[T]he user can enter his 

information by voice. The user can use a microphone or a telephone handset to 

provide voice data to the system. The microphone may [be] a special-purpose 

microphone for use with the interactive television system or it may be a telephone 

handset. A special-purpose microphone may be connected to the set-top box, or it 

may be built into a remote control for the system. A telephone handset may be 

connected to the set-top box, or it may be connected directly to the return path (i.e., 

telephone line.) The voice data is transmitted to the server, which uses voice 

recognition software to convert the voice data into textual data. The textual data is 

returned to the set-top box, where it can be displayed to the user.”), FIG. 1 

(reproduced below).) 

 

(Ex. 1016, FIG. 1 (showing set-top box 22 connected to television 23).) 
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F. Simmers 

61. Simmers “relates to graphical displays connected to information 

devices.”  (Ex. 1017, 1:9-10.)  Simmers discloses a “dual-function information 

devices such as a cellular phone with PDA.”  (Id., 1:47-48; see also id., 1:12-15 

(“‘smart’ cellular phones, which function both for telecommunications and for 

storing and retrieving information (e.g., a Personal Digital Assistant (information 

device))”.) 

IX. THE PRIOR ART DISCLOSES OR SUGGESTS ALL OF THE 
FEATURES OF CLAIMS 1-27 OF THE ’718 PATENT 

A. Cheyer, Shwartz, and Thrift Disclose or Suggest the Features of 
Claims 1-4, 6, 8-10, 12, 13, 15, 17-19, 21, 22, 24, 26, 27 

62. I reviewed Cheyer, Shwartz, and, Thrift, and in my opinion, Cheyer 

and Shwartz disclose or suggest all of the features of claims 1-4, 6, 8-10, 12, 13, 

15, 17-19, 21, 22, 24, 26, 27of the ’718 patent.  Below, I address each of these 

claims and their respective limitations. 

Page 47 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3072



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 44  
 

1. Claim 1 

i) “A method for speech-based navigation of an 
electronic data source located at one or more network 
servers located remotely from a user, wherein a data 
link is established between a mobile information 
appliance of the user and the one or more network 
servers, comprising the steps of:” 

63. I have been asked to assume that the preamble of claim 1 is limiting.  

Under that assumption, it is my opinion that Cheyer discloses the limitations in the 

preamble of claim 1.   

64. For instance, Cheyer discloses a method for processing input provided 

by a user via “spoken natural language” (Ex. 1012, 4) (“speech-based”) to enable 

the user “to transparently access a wide variety of data sources, including 

information stored in HTML form on the World Wide Web” (id.) (“navigation of 

an electronic data source”).  (See also id., 11-12 (providing an example where a 

user’s speech-based query is processed to provide the user with requested 

information).) 

65. More specifically as to “speech-based,” Cheyer discloses an 

“application [that] is distinguished by a synergistic combination of handwriting, 

gesture and speech modalities.”  (Ex. 1012, 1 (emphasis added).)  In particular, 

Cheyer provides the user with the ability to enter natural language input via a 

variety of modalities, including speech-based, and explains benefits associated 
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with such a speech-based method.  (Id., 2 (“Natural language content can be 

entered through different input modalities, including . . . speech.”), 3 (“Spoken 

language is the modality used first and foremost in human-human interactive 

problem solving . . . .  Speech is an extremely fast medium, several times faster 

than typing or handwriting. In addition, speech input contains content that is not 

present in other forms of natural language input, such as prosody, tone and 

characteristics of the speaker (age, sex, accent).”).)   

66. To process the user’s speech input, Cheyer makes use of “[e]xisting . . 

. natural language and speech recognition systems.”  (Ex. 1012, 4; see also id., 7 

(“Several natural language systems have been integrated into the OAA which 

convert English into the Interagent Communication Language [and in] addition, a 

speech recognition agent has been developed to provide transparent access to the 

Corona speech recognition system.”), 9 (“Speech Recognition (SR) Agent: . . . is 

also responsible for supervising a child micro agent whose task is to control the 

speech data stream.”).)  Cheyer provides various examples of spoken input 

requests by a user.  (See, e.g., id., 5 (“The user may ask the map to perform various 

actions. For example, distance calculation: e.g. ‘How far is the hotel from 

Fisherman's Wharf?’ object location: e.g. ‘Where is the nearest post office?’ 

filtering: e.g. ‘Display the French restaurants within 1 mile of this hotel.’ 
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information retrieval: e.g. ‘Show me all available information about Alcatraz.’ . . . 

During input, requests can be entered using . . . voice. . . . [I]n order to calculate 

the distance between two points on the map, a command may be issued using: . . . 

voice, by speaking ‘What is the distance from the post office to the hotel?’”), 6 

(“synergistic combination of pen and voice, by speaking ‘What is the distance from 

here to this hotel?’. . . . vocalization of the request to calculate the distance . . . . a 

microphone or a telephone for voice input . . . . The result is a mobile system that 

provides a synergistic pen/voice interface to remote databases. . . . Solutions to 

verbal commands are displayed in three to five seconds after the end of the speech 

has been detected; partial feedback indicating the current status of the speech 

recognition is provided earlier.”), 11 (“A user speaks: ‘How far is the restaurant 

from this hotel?’”).) 

67. More specifically as to “navigation of an electronic data source,” 

Cheyer discloses navigation of data sources such as remote databases on the World 

Wide Web.  (Ex. 1012, 1 (at Abstract, disclosing “access to existing data sources 

including the World Wide Web”) (emphasis added), 6 (“The interface is connected 

either by modem or ethernet to a server machine which will manage database 

access. . . . The result is a mobile system that provides a synergistic pen/voice 

interface to remote databases.”) (emphasis added), 7 (“Through the use of agents, 
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the OAA provides distributed access to commercial applications, such as mail 

systems, calendar programs, databases, etc.”), 10 (describing types of databases 

that are used), 12 (“[T]he domain agent (RR) sends database requests asking for 

the coordinates of the items in question. . . . The resulting application has met our 

initial requirements: a mobile, synergistic pen/voice interface providing good 

natural language access to heterogeneous distributed knowledge sources”) 

(emphasis added).) 

68. Cheyer discloses that the remote database is located at one or more 

network servers located remotely from a user.  For example, Cheyer discloses 

“access to existing data sources including the World Wide Web” (Ex. 1012, 

Abstract), and explains that its system enables “a mobile system that provides a 

synergistic pen/voice interface to remote databases” (id., 6).  A person of ordinary 

skill would have understood that the way a user’s device retrieved information 

from the World Wide Web was by contacting a remote server (e.g., web server) 

that could transmit the information to the user’s device.  Indeed, the existence of 

servers on a network that enabled a user to access data remotely was one of the 

fundamental principles of the World Wide Web.   

69. A person of ordinary skill would have understood that Cheyer 

necessarily discloses that a data link is established between the user’s mobile 
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device (“mobile information appliance of the user”) and the remote server (“one or 

more network servers”).  A “handheld PDA” (Ex. 1012, 4, 6) with a “mobile 

handheld interface” (id., Abstract) as disclosed by Cheyer is a “mobile information 

appliance of the user” as recited in the preamble.  Cheyer discloses that the 

“mobile system [] provides [an] interface to remote databases,” and thus discloses 

that the user’s mobile device communicates with the remote databases.  (Id., 6; see 

also id., Abstract (“access to existing data sources including the World Wide Web; 

and a mobile handheld interface”), 4 (“Through the multimodal interface, a user 

must be able to transparently access a wide variety of data sources, including 

information stored in HTML form on the World Wide Web”), 7 (“access to various 

heterogeneous data and knowledge sources”), 12 (“mobile … interface providing 

… access to heterogeneous distributed knowledge sources”).)  Such 

communication reflects a data link between the user’s mobile device and the 

remote server.  (Id., 6.) 

70. (See also below at Sections IX.A.1.ii-vi regarding the remaining 

limitations of this claim.) 

ii) [1.a] “(a) receiving a spoken request for desired 
information from the user utilizing the mobile 
information appliance of the user, wherein said 
mobile information appliance comprises a portable 
remote control device or a set-top box for a 
television;” 
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71. Cheyer in combination with Thrift discloses this limitation.  For 

instance, Cheyer discloses various examples of receiving a spoken request for 

desired information from a user: 

 “‘How far is the hotel from Fisherman’s Wharf?’” (Ex. 1012, 5); 

 “‘Where is the nearest post office?’” (id.); 

 “‘Display the French restaurants within 1 mile of this hotel’” (id.); 

 “‘Show me all available information about Alcatraz’” (id.); 

 “‘What is the distance from the post office to the hotel?’” (id.);  

 “‘What is the distance from here to this hotel?’” (id., 6); and 

 “A user speaks: ‘How far is the restaurant from this hotel?’” (id., 11) 

72. In each of these examples, the user is requesting desired information 

via a spoken request, because Cheyer discloses that input may be provided via 

voice.   

73. Cheyer discloses that the user’s computing device receives the spoken 

request.  (Ex. 1012, 4 (“In order to provide the most natural user interface possible, 

the system permits the user to [provide] spoken natural language . . . . The user 

interface must be light and fast enough to run on a handheld PDA”), 6 (“The user 

interface runs on pen-equipped PC’s or a Dauphin handheld PDA . . . using either a 

microphone or a telephone for voice input.”).) 
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74. Cheyer also discloses that a micro agent associated with a speech 

recognition agent receives the spoken request after it is received by the user’s 

computing device.  (See Ex. 1012, 9 (“[The speech recognition] macro agent is . . . 

responsible for supervising a child micro agent whose task is to control the speech 

data stream.  The SR agent can provide feedback to an interface agent about the 

current status and progress of the micro agent (e.g. ‘listening’, ‘end of speech 

detected’, etc.)”), 11 (disclosing that “[a] user speaks: ‘How far is the restaurant 

from this hotel?’” and “[t]he speech recognition agent monitors the status and 

results from its micro agent . . . .”); see also id., 7 (“a speech recognition agent has 

been developed to provide transparent access to the Corona speech recognition 

system”), 9 (“Micro Agents: are responsible for handling a single input . . . data 

stream . . . .”).) 

75. Cheyer discloses that the device that receives voice input from the 

user is a portable device.  (Ex. 1012, Abstract (“mobile handheld interface”), 4 

(“handheld PDA”), 6 (“mobile system”), 12 (“mobile . . . interface”).)  Cheyer 

further discloses that the user’s mobile device communicates with a remote server 

to cause the remote server to retrieve information responsive to a user’s query 

(e.g., “Show me all available information about Alcatraz”) and send such retrieved 

information to the user’s device, e.g., so that the user can see all available 
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information about Alcatraz.  (Id., 5; see also id., 4 (“Through the multimodal 

interface, a user must be able to transparently access a wide variety of data sources, 

including information stored in HTML form on the World Wide Web”), 6 (“mobile 

system that provides [an] interface to remote databases”), Abstract (“access to 

existing data sources including the World Wide Web; and a mobile handheld 

interface”); see above at Section IX.A.1.i (citations and analysis regarding data 

link and network server located remotely from a user); see below at Sections 

IX.A.1.v-vi.)  Because the user’s mobile device in Cheyer’s disclosure remotely 

causes a server to take prescribed actions (e.g., retrieve requested information and 

send it to the mobile device), the mobile device is a remote control device.  Cheyer 

further discloses that the user’s mobile device can be a PDA (Ex. 1012, 4, 6), and 

thus discloses a portable remote control device.   

76. While Cheyer does not expressly disclose that “said mobile 

information appliance comprises a . . .  remote control device or a set-top box for a 

television” as recited in limitation [1.a], a person of ordinary skill would have been 

motivated in view of Thrift to modify Cheyer’s process to include such features.   

77. Thrift “relates generally to voice recognition devices” and discloses 

examples of voice-activated devices for controlling a processor-based host system.  

(Ex. 1015, 1:9-10; see also id., Abstract (“hand-held wireless voice-activated 
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device (10) for controlling a host system (11), such as a computer connected to the 

World Wide Web.”), 2:42 (“the device is used for voice-controlled web 

browsing”), 2:43-46 (“the same concepts can be applied to a voice-controlled 

device for controlling any processor-based system that provides display or audio 

information, for example, a television”).)  Thus, Thrift is in the same technical field 

as Cheyer (e.g., voice interface for retrieving information desired by a user).  (Ex. 

1012, Abstract.)   

78. A person of ordinary skill implementing Cheyer’s process and system 

would have had reason to consider the teachings of Thrift for enhancing the feature 

set and functionality of Cheyer’s process and system.  Thrift describes a system 

that “makes information on the Web more accessible and useful” and explains that 

“[s]peech control brings added flexibility and power to the Web interface and 

makes access to information more natural,” and a person of ordinary skill would 

have recognized those attributes as being pertinent to Cheyer’s process, which 

similarly involves a voice interface for retrieving information from the Web.  (Ex. 

1015, 2:15-18; see also above at Section IX.A.1.i (citations and analysis regarding 

Cheyer’s voice interface for retrieving information from the Web).)   

79. Additionally, a person of ordinary skill would have found Thrift’s 

disclosure of a system that interprets a user’s command such as “What’s on TV 
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tonight” or “Give me the weather” to be similar to Cheyer’s disclosure of a system 

that provides information to the user based on spoken commands.  (Ex. 1015, 3:60, 

4:58; Ex. 1012, Abstract, 4-6, 9-11; see also Ex. 1015, 4:25-26 (“Another 

speakable command is, ‘Show me my speakable command list’.”), 4:41-42 

(“Another speakable command is ‘Show me my speakable hotlist’”), 4:57-58 

(“‘How does the weather look today?’”).) 

80. Having looked to Thrift, a person of ordinary skill would have seen 

that Thrift discloses a wireless “voice-activated remote control device.”  (Ex. 1015, 

2:39-40; see also id., 1:66-67 (“wireless voice-activated control unit for controlling 

a processor-based host system”), 2:37-39 (“wireless voice-activated device for 

controlling a processor-based host system”).)  Thrift further discloses a remote 

control device in the context of controlling a television.  (Id., 2:43-46 (“the same 

concepts can be applied to a voice-controlled device for controlling any processor-

based system that provides display or audio information, for example, a 

television”) (emphasis added).)   

81. A person of ordinary skill would have been motivated in light of the 

teachings of Thrift to configure Cheyer’s process and system so that the handheld 

device that receives input from the user (“said mobile information appliance”) 

comprises a portable remote control device for a television.  For example, a person 
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of ordinary skill would have recognized that just like Cheyer’s handheld PDA 

which receives speech input, Thrift’s voice-activated control unit 10 is wireless and 

includes a processor, memory, display, and a microphone to receive voice input.  

(Ex. 1015, 2:37 (“wireless”), 3:10-11 (“control unit 10 has a processor 10e”), 3:11-

12 (“Memory 10f stores voice recognition programming to be executed by 

processor 10e.”), 2:59-62 (“Control unit 10 has a display 10a and a microphone 

10b. Display 10a is designed for compactness and portability, and could be an 

LCD. Microphone 10b receives voice input from a user.”), Abstract (“The device 

(10) has a display (10a), a microphone (10b), and a wireless transmitter (10g) and 

receiver (10h).”), FIG. 1 (reproduced below).)   
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(Ex. 1015, FIG. 1.) 

82. A person of ordinary skill would further have recognized the benefits 

of implementing the device used in Cheyer’s process to be a remote control device 

for a television.  For example, a person of ordinary skill would have recognized 

that configuring the device to be a portable remote control device for a television 

would have enabled the user to retrieve information via a broader set of devices, 

e.g., via a television as disclosed in Thrift.  (Ex. 1015, 2:44-46.)   

83. A person of ordinary skill would further have recognized that 

configuring a device to be a remote control device for a television would have been 
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a familiar, user-friendly configuration because remote controls for televisions were 

well-known long before the alleged invention of the ’718 patent.  Implementing 

such a configuration would have been straightforward, because Thrift’s control unit 

10 includes a wireless transmitter 10g and receiver 10h for remotely controlling 

and communicating with another device and a person of ordinary skill would have 

known how to program Cheyer’s handheld PDA, which similarly includes wireless 

communication components, to be a remote control for a television.   

84. Furthermore, a person of ordinary skill would have recognized that 

configuring Cheyer’s mobile device to be a portable remote control device for a 

television would have been a predictable implementation, because it was well 

known at the time of the alleged invention of the ’718 patent to provide voice input 

to components for a television.  For example, Dureau3 discloses a system in which 

a “user can use a microphone or a telephone handset to provide voice data to the 

system,” whereby the “microphone may be connected to [a] set-top box, or it may 

be built into a remote control for the system,” and thereafter the “voice data is 

                                           
3 For claim 1, I am citing Dureau only to demonstrate knowledge of a person of 

ordinary skill.   
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transmitted to the server, which uses voice recognition software to convert the 

voice data into textual data.”  (Ex. 1016, 10:56-67.) 

85. The above configuration would have been a mere combination of 

known components and technologies (e.g., Cheyer’s functionality relating to a 

voice interface for a device that remotely controls another device, and Thrift’s 

disclosure of a voice-controlled remote control device for a television), according 

to known methods (e.g., a person of ordinary skill knew how to program a device 

to implement wireless communication to remotely control a television), to obtain 

predictable results (e.g., a voice-controlled remote control device for a television 

that could be used to provide desired information to a user).   

iii) [1.b] “(b) rendering an interpretation of the spoken 
request;” 

86. Cheyer discloses this limitation.  For instance, Cheyer discloses that a 

speech recognition agent recognizes a spoken English request and a “Natural 

Language (NL) Parser Agent” translates the request into the Interagent 

Communication Language (ICL).  (Ex. 1012, 7 (“a speech recognition agent has 

been developed to provide transparent access to the Corona speech recognition 

system.”), 9 (“Speech Recognition (SR) agent: The SR agent provides a mapping 

from the Interagent Communication Language to the API for the Decipher 

(Corona) speech recognition system . . . . Natural Language (NL) Parser Agent: 
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translates English expressions into the Interagent Communication Language 

(ICL).”), 9-10 (describing the NL agent, including parsing and semantic 

interpretation capabilities thereof), 11 (“The speech recognition agent monitors the 

status and results from its micro agent . . . . When the string is recognized, a 

translation is requested. . . . The English request is received by the NL agent and 

translated into ICL form.”), FIG. 3 (reproduced below).) 

 

(Id., FIG. 3 (showing speech recognition agent and NL agent).)  The “Decipher 

(Corona) speech recognition system” described in Cheyer (id., 9) is just one 

example of a speech recognition system that was known before the alleged 
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invention of the ’718 patent.  (See above at Section V.A.)  The use of a natural 

language (NL) parser as described in Cheyer was just an implementation of well-

known technology, because it was well known before the alleged invention of the 

’718 patent to perform parsing to extract meaning from phrases or sentences, e.g., 

phrases or sentences outputted by a speech recognizer.  (See above at Section 

V.A.) 

87. The speech recognition and ICL translation of the user’s speech input 

constitute an “interpretation of the spoken request,” so Cheyer discloses that the 

speech recognition agent and NL parser agent “render[] an interpretation of the 

spoken request.”  In fact, the ’718 patent specification discloses the same use of a 

speech recognition agent and NL parser agent as disclosed in Cheyer.  (See, e.g., 

Ex. 1001, 14:33-36 (explaining that a “speech recognition agent 610” and “natural 

language (NL) agent 620” render an “interpretation in ICL format”); Ex. 1012, 7, 

9-11.) 

iv) [1.c] “(c) constructing a navigation query based upon 
the interpretation;” 

88. Cheyer in combination with Shwartz discloses this limitation.  For 

instance, Cheyer discloses that based on the interpretation provided by the speech 

recognition agent and NL parser agent, a domain agent “sends database requests” 
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asking for information related to the user’s request, e.g., coordinates of items such 

as a reference or hotel.  (Ex. 1012, 12.) 

89. Therefore, Cheyer discloses a “navigation query” because Cheyer’s 

domain agent sends a database request (“navigation query”) that enables the 

desired information to be retrieved for the user.  (See above at Section VII.A.)  

Cheyer’s database request is a navigation query because it is an electronic query 

structured appropriately so as to navigate a data source of interest in search of 

desired information.  (See above at Section VII.A; see also above at Section V.C 

regarding background information, known before the alleged invention of the ’718 

patent, regarding database queries for retrieving information from a database).) 

90. While Cheyer may not expressly disclose “constructing a navigation 

query based upon the interpretation,” a person of ordinary skill in the art would 

have been motivated in view of Shwartz to implement such features in Cheyer’s 

process.  For example, while Cheyer discloses using database requests to retrieve 

information from a database to service a user’s request (Ex. 1012, 11, 12; see also 

id., 5, 6), Cheyer does not provide details regarding constructing such database 

requests or what they are based upon, but Shwartz discloses constructing a 

database query to navigate a database in search of desired information, as set forth 

below.   
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91. Shwartz, which is in the same technical field as Cheyer (e.g., natural 

language interface for servicing a user’s request), discloses a “database retrieval 

system having a natural language interface” and further discloses that “[a] 

database query is generated . . . , enabling the retrieval and aggregation of data 

from [a] database to satisfy [a] natural language query.”  (Ex. 1013, Abstract 

(emphasis added).)  For example, Shwartz discloses “retrieval of information from 

the application database in response to a query represented by the meaning 

representation.”  (Id., 9:25-27.)  

92. Shwartz explains that “[a] navigator and query language generator 38 

is used to define optimal navigation paths through the database tables and columns 

to respond to the query, and to generate a meta-query language (‘MQL’),” and 

“[t]he metaquery language is used by a reporter and database access system 40 to 

generate the code (e.g., structured query language (‘SQL’) code) to actually 

retrieve the information from the application database.”  (Id., 9:28-35 (emphasis 

added); see also id., 7:19-22 (“generation of the structured query language (‘SQL’) 

or other code . . . to retrieve information from the database”) (emphasis added), 

17:1-19 (disclosing details regarding how to locate information from application 

database 32 responsive to a query).) 
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93. Thus, Shwartz teaches details of constructing a query suitable for 

retrieving, from a database (such as Cheyer’s remote databases), information 

desired by a user.  A person of ordinary skill in the art would have understood 

Shwartz to teach constructing a “navigation query” because Shwartz’s foregoing 

generated query (e.g., SQL query) is an electronic query structured appropriately 

so as to navigate a particular data source in search of desired information.  (See 

above at Section VII.A.)  A person of ordinary skill would have had reason to look 

to Shwartz for implementing Cheyer’s process because both references pertain to 

obtaining information from a database.  Such a person would have been motivated 

in view of Shwartz to configure Cheyer’s process to construct a database query so 

that information could be retrieved from a database in order to respond to the 

user’s request.  (See above at Section V.C for background information regarding 

database queries.) 

94. Because Cheyer’s database request “ask[s] for the coordinates of the 

items in question” (e.g., the coordinates of the restaurant and the hotel referenced 

by the user’s input query “How far is the restaurant from this hotel?”) and the 

items in question are contained in the user’s input query that is processed by the 

speech recognition agent and NL parser agent to interpret the meaning of the words 

in the input query, a person of ordinary skill in the art would have been motivated 
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to configure the combined Cheyer-Shwartz process to construct the database query 

based upon the interpretation that is rendered, similarly to the arrangement in 

Shwartz.  (Ex. 1012, 11-12; Ex. 1013, 7:56-60 (“Software (‘code’) 302 is provided 

for use by natural language interface 34 to enable the production of the internal 

meaning representation 304.”), 7:54-55 (disclosing a “query interpretation 

function” in connection with the natural language interface) (emphasis added), 

9:20-35 (“By accessing semantic and structural information pertaining to an 

application database and residing in knowledge base 30, DBES 36 provides a 

retrieval specification that lists the tables and columns chosen, in accordance with 

column selection rules, for the retrieval of information from the application 

database in response to a query represented by the meaning representation. . . . 

The metaquery language is used by a reporter and database access system 40 to 

generate the code (e.g., structured query language (‘SQL’) code) to actually 

retrieve the information from the application database.”) (emphases added), FIG. 1 

(reproduced below and showing that SQL query is generated by reporter/database 

access system 40 based on interpretation of user’s request rendered at natural 

language interface 34).)   
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(Ex. 1013, FIG. 1.) 

95. In other words, a person of ordinary skill in the art would have been 

motivated to construct the database query in the combined Cheyer-Shwartz process 

based upon the interpretation of the user’s spoken request so that the database 

query could properly specify information to be retrieved from Cheyer’s remote 

database.   
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96. A person of ordinary skill in the art would have been capable of 

implementing the above configuration for the combined Cheyer-Shwartz process, 

and would have had a reasonable expectation of success regarding the outcome, 

particularly because Shwartz is directed to a system for processing natural 

language requests from a user, like Cheyer.  (Ex. 1013, Abstract; Ex. 1012, 1 (at 

Abstract).)  This would have been a straightforward implementation that merely 

involved constructing a navigation query to access a database in a predictable 

manner.  Such an implementation would have been a mere combination of 

elements and technologies (e.g., a database request for servicing a query, as taught 

by Cheyer, and construction of a database query, i.e., database request, as taught by 

Shwartz), according to known methods (e.g., Shwartz describes how to construct 

the query, and Cheyer describes its role in a system for servicing a user’s request), 

to provide predictable results (e.g., retrieving information desired by the user from 

a database). 
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v) [1.d] “(d) utilizing the navigation query to select a 
portion of the electronic data source; and” 

97. Cheyer alone and/or in combination with Shwartz4 discloses this 

limitation.  For instance, Cheyer discloses that a database agent utilizes the 

navigation query to retrieve from a database information requested by a user 

(“select a portion of the electronic data source”).  Cheyer discloses various 

examples of such “portion[s] of the electronic data source,” such as “maps for each 

city, as well as icons, vocabulary and information about available hotels, 

restaurants, movies, theaters, municipal buildings and tourist attractions” (Ex. 

1012, 10), “the French restaurants within 1 mile of this hotel” (id., 5) or “all 

available information about Alcatraz” (id., 5). 

98. Cheyer discloses that a type of agent called a “facilitator” routes 

information to agents in the Open Agent Architecture.  (See id., 7 (“Facilitators 

provide content-based message routing, global data management, and process 

                                           
4 As discussed above for limitation [1.c], a person of ordinary skill would have 

been motivated in view of Shwartz to modify Cheyer’s process to construct a 

“navigation query.”  A person of ordinary skill would also have been motivated to 

configure the combined Cheyer-Shwartz process to implement the features relating 

to “navigation query” in limitation [1.d] and claim 4.   
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coordination for their set of connected agents.”), 8 (“when queries arrive in 

Interagent Communication Language form, [facilitators] are responsible for 

breaking apart any complex queries and for distributing goals to the appropriate 

agents”); see also id., 9 (“facilitator agent”).) 

99. Cheyer discloses that database agents provide information (e.g., about 

maps, places of interest, movies, etc.) relevant to the user’s request.  (Ex. 1012, 10 

(“database agents provide maps for each city, as well as icons, vocabulary and 

information about available hotels …”).)   

100. Cheyer’s database agents retrieve information from a database based 

on database requests.  (Ex. 1012, 10 (“a domain agent will try to resolve the 

definite reference by sending database agent requests”).)  Thus, when a database 

request is constructed for retrieving information from a database in response to a 

user’s input such as “Display the French restaurants within 1 mile of this hotel” 

(id., 5) or “Show me all available information about Alcatraz” (id.), a 

corresponding database request is routed to a database agent that services the 

request by utilizing the database request (“navigation query”) to access the 

database.   

101. While Cheyer discloses “access to existing data sources” (Ex. 1012, 1 

(at Abstract)), “access to various heterogeneous data and knowledge sources” (id., 
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7), “access [to] a wide variety of data sources, including information stored in 

HTML form on the World Wide Web” (id., 4), and various types of databases, 

including “Prolog databases, X-500 hierarchical databases, and data loaded 

automatically by scanning HTML pages from the World Wide Web (WWW)” (id., 

10), Cheyer does not expressly disclose that the database agent “select[s] a 

portion” of the disclosed electronic data source.  However, a person of ordinary 

skill in the art would have understood that Cheyer necessarily discloses that 

feature.  Such a skilled person would have had this understanding because 

“database requests” (id., 12) were well known to be for retrieving or selecting a 

portion of a database.  If a portion of the database that contains the “maps for each 

city” or “information about available hotels . . . and tourist attractions” (id., 10) 

were not selected by Cheyer’s database agent, then the database agent would not 

have been able to provide the information that the user requested, such as “the 

French restaurants within 1 mile of this hotel” (id., 5) or “all available information 

about Alcatraz” (id.). 

102. I have been asked to assume that Cheyer does not disclose “select[ing] 

a portion of the electronic data source.”  Under that assumption, it is my opinion 

that a person of ordinary skill would have been motivated in view of Cheyer and 

Shwartz to implement this feature in Cheyer’s process.  Shwartz discloses 
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“retrieval and aggregation of data from [a] database to satisfy [a] natural language 

query” (Ex. 1013, Abstract) and “identify[ing] an optimal set of database elements 

to satisfy the query” (id., 17:10-11), e.g., by choosing particular “tables and 

columns” (id., 9:24-27).  Additionally, Shwartz discloses “generat[ing] . . . code 

(e.g., structured query language (‘SQL’) code) to actually retrieve the information 

from the application database” (id., 9:33-35), and a person of ordinary skill in the 

art would have understood that SQL code (e.g., a SELECT statement in SQL code) 

was intended to select a portion of a database.  (See above at Section V.C; see also 

Ex. 1013, 7:19-22 (“generation of the structured query language (‘SQL’) or other 

code that is ultimately produced by the query system to retrieve information from 

the database”).) 

103. A person of ordinary skill in the art would have been motivated, in 

light of the teachings of Cheyer and Shwartz, to configure Cheyer’s process to 

select a portion of any of the databases disclosed by Cheyer.  Such a skilled person 

would have recognized that selecting a portion of a database responsive to the 

user’s request would have enabled the combined Cheyer-Shwartz process and 

system to provide desired information to the user.  This would have been a 

straightforward configuration, because it would have been merely a combination of 

known components and technologies (e.g., Cheyer’s database and database 
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requests, and Shwartz’s “structured query language (‘SQL’) or other code” for 

retrieving a portion of a database (Ex. 1013, 7:19-22)), according to known 

methods (e.g., retrieving information from a database using database requests), to 

obtain predictable results (selecting a portion of a database in response to a 

database request).  (See above at Section V.C regarding knowledge of one of skill 

in the art regarding programming a computer system to retrieve information from a 

database.)   

104. A person of ordinary skill would have recognized that an alternative 

to selecting a portion of a database would have been to select the entire database 

for downloading.  A person of ordinary skill would have considered such an 

alternative to be resource-expensive and/or wasteful in many scenarios (e.g., in the 

scenario of a large database and a user’s request that could be serviced by using 

only a portion of the database).  Therefore, a person of ordinary skill would have 

been motivated to select a portion of the database as discussed above. 

vi) [1.e] “(e) transmitting the selected portion of the 
electronic data source from the network server to the 
mobile information appliance of the user.” 

105. Cheyer alone and/or in combination with Shwartz discloses this 

limitation.  For instance, in the examples of “Display the French restaurants within 

1 mile of this hotel” (Ex. 1012, 5) or “Show me all available information about 
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Alcatraz” (id.), Cheyer discloses displaying the French restaurants within 1 mile of 

the hotel specified by the user or displaying all available information about 

Alcatraz.  (See id., 10 (“Interface Agent: This macro agent [that] is responsible for 

managing what is currently being displayed to the user ….”), 11-12 (“[T]he 

domain agent (RR) … then calculates the distance according to the scale of the 

currently displayed map, and requests the user interface to produce output 

displaying the result of the calculation.”).)  Cheyer also discloses “access to 

existing data sources including the World Wide Web.”  (Id., Abstract.)   

106. Based on the foregoing disclosures, a person of ordinary skill would 

have understood that Cheyer necessarily discloses transmitting the selected portion 

of the electronic data source from the remote server at which such data sources are 

located (“the network server”) to the user’s mobile computing device (“the mobile 

information appliance of the user”).  For example, if such data were not transmitted 

from the remote server to the user’s mobile device, the user could not have 

obtained the information that he/she desired.  Indeed, transmitting data from a 

remote server to a user’s computing device was known to be a necessary aspect of 

data communications involving the Web, which Cheyer discloses.  (Ex. 1012, 

Abstract (“access to existing data sources including the World Wide Web.”).) 
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107. I have been asked also to assume Cheyer does not disclose 

transmitting the selected portion of the electronic data source from the remote 

server to the user’s mobile device.  Under that assumption, it is my opinion that a 

person of ordinary skill would have been motivated in view of Shwartz to 

implement such features.  As discussed above for limitation [1.d], a person of 

ordinary skill would have been motivated in view of Shwartz to select a portion of 

the electronic data source (see above at Section IX.A.1.v), and in view of 

Shwartz’s disclosure of displaying retrieved data on a user’s computer a person of 

ordinary skill would further have been motivated to configure the combined 

process to transmit the selected portion from the remote network server to the 

user’s mobile device.  (Ex. 1013, 5:9-11 (“Data retrieved from a database in 

response to a natural language query can be displayed on a user’s workstation.”).)  

A person of ordinary skill would have known how to implement data 

communications involving the Web, which Cheyer discloses (Ex. 1012, Abstract), 

and would have been motivated to implement such transmitting in order to achieve 

a working application as disclosed in Cheyer.  (See above at Section V.C.)  Indeed, 

a person of ordinary skill would not only have been motivated but would have 

naturally expected to configure Cheyer’s process to transmit the selected portion of 

the electronic data source from the remote server to the user’s mobile device, in 
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order to achieve Cheyer’s objective of enabling a user “to transparently access a 

wide variety of data sources, including information stored in HTML form on the 

World Wide Web.”  (Ex. 1012, 4.)   

108. A person of ordinary skill would have recognized that transmitting an 

entire database instead of transmitting a selected portion of the database would 

have presented challenges in terms of network resources and time in many 

scenarios (e.g., particularly in the example of a large database), and therefore, 

would have been motivated to transmit the selected portion of the database in order 

to avoid or mitigate such challenges. 

109. This would have been a mere combination of known components and 

technologies (e.g., Cheyer’s disclosure of an application that retrieves information 

from a remote data source such as one located on the Web, Cheyer’s disclosure of 

a PDA that a person of ordinary skill would have known was capable of receiving 

information transmitted by a remote server, and Shwartz’s disclosure of displaying 

retrieved data on a user’s computer), according to known methods (e.g., 

implementing data communications involving the Web in a known manner), to 

obtain predictable results (e.g., sending information from a remote server to the 

user’s mobile device).  (See above at Section V.C.) 
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2. Claims 2 and 3 

i) [2.a]/[3.a] “The method of claim 1, wherein the step of 
rendering the interpretation of the spoken request is 
performed by the mobile information appliance.” 

110. While Cheyer discloses a “server machine which will manage . . . 

natural language processing and speech recognition for the application” (Ex. 1012, 

6), a person of ordinary skill would have been motivated in view of Thrift to 

configure the combined Cheyer-Thrift-Shwartz process to perform the speech 

recognition and natural language processing (“the step of rendering the 

interpretation of the spoken request”) at the user’s mobile computing device (“the 

mobile information appliance”).   

111. Cheyer discloses “[t]he user interface must be light and fast enough to 

run on a handheld PDA while able to access applications and data that may require 

a more powerful machine” (Ex. 1012, 4), which suggests that in some situations 

(e.g., when the user’s handheld PDA is sufficiently powerful) a more powerful 

machine (e.g., server remote from the PDA) may not be needed.  A person of 

ordinary skill would have understood Cheyer’s foregoing disclosure as providing 

guidance as to when a remote server for performing speech recognition and natural 

language processing would or would not be appropriate (i.e., the resource 

capabilities of the PDA are central to this issue).   
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112. Thrift, in the same technical field as Cheyer (e.g., providing 

information to a user based on voice input), discloses a client-server architecture in 

the speech processing context but also explains that in some instances a host 

computer 11 (the server in Thrift’s client-server architecture) is not needed for at 

least some speech processing tasks.  (Ex. 1015, 3:1-24 (“In the embodiment of 

FIG. 1, control unit 10 performs all or part of the voice recognition process and 

delivers speech data to host computer 11 via transmitter 10g … . [I]n its simplest 

form control unit would transmit audio data directly from microphone 10b to host 

system 11, which would perform all processing.  In the case where control unit 10 

performs all or part of the voice recognition process, control unit 10 has a 

processor 10e…. If control unit performs only some voice processing, it may 

perform one or more of the ‘front end’ processes …. If control unit 10 performs all 

voice recognition processes, memory 10f stores these processes (as a voice 

recognizer) as well as grammar files.”) (emphases added).) 

113. Thus, Thrift indicates that it was known before the alleged invention 

of the ’718 patent that tasks could either be allocated to a separate server or 

performed at the client, depending on particular system needs.   

114. A person of ordinary skill would have understood Thrift’s disclosure 

regarding control unit 10 (the client in Thrift’s client-server architecture) 
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performing all or part of a voice recognition process to also be applicable to 

modifying Cheyer’s process to have the user’s PDA perform all or part of speech 

recognition and natural language processing, because a person of ordinary skill 

would have understood that Thrift’s foregoing disclosure is relevant to allocation 

of tasks in a variety of computational contexts.  In other words, it would have been 

useful to assign natural language processing to the user’s PDA, because natural 

language processing, like speech recognition, was a task that involved processing 

data.   

115. A person of ordinary skill would have had reason to consider the 

teachings of Thrift (in the same technical field as Cheyer) when implementing 

Cheyer’s process and would have seen that Thrift discloses that certain tasks may 

be assigned to either control unit 10 or to host system 11.  A person of ordinary 

skill would have understood that Thrift’s disclosure of control unit 10 performing 

“all or part” of a voice recognition process (Ex. 1015, 3:1-2, 3:9-10) meant that the 

choice of which tasks to allocate to the control unit 10 as opposed to host system 

11 was determined by system implementation details such as relative resource 

capabilities.  Based on Thrift’s disclosure of “control unit 10 perform[ing] all voice 

recognition processes” in one scenario, a person of ordinary skill would have 

recognized the possibility and value of configuring Cheyer’s PDA to perform the 
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speech recognition and natural language processing functions disclosed in Cheyer.  

(Ex. 1015, 3:22-23 (emphasis added).)   

116. For example, a person of ordinary skill would have been motivated to 

make the above modification in order to reduce communications latency, e.g., by 

eliminating communications to and from a remote server regarding speech 

recognition and natural language processing.  A person of ordinary skill would also 

have been motivated to make this modification to simplify the architecture of 

Cheyer’s system, because with the functions of speech recognition and natural 

language processing performed at the PDA then a separate speech server would not 

have been needed for such processing.  A person of ordinary skill would have been 

capable of making this modification, as the choice of a single computer design or a 

client-server design was a mere choice among a finite number of known 

alternatives with predictable outcomes.   

3. Claim 4 

i) [4.a] “The method of claim 1, further comprising the 
steps of soliciting additional input from the user, 
including user interaction in a modality different than 
the original request;” 

117. Cheyer in combination with Thrift and Shwartz discloses this 

limitation.  For instance, Cheyer discloses soliciting additional input from the user, 
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including user interaction via pen (e.g., gestures and/or handwriting using a pen) 

(“a modality different than the original request”).   

118. At the outset, Cheyer discloses several examples in which the user 

provides additional input beyond just spoken input, including user interaction in a 

modality different than the original spoken request.  (See, e.g., Ex. 1012, 5-6 (“the 

user is presented with a pen sensitive map display on which drawn gestures and 

written natural language statements may be combined with spoken input. . . . 

During input, requests can be entered using gestures (Figure 2), handwriting, 

voice, or a combination of pen and voice. . . . For gestural commands, which are 

handled locally on the user interface machine, a response is produced in less than 

one second.”) (emphases added), 6 (“synergistic combination of pen and voice, by 

[the user] speaking ‘What is the distance from here to this hotel?’ while 

simultaneously indicating the specified locations by pointing or circling”) 

(emphasis added); see also above at Section V.B regarding background 

information, known before the alleged invention of the ’718 patent, regarding 

multimodal input.) 

119. Cheyer further discloses prompting the user for additional input 

(“soliciting additional input from the user”).  For example, Cheyer explains 

circumstances in which additional input may be solicited from the user, such as 
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when a user’s original request is ambiguous or underspecified.  (See, e.g., Ex. 

1012, 6 (“[I]n our example of synergistic combination of pen and voice, the 

arguments to the verb ‘distance’ can be specified before, at the same time, or 

shortly after the vocalization of the request to calculate the distance.  If a user’s 

request is ambiguous or underspecified, the system will wait several seconds and 

then issue a prompt requesting additional information.”) (emphasis added).)  For 

example, Cheyer discloses prompting the user for an indication (e.g., via a gesture) 

as to what the user means by the phrase “the hotel” in the user’s spoken request.  

(Id., 11 (“An important task for the interface agent is to record which objects of 

each type are currently salient, in order to resolve contextual references such as 

‘the hotel’ or ‘where I was before.’ Deictic references are resolved by gestural or 

direct manipulation commands.  If no such indication is currently specified, the 

user interface agent waits long enough to give the user an opportunity to supply the 

value, and then prompts the user for it.”) (emphases added), 12 (“The interface 

agent . . . waits for the user to make a gesture indicating ‘[this] hotel’, issuing 

prompts if necessary.”) (emphasis added).) 
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ii) [4.b] “refining the navigation query, based upon the 
additional input; and using the refined navigation 
query to select a portion of the electronic data 
source.” 

120. Cheyer in combination with Thrift and Shwartz discloses this 

limitation.  For instance, Cheyer discloses that in the example of a user input “How 

far is the restaurant from this hotel” (Ex. 1012, 11), the database request 

(“navigation query”) is refined based upon “a gesture indicating ‘[this] hotel’” (id., 

12), because there is an ambiguity regarding what “this hotel” refers to.  Cheyer 

discloses that a “reference resolution agent (RR) . . . asks for resolution of” a 

reference such as “[this] hotel” and that “[w]hen the references have been resolved, 

the domain agent . . . sends database requests . . . .”  (Id.)  Thus, Cheyer discloses 

that the database request is refined based upon the additional input from the user 

that clarifies what the user means by “this hotel”, and the domain agent sends the 

refined database request after the ambiguity regarding the reference “this hotel” 

(id., 11) has been resolved (id., 12).  Cheyer discloses using the refined database 

request (“refined navigation query”) to retrieve from the remote database location 

information regarding the hotel specified by the user (“to select a portion of the 

electronic data source”), so that the distance requested by the user can be 

calculated.  (Id., 10 (describing details of database agent).) 
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121. As another example, Cheyer discloses that the user may speak 

“Display the French restaurants within 1 mile of this hotel.”  (Ex. 1012, 5.)  The 

phrase “this hotel” in this example’s spoken query, which is similar to the above-

described example involving “the hotel” at page 11 of Cheyer, is ambiguous and 

requires clarification.  After the user provides such additional input so that the 

ambiguity can be resolved, Cheyer’s database agent uses a refined database query 

that takes into account the additional information regarding the identity of the hotel 

(“the refined navigation query”) to select a portion of a database containing maps 

or “information about available restaurants” relevant to the user’s query (“a portion 

of the electronic data source”).  (Id., 10; see also id., 11 (“resolve contextual 

references such as ‘the hotel’ . . . by gestural or direct manipulation commands.”); 

see also above at Section V.C regarding background information, known before 

the alleged invention of the ’718 patent, regarding retrieving information from a 

database.) 

122. I have been asked also to assume Cheyer does not disclose the feature 

“to select a portion of the electronic data source.”  Under that assumption, it is my 

opinion that a person of ordinary skill would have been motivated in view of 

Shwartz to implement that feature in the combined Cheyer-Shwartz process for at 
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least the same reasons discussed above for limitation [1.d].  (See above at Section 

IX.A.1.v.) 

4. Claim 6 

i) [6.a] “The method of claim 1, wherein steps (a)-(d) are 
performed with respect to multiple users.” 

123. Cheyer in combination with Thrift and Shwartz discloses or suggests 

this limitation.  For example, Cheyer discloses an application including a user 

interface that runs on a handheld PDA or a PC (Ex. 1012, Abstract, 4, 6) and 

further discloses multiple users (id., 1-2 (referring to multiple “users”)).  A person 

of ordinary skill would have understood that when a plurality of simultaneous 

users using respective PDAs run Cheyer’s application, the method of claim 1, 

including steps (a)-(d) recited therein, is necessarily performed with respect to 

multiple users.  Even if this were not the case, a person of ordinary skill would 

have been motivated to perform steps (a)-(d) with respect to multiple users, e.g., to 

enable a wider range of people than just one person to be able to use the combined 

Cheyer-Thrift-Shwartz process.  A person of ordinary skill would have recognized 

that enabling multiple users to use the combined process would have beneficial, 

e.g., in order to provide information to more people.  A person of ordinary skill 

would have been motivated to implement such a feature particularly because 

Cheyer discloses access to databases on the Web and prior to the alleged invention 
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of the ’718 patent the Web involved providing multiple users with access to 

websites.  (Ex. 1012, Abstract, 10; see also above at Section V.C.) 

5. Claims 8, 9 

i) [8.a] “The method of claim 1, wherein the mobile 
information appliance is a portable computing 
device.” 

ii) [9.a] “The method of claim 8, wherein the portable 
computing device is a personal digital assistant.” 

124. Cheyer combined with Thrift and Shwartz discloses these limitations.  

Cheyer discloses that the application discussed above for claim 1 runs on a 

handheld personal digital assistant (PDA), which a person of ordinary skill would 

have understood to be a portable computing device.  (Ex. 1012, 4 (“The user 

interface must be light and fast enough to run on a handheld PDA … .”), 6 (“The 

user interface runs on … a Dauphin handheld PDA … . The result is a mobile 

system that provides a synergistic pen/voice interface to remote databases.”) 

(emphasis added); see also Ex. 1012, Abstract (“The application is distinguished 

by a synergistic combination of handwriting, gesture and speech modalities; access 

to existing data sources including the World Wide Web and a mobile handheld 

interface.”) (emphasis added), 12 (“mobile, synergistic pen/voice interface”).) 

125. A person of ordinary skill would have recognized that the remote 

control device (“mobile information appliance”) in the combined Cheyer-Thrift-
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Shwartz process (discussed above for claim 1)could have additionally been a 

portable computing device (e.g., PDA), and would have been motivated to 

implement the device to be both a remote control device and a portable computing 

device (e.g., PDA).  For example, a person of ordinary skill would have recognized 

that the attributes of a remote control device and of a portable computing device 

(e.g., PDA) were not mutually exclusive, and that these were separate features that 

could have beneficially have been co-implemented.  Indeed, a person of ordinary 

skill would have been motivated to co-implement both of these features in order to 

provide a richer feature set for users and to enable a user to perform remote control 

functionality with an existing device such as his/her portable computing device, 

e.g., PDA.  Such an implementation would have promoted efficiency, e.g., by 

using a single device to perform multiple features, and would have been consistent 

with the knowledge of a person of ordinary skill and the expectations of consumers 

regarding multi-function devices.   

126. An article by Konstan published in 1994 (“Konstan”) shows that 

before the alleged invention of the ’718 patent it was known to implement a mobile 

device that was both a PDA (which was a known type of portable computing 

device) and a remote control for a television.  For example, Konstan discloses that 

“the emergence of personal digital assistants has created new possibilities for 
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programmed device control.  (Ex. 1033, 812.)  Konstan further discloses that 

“[b]asic PDA’s can dial stored phone numbers [and] [m]ore advanced ones can 

also … store and play back infrared control sequences such as are used for 

controlling televisions and other consumer audio/video devices.”  (Id.; see also id. 

(“personal digital assistants … are now capable of  learning and generating control 

sequences to control a wide range of devices”).)  Therefore, Konstan demonstrates 

that a person of ordinary skill would have known how to, and would have been 

motivated to, make the above implementation.   

6. Claim 10 

i) “A computer program embodied on a computer 
readable medium for speech-based navigation of an 
electronic data source located at one or more network 
servers located remotely from a user, wherein a data 
link is established between a mobile information 
appliance of the user and the one or more network 
servers, comprising:” 

127. I have been asked to assume that the preamble of claim 10 is limiting.  

Under that assumption, it is my opinion that Cheyer discloses the limitations 

therein for at least the same reasons as presented above regarding the preamble of 

claim 1.  (See above at Section IX.A.1.i for citations and analysis regarding 

preamble of claim 1; see also below at Sections IX.A.6.ii-vi for the remaining 

limitations of this claim.) 
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128. Cheyer discloses an “application” (Ex. 1012, 1-9, 11-12) that “runs on 

pen-equipped PC’s or a Dauphin handheld PDA” (id., 6).  Cheyer discloses that 

“[t]o implement the described application, a distributed network of heterogeneous 

software agents was augmented by appropriate functionality for developing 

synergistic multimodal applications.”  (Id., 1 (emphasis added).)  Therefore, a 

person of ordinary skill would have understood that Cheyer discloses a “computer 

program embodied on a computer readable medium” as claimed.   

ii)  [10.a] “(a) a code segment that receives a spoken 
request for desired information from the user 
utilizing the mobile information appliance of the user, 
wherein said mobile information appliance comprises 
a portable remote control device or a set-top box for a 
television;” 

129. Cheyer in combination with Thrift discloses this limitation for at least 

the same reasons as presented above regarding limitation [1.a].  (See above at 

Section IX.A.1.ii for citations and analysis regarding limitation [1.a].) 

130. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [10.a], and thus Cheyer discloses a “code segment” as 

Page 90 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3115



Declaration of Dr. Dan R. Olsen Jr. 
U.S. Patent No. 6,757,718 

 
 

 87  
 

in limitation [10.a].  (See above at Section VII.B.)  Even if Cheyer were found not 

to provide for such an implementation, as recognized by Shwartz the use of a 

processor to implement software code was routine and commonplace at the time of 

the alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).) 

iii) [10.b] “(b) a code segment that renders an 
interpretation of the spoken request;” 

131. Cheyer discloses this limitation for at least the same reasons as 

presented above regarding limitation [1.b].  (See above at Section IX.A.1.iii for 

citations and analysis regarding limitation [1.b].) 

132. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [10.b], and thus Cheyer discloses a “code segment” as 

in limitation [10.b].  (See above at Section VII.B.)  Even if Cheyer were found not 

to provide for such an implementation, as recognized by Shwartz the use of a 
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processor to implement software code was routine and commonplace at the time of 

the alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).) 

iv) [10.c] “(c) a code segment that constructs a navigation 
query based upon the interpretation;” 

133. Cheyer in combination with Shwartz discloses this limitation for at 

least the same reasons as presented above regarding limitation [1.c].  (See above at 

Section IX.A.1.iv for citations and analysis regarding limitation [1.c].) 

134. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [10.c], and thus Cheyer discloses a “code segment” as 

in limitation [10.c].  (See above at Section VII.B.)  Even if Cheyer were found not 

to provide for such an implementation, as recognized by Shwartz the use of a 

processor to implement software code was routine and commonplace at the time of 

the alleged invention, and would have been a predictable modification.  (Ex. 1013, 
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4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).)   

135. Although Cheyer does not expressly describe in detail the limitation 

“constructs a navigation query,” a person of ordinary skill in the art would have 

been motivated in view of Shwartz to implement that feature in Cheyer’s computer 

program, for at least the same reasons as discussed above for limitation [1.c].  (See 

above at Section IX.A.1.iv.) 

v) [10.d] “(d) a code segment that utilizes the navigation 
query to select a portion of the electronic data source; 
and” 

136. Cheyer in combination with Shwartz5 discloses this limitation for at 

least the same reasons as presented above regarding limitation [1.d].  (See above at 

Section IX.A.1.v.) 

                                           
5 As discussed above for limitation [10.c], a person of ordinary skill would have 

been motivated in view of Shwartz to modify Cheyer’s computer program to 

construct a “navigation query.”  A person of ordinary skill would also have been 

motivated to configure the combined Cheyer-Shwartz computer program to 

implement the “navigation query” feature in limitation [10.d] and claim 13.   
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137. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [10.d], and thus Cheyer discloses a “code segment” as 

in limitation [10.d].  (See above at Section VII.B.)  Even if Cheyer were found not 

to provide for such an implementation, as recognized by Shwartz the use of a 

processor to implement software code was routine and commonplace at the time of 

the alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).)   

138. I have been asked also to assume that Cheyer does not disclose “select 

a portion of the electronic data source.”  Under that assumption, it is my opinion 

that a person of ordinary skill in the art would have been motivated in view of the 

combined teachings of Cheyer and Shwartz to implement this feature in Cheyer’s 

computer program, for at least the same reasons as discussed above for limitation 

[1.d].  (See above at Section IX.A.1.v.) 
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vi) [10.e] “(e) a code segment that transmits the selected 
portion of the electronic data source from the 
network server to the mobile information appliance of 
the user.” 

139. Cheyer discloses this limitation for at least the same reasons as 

presented above regarding limitation [1.e].  (See above at Section IX.A.1.vi.) 

140. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [10.e], and thus Cheyer discloses a “code segment” as 

in limitation [10.e].  (See above at Section VII.B.)  Even if Cheyer were found not 

to provide for such an implementation, as recognized by Shwartz the use of a 

processor to implement software code was routine and commonplace at the time of 

the alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).) 
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7. Claim 12 

i) [12.a] “The computer program of claim 10, wherein 
the rendering of the interpretation of the spoken 
request is performed by the mobile information 
appliance.” 

141. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding claim 3.  (See 

above at Section IX.A.2.) 

8. Claim 13 

i) [13.a] “The computer program of claim 10, further 
comprising a code segment that solicits additional 
input from the user, including user interaction in a 
modality different than the original request;” 

142. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding limitation 

[4.a].  (See above at Section IX.A.3.i for citations and analysis regarding limitation 

[4.a].) 

143. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id.,  6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [13.a], and thus Cheyer discloses a “code segment” as 
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in limitation [13.a].  (See above at Section VII.B.)  Even if Cheyer were found not 

to provide for such an implementation, the use of a processor to implement 

software code was routine and commonplace at the time of the alleged invention, 

and would have been a predictable modification.  (Ex. 1013, 4:11-62 (disclosing a 

“computer processor” and various functions performed by executing the 

processor), 6:29-30 (“A computer processor 12 . . . controls the overall operation 

of the system.”).) 

ii) [13.b] “a code segment that refines the navigation 
query, based upon the additional input; and a code 
segment that uses the refined navigation query to 
select a portion of the electronic data source.” 

144. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding limitation 

[4.b].  (See above at Section IX.A.3.ii for citations and analysis regarding 

limitation [4.b].) 

145. A person of ordinary skill in the art would have understood based on 

Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or 

PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1) 

that Cheyer’s application includes software running on a microprocessor 

configured to perform various functionalities, including the functionality 

corresponding to limitation [10.b], and thus Cheyer discloses a “code segment” as 
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in limitation [10.b].  (See above at Section VII.C.)  Even if Cheyer were found not 

to provide for such an implementation, the use of a processor to implement 

software code was routine and commonplace at the time of the alleged invention, 

and would have been a predictable modification.  (Ex. 1013, 4:11-62 (disclosing a 

“computer processor” and various functions performed by executing the 

processor), 6:29-30 (“A computer processor 12 . . . controls the overall operation 

of the system.”).) 

9. Claim 15 

i) [15.a] “The computer program of claim 10, wherein 
code segments (a)-(d) are executed with respect to 
multiple users.” 

146. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding claim 6.  (See 

above at Section IX.A.4.) 
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10. Claims 17, 18 

i) [17.a] “The computer program of claim 10, wherein 
the mobile information appliance is a portable 
computing device.” 

ii) [18.a] “The computer program of claim 17, wherein 
the portable computing device is a personal digital 
assistant.” 

147. Cheyer in combination with Thrift and Shwartz discloses these 

limitations for at least the same reasons as presented above regarding claims 8 and 

9.  (See above at Sections IX.A.5.i-ii.) 

11. Claim 19 

i) “A system for speech-based navigation of an 
electronic data source located at one or more network 
servers located remotely from a user, comprising:” 

148. I have been asked to assume that the preamble of claim 19 is limiting.  

Under that assumption, it is my opinion that Cheyer discloses the limitations 

therein for at least the same reasons as presented above regarding the preamble of 

claim 1.  (See above at Section IX.A.1.i for citations and analysis above regarding 

preamble of claim 1; see also below at Section IX.A.11.ii-vi for the remaining 

limitations of this claim.) 

149. In addition to disclosing a “method” as recited in claim 1, Cheyer 

discloses a “system” utilizing an application that runs on a PC or PDA, and thus 

discloses a “system” as recited in the preamble of claim 13.  (See above at Section 
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IX.A.1.i; Ex. 1012, 6; see also id., 4 (“our system produces a richer mixing of 

modalities by adding both gestural and written language as input modalities . . . . 

When designing the architecture for the system, other criteria were considered as 

well . . . . The map functionality, interface design, and classes of input data of the 

system presented here is based on a design by Oviatt and Cohen . . . .”) (emphases 

added), 6 (“If a user’s request is ambiguous or underspecified, the system will wait 

several seconds and then issue a prompt requesting additional information. . . . The 

result is a mobile system that provides a synergistic pen/ voice interface to remote 

databases. . . . In general, the speed of the system is quite acceptable.”) (emphases 

added), 12 (“The system described here is one of the first that accepts commands 

made of synergistic combinations of spoken language, handwriting and gestural 

input.”) (emphases added).) 

ii) [19.a] “(a) a mobile information appliance operable to 
receive a spoken request for desired information from 
the user, wherein said mobile information appliance 
comprises a portable remote control device or a set-
top box for a television;” 

150. Cheyer in combination with Thrift discloses this limitation for at least 

the same reasons as presented above regarding the preamble of claim 1 and 

limitation [1.a].  (See above at Sections IX.A.1.i-ii.)  For the reasons presented 

above regarding limitation [1.a], a person of ordinary skill would have been 
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motivated to implement in the combined system a mobile device comprising a 

portable remote control device or a set top box for a television, and such a person 

would have been motivated to configure the mobile device to be operable to 

receive a spoken request for desired information from the user, so that the user 

could use the mobile device to retrieve information via voice input as disclosed by 

Cheyer. 

iii) [19.b] “(b) spoken language processing logic, operable 
to render an interpretation of the spoken request;” 

151. Cheyer discloses this limitation for at least the same reasons as 

presented above regarding limitation [1.b].  (See above at Section IX.A.1.iii.) 

152. Additionally, because Cheyer discloses an application implemented in 

software (see above at Section IX.A.6.i) and a person of ordinary skill would have 

understood that such software runs on a microprocessor configured to perform 

various functionalities, including the functionality corresponding to limitation 

[19.b], and for the reasons discussed above for limitation [1.b], Cheyer discloses a 

“spoken language processing logic, operable to” perform the functionality recited 

in limitation [19.b].  (See above at Sections VII.C, IX.A.1.iii, IX.A.6.iii.)  Indeed, 

even if Cheyer were found not to provide for such an implementation, the use of a 

processor to implement logic was routine and commonplace at the time of the 

alleged invention, and would have been a predictable modification.  (Ex. 1013, 
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4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“computer processor 12 … controls the overall 

operation of the system”).) 

iv) [19.c] “(c) query construction logic, operable to 
construct a navigation query based upon the 
interpretation;” 

153. Cheyer in combination with Shwartz discloses this limitation for at 

least the same reasons as presented above regarding limitation [1.c].  (See above at 

Section IX.A.1.iv.) 

154. Additionally, because Cheyer discloses an application implemented in 

software (see above at Section IX.A.6.i) and a person of ordinary skill would have 

understood that such software runs on a microprocessor configured to perform 

various functionalities, including the functionality corresponding to limitation 

[19.c], and for the reasons discussed above for limitation [1.b], Cheyer discloses a 

“query construction logic, operable to” perform the functionality recited in 

limitation [19.c].  (See above at Sections VII.C, IX.A.1.iii, IX.A.6.iii.)  Indeed, 

even if Cheyer were found not to provide for such an implementation, the use of a 

processor to implement logic was routine and commonplace at the time of the 

alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 
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executing the processor), 6:29-30 (“computer processor 12 … controls the overall 

operation of the system”).)  

155. Although Cheyer does not expressly describe in detail the limitation 

“construct a navigation query,” a person of ordinary skill would have been 

motivated in view of Shwartz to implement that feature in Cheyer’s system, for at 

least the same reasons as discussed above for limitation [1.c].  (See above at 

Section IX.A.1.iv.) 

v) [19.d] “(d) navigation logic, operable to select a 
portion of the electronic data source using the 
navigation query, and” 

156. Cheyer in combination with Shwartz6 discloses this limitation for at 

least the same reasons as presented above regarding limitation [1.d].  (See above at 

Section IX.A.1.v.) 

                                           
6 As discussed above for limitation [19.c], a person of ordinary skill would have 

been motivated in view of Shwartz to modify Cheyer’s system to construct a 

“navigation query.”  A person of ordinary skill would further have been motivated 

to configure the combined Cheyer-Shwartz system to implement the “navigation 

query” feature in limitation [19.d] and claim 22.   
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157. Additionally, because Cheyer discloses an application implemented in 

software (see above at Section IX.A.6.i) and a person of ordinary skill would have 

understood that such software runs on a microprocessor configured to perform 

various functionalities, including the functionality corresponding to limitation 

[19.d], and for the reasons discussed above for limitation [1.b], Cheyer discloses a 

“navigation logic, operable to” perform the functionality recited in limitation 

[19.d].  (See above at Sections VII.C, IX.A.1.iii, IX.A.6.iii.)  Indeed, even if 

Cheyer were found not to provide for such an implementation, the use of a 

processor to implement logic was routine and commonplace at the time of the 

alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“computer processor 12 … controls the overall 

operation of the system”).) 

vi) [19.e] “(e) electronic communications infrastructure 
for transmitting the selected portion of the electronic 
data source from the network server to the mobile 
information appliance of the user.” 

158. Cheyer alone and/or in combination with Shwartz discloses this 

limitation for at least the same reasons as presented above regarding limitation 

[1.e].  (See above at Section IX.A.1.vi.)  A person of ordinary skill would have 

understood that Cheyer alone and/or in combination with Shwartz necessarily 
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discloses an electronic communications infrastructure for performing the 

transmitting of limitation [19.e].  A person of ordinary skill would have had this 

understanding because without an electronic communications infrastructure, a 

system like that disclosed in Cheyer and Shwartz, which involve retrieving 

information from a remote system (see above at Sections IX.A.i, vi, IX.11.i) would 

not have been possible.  Indeed, an electronic communications infrastructure was a 

necessary component of a remote server (e.g., web server) such as disclosed by 

Cheyer in the context of a Web-based data source.  (See above at Section IX.A.1.i; 

Ex. 1012, Abstract (“access to existing data sources including the World Wide 

Web”), 6 (“a mobile system that provides a synergistic pen/voice interface to 

remote databases”); see also above at Section V.C.) 

159. I have been asked also to consider a scenario in which the claimed 

“electronic communications infrastructure for transmitting . . .” requires software 

running on a microprocessor configured to perform transmitting the selected 

portion of the electronic data source from the network server to the mobile 

information appliance of the user.  In that scenario, it is my opinion that Cheyer 

discloses this limitation for at least the same reasons discussed above regarding 

limitation [10.e].  (See above at Section IX.A.6.vi for citations and analysis 

regarding limitation [10.e].) 
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12. Claim 21 

i) [21.a] “The system of claim 19, wherein the spoken 
language processing logic renders the interpretation 
of the spoken request at the mobile information 
appliance.” 

160. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding claim 3.  (See 

above at Section IX.A.2.) 

13. Claim 22 

i) [22.a] “The system of claim 19, further comprising 
user interaction logic operable to solicit additional 
input from the user, including user interaction in a 
modality different than the original request; and” 

161. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding limitation 

[4.a].  (See above at Section IX.A.3.i.) 

162. Additionally, because Cheyer discloses an application implemented in 

software (see above at Section IX.A.6.i for citations and analysis regarding the 

preamble of claim 10), and for the reasons discussed above for limitation [4.a], 

Cheyer discloses a “user interaction logic operable to” perform the functionality 

recited in limitation [22.a].  (See above at Sections VII.C, IX.A.3.i, IX.A.11.iii.)  

Even if Cheyer were found not to provide for such an implementation, the use of a 

processor to implement logic was routine and commonplace at the time of the 
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alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).) 

ii) [22.b] “query refining logic operable to refine the 
navigation query based upon the additional input; 
wherein the navigation logic users the refined 
navigation query to select a portion of the electronic 
data source” 

163. I have been asked to assume that claim 22 contains a typographical 

error and was intended to recite “uses” instead of “users.”  Under that assumption, 

it is my opinion that Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding limitation 

[4.b].  (See above at Section IX.A.3.ii.) 

164. Additionally, because Cheyer discloses an application implemented in 

software (see above at Section IX.A.6.i for citations and analysis regarding the 

preamble of claim 10), and for the reasons discussed above for limitation [4.b], 

Cheyer discloses a “query refining logic operable to” perform the functionality 

recited in limitation [22.b].  (See above at Sections VII.C, IX.A.3.ii.)  Even if 

Cheyer were found not to provide for such an implementation, the use of a 

processor to implement logic was routine and commonplace at the time of the 
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alleged invention, and would have been a predictable modification.  (Ex. 1013, 

4:11-62 (disclosing a “computer processor” and various functions performed by 

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the 

overall operation of the system.”).) 

165. A person of ordinary skill would have been motivated the configure 

the navigation logic to use the refined navigation query in the manner recited in 

limitation [22.b], so that the navigation logic (discussed above in Section 

IX.A.11.v for limitation [19.d]) could select a portion of the electronic data source 

based on refined information provided by the user.  A person of ordinary skill 

would have found this to be a predictable configuration that would have improved 

the operation of the navigation logic.. 

14. Claim 24 

i) [24.a] “The system of claim 19, wherein the system 
operates with respect to multiple users.” 

166. Cheyer in combination with Thrift and Shwartz discloses this 

limitation for at least the same reasons as presented above regarding claim 6.  (See 

above at Section IX.A.4.) 
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15. Claims 26, 27 

i) [26.a] “The system of claim 19, wherein the mobile 
information appliance is a portable computing 
device.” 

ii) [27.a] “The system of claim 26, wherein the portable 
computing device is a personal digital assistant.” 

167. Cheyer in combination with Thrift and Shwartz discloses these 

limitations for at least the same reasons as presented above regarding claims 8 and 

9.  (See above at Sections IX.A.5.i-ii.) 

B. Cheyer, Shwartz, Thrift, and Dureau Disclose or Suggest the 
Features of Claims 2, 11, and 20 

168. I reviewed Cheyer, Shwartz, Thrift, and Dureau, and in my opinion, 

Cheyer, Shwartz, Thrift, and Dureau disclose or suggest all of the features of 

claims 2, 11, and 20 of the ’718 patent.  Below, I address each of these claims and 

their respective limitations. 

1. Claim 2 

i) [2.a] “The method of claim 1, wherein the step of 
rendering the interpretation of the spoken request is 
performed [at the one or more network servers].” 

169. I have been asked to assume that claim 2 of the ’718 patent contains 

an error and that it requires the step of rendering the interpretation of the spoken 

request to be performed “at the one or more network servers” instead of “by the 

mobile information appliance” as printed in the ’718 patent.  Under that 
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assumption, it is my opinion that Cheyer combined with Thrift, Shwartz, and 

Dureau, discloses or suggests this limitation.   

170. Cheyer discloses a “server machine which will manage . . . natural 

language processing and speech recognition for the application.”  (Ex. 1012, 6; see 

also id., 4 (“The user interface must be light and fast enough to run on a handheld 

PDA while able to access applications and data that may require a more powerful 

machine.”), 11 (disclosing a “speech recognition agent, running on a remote 

speech server.”).)  I have been asked to assume that the server at which the data 

source is located according to the preamble of claim 1 must also perform the step 

of rendering the interpretation of the spoken request as in claim 2.  Under that 

assumption, it is my opinion that while Cheyer does not expressly disclose that the 

server at which the data source is located according to the preamble of claim 1 also 

performs speech recognition and natural language processing, a person of ordinary 

skill would have been motivated in view of Dureau to configure the combined 

Cheyer-Shwartz-Thrift process to implement such features.   

171. Dureau “relates generally to interactive television systems” (Ex. 1016, 

1:8-12) and discloses voice input to a set-top box coupled to a television.  (Id., 

Abstract (“[A] microphone is coupled to a set-top box. The microphone allows the 

user to input voice information which is digitized and conveyed to the server for 
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conversion into textual information.”), 10:56-11:1 (“[T]he user can enter his 

information by voice. The user can use a microphone or a telephone handset to 

provide voice data to the system. The microphone may a special-purpose 

microphone for use with the interactive television system or it may be a telephone 

handset. A special-purpose microphone may be connected to the set-top box, or it 

may be built into a remote control for the system. A telephone handset may be 

connected to the set-top box, or it may be connected directly to the return path (i.e., 

telephone line.) The voice data is transmitted to the server, which uses voice 

recognition software to convert the voice data into textual data. The textual data is 

returned to the set-top box, where it can be displayed to the user.”), FIG. 1 

(reproduced below).) 

 

(Ex. 1016, FIG. 1 (showing set-top box 22 connected to television 23.) 

172. Because Dureau, like Cheyer, discloses that a user provides voice 

input that is processed by voice recognition software, a person of ordinary skill 
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would have had reason to consider the teachings of Dureau when implementing 

the Cheyer-Shwartz-Thrift process.  Having looked to Dureau, a person of ordinary 

skill would have seen that Dureau discloses transmitting a user’s speech input to a 

server, where it is interpreted, and further discloses performing applications 

relating to the speech input at the server.  (Ex. 1016, Abstract (“[A] microphone is 

coupled to a set-top box. The microphone allows the user to input voice 

information which is digitized and conveyed to the server for conversion into 

textual information. The textual information is conveyed back to the set-top box 

and is input to an application executing on the set-top box.”), 2:49-62 (“The 

invention comprises a system and method for enabling a user to provide non-

textual information which is converted by the system to a textual form in which it 

can be used by the interactive application. The non-textual information is entered 

by the user at the set-top box of a receiving station and this information is 

transmitted to a server which may be located at a broadcast station. The server 

converts the information into textual data so that it can be used by the system. In 

one embodiment, the server transmits the textual data back to the receiving station, 

where it can be used by an application executing in the set-top box. In other 

embodiments, the textual data can be used at the server or transmitted to a part of 

the system other than the set-top box.”), 3:39-44 (“The microphone is used to 
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provide voice data, which is recorded and transmitted to a server equipped with a 

voice recognition application. The voice recognition application converts the voice 

data into textual data, which is then transmitted back to the application executing 

on the set-top box.”), 9:59-10:3 (“The system described above can be used with a 

number of different applications. For example, an interactive television service 

provider may wish to provide e-mail service to subscribers. The user can select the 

e-mail application furnished by the service provider and proceed to write the 

message which he or she wishes to send on the graphics tablet. In the message, the 

user writes the address of the intended recipient and the message to be sent to the 

recipient. The graphical data is transmitted to the server, which may segment the 

image data and then convert the data to text, or it may convert the entire image to 

text and then parse the text to determine the recipient’s address.”), 10:46-55 

(“Another example of an application with which the system can be employed is 

electronic commerce service….”), 10:65-11:3 (“The voice data is transmitted to 

the server, which uses voice recognition software to convert the voice data into 

textual data. The textual data is returned to the set-top box, where it can be 

displayed to the user. The user can correct the text or confirm that the text has been 

accurately generated from the voice data.”).) 
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173. Based on Dureau’s disclosures regarding a server that is equipped 

with a voice recognition application and that performs applications using speech 

input, a person of ordinary skill would have been motivated to modify the 

combined Cheyer-Thrift-Shwartz process so that the server at which the data 

source is located as in the preamble of claim 1 also performs speech recognition 

and natural language processing.  A person of ordinary skill would have known 

based on Dureau that such a configuration was possible, and he/she would have 

been motivated to implement the data source at the same server that performs 

speech recognition and natural language processing in order to achieve an efficient 

implementation.  Such an implementation would have been a mere combination of 

known components and technologies, according to known methods, to achieve 

predictable results.   

2. Claim 11 

i) [11.a] “The computer program of claim 10, wherein 
the rendering of the interpretation of the spoken 
request is performed at the one or more network 
servers.” 

174. Cheyer in combination with Thrift, Shwartz, and Dureau discloses or 

suggests these limitations for at least the same reasons as presented above 

regarding claim 2.  (See above at Section IX.B.1.) 
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3. Claim 20 

i) [20.a] “The system of claim 19, wherein the spoken 
language processing logic renders the interpretation 
of the spoken request at the one or more network 
servers.” 

175. Cheyer in combination with Thrift, Shwartz, and Dureau discloses or 

suggests these limitations for at least the same reasons as presented above 

regarding claim 2.  (See above at Section IX.B.1.) 

C. Cheyer, Shwartz, Thrift, and Johnson Disclose or Suggest the 
Features of Claims 4, 13, and 22 

176. I reviewed Cheyer, Shwartz, Thrift, and Johnson.  I have been asked 

to consider a scenario in which claims 4, 13, and 22 require that the soliciting of 

additional input and refining of the navigation query recited in these claims must 

be for a different navigation query than the one recited in claim limitations [1.d], 

[10.d], and [19.d].  In such a scenario, it is my opinion that Cheyer, Shwartz, Thrift, 

and Johnson disclose or suggest all the features of claims 4, 13, and 22, as I discuss 

below.  Such an approach was well within the skill of a person of ordinary skill and 

a mere design choice. 

4. Claim 4 

i) [4.a] “The method of claim 1, further comprising the 
steps of soliciting additional input from the user, 
including user interaction in a modality different than 
the original request;” 
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177. As discussed above at paragraph 176, I have been asked to consider a 

scenario in which solicitation of additional input and refinement of the navigation 

query as in claim 4 must be for a navigation query that is different than the one 

recited in claim limitations [1.d], [10.d], and [19.d].  In such a scenario, it is my 

opinion that while Cheyer, Thrift, and Shwartz may not explicitly teach the steps of 

soliciting additional input from the user, including user interaction in a modality 

different than the original request, a person of ordinary skill in the art would have 

been motivated to modify the combined Cheyer-Thrift-Shwartz process (discussed 

above for claim 1) in view of Johnson to include such features.  (See above at 

Section IX.A.1.)   

178. Johnson, which is directed to “a multimodal natural language 

interface [that] interprets user requests,” is in the same technical field as Cheyer.  

(Ex. 1014, Abstract.)  A person of ordinary skill would have had reason to consider 

the teachings of Johnson for enhancing or augmenting the capabilities of the 

combined Cheyer-Thrift-Shwartz method, because Cheyer, Thrift, Shwartz, and 

Johnson are all directed to servicing user requests that are provided via an interface 

that includes natural language input.   

179. Johnson discloses that in the example of a database query for “Joe 

Smith’s telephone number,” there could be “two Joe Smiths in the database,” so 
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that “there is an ambiguity that must be clarified before a final response can be 

generated.”  (Ex. 1014, 5:7-18; see also id., Abstract, 4:9-12, FIG. 4 (reproduced 

below).) 

 

(Id., FIG. 4.) 
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180. Thus, as shown in Figure 4, if there is an ambiguity, Johnson’s system 

asks the user to “select one” of the possibilities or indicate whether to look 

elsewhere.  (Ex. 1014, FIG. 4.) 

181. In view of Johnson’s disclosure of seeking clarification regarding an 

ambiguous situation in which two possible results are present, a person of ordinary 

skill would have been motivated to modify the combined Cheyer-Thrift-Shwartz 

process to clarify any ambiguity in a similar manner, and thus would have been 

motivated to solicit additional input from the user regarding such clarification, to 

provide the user with desired information in a user-friendly and convenient 

manner.   

182. In view of Johnson’s disclosure of “provid[ing] a choice to the user … 

in a pop-up window, and request[ing] the user to select one of the choices” (Ex. 

1014, 5:11-12), a person of ordinary skill would have been motivated to configure 

the combined process to include user interaction in a modality such as via a 

selection from a pop-up window in a graphical user interface without using voice 

input (“a modality different than the original request”), because such a skilled 

person would have recognized that providing the user with an ability to select a 

choice from a pop-up window by, for example, touching or clicking the choice 
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would have been a convenient, simple, and user-friendly implementation that 

would have enabled a wider range of input options for the user.   

183. Indeed, Cheyer and Johnson in fact encourage such multimodal 

interaction, disclosing several examples in which the user provides non-spoken 

input.  (See, e.g., Ex. 1012, 1, 4, 5; Ex. 1014, Abstract, 2:21-22, 3:37-42, 3:44-46, 

3:49-51.)  Furthermore, input modalities other than speech input were well known 

long before the alleged invention of the ’718 patent.   

184. In view of Cheyer’s and Johnson’s encouragement of multimodal 

input, a person of ordinary skill would have been motivated to modify the 

combined Cheyer-Thrift-Shwartz process to implement the features of limitation 

[4.a].  This modification would have been a mere combination of known 

components and technologies, according to known methods, to obtain predictable 

results.   

ii) [4.b] “refining the navigation query, based upon the 
additional input; and using the refined navigation 
query to select a portion of the electronic data source” 

185. As discussed above at paragraph 176, I have been asked to consider a 

scenario in which solicitation of additional input and refinement of the navigation 

query as in claim 4 must be for a navigation query that is different than the one 

recited in claim limitations [1.d], [10.d], and [19.d].  In such a scenario, it is my 
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opinion that while Cheyer and Shwartz may not explicitly teach refining the 

navigation query, based upon the additional input; wherein the at least one agent 

uses the refined navigation query to select a portion of the electronic data source, a 

person of ordinary skill in the art would have been motivated in view of Johnson to 

modify the combined Cheyer-Shwartz process to implement such features.  As 

discussed above in Sections IX.A.1.iv-v and IX.A.4, Cheyer already discloses 

searching of an electronic data source based on a refined navigation query, just one 

that is refined based on ambiguity that is detected before the electronic data source 

is accessed.  Johnson explicitly recognizes that ambiguities may be detected after 

an electronic data source is accessed, necessitating refinement of a navigation 

query and searching of an electronic data source after a first navigation query 

already searches the data source.  For example, as discussed above in Section 

IX.C.1.i, Johnson discloses that in the example of a database query for “Joe 

Smith’s telephone number,” there could be “two Joe Smiths [found] in the 

database” after searching the database, so that “there is an ambiguity that must be 

clarified before a final response can be generated.”  (See above at Section IX.C.1.i; 

Ex. 1014, 5:7-18.)  Thus, Johnson discloses requesting the user to select one of a 

plurality of choices or to specify whether a search should be conducted elsewhere.  

(Ex. 1014, FIG. 4.)  As a result of the user’s selection, Johnson’s system can find 
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and present to the user the phone number that the user requested (“a portion of the 

electronic data source”).   

186. A person of ordinary skill would have been motivated to include in 

the combined Cheyer-Thrift-Shwartz process features such as those disclosed in 

Johnson regarding refining the navigation query after a database is initially 

searched based upon additional input and using the refined navigation query to 

select a portion of a database (“the electronic data source”), in order to enable the 

combined method and system to be able to handle situations where a user’s request 

results in multiple, ambiguous hits or no hits at all.  This would have been a simple 

modification for a person of ordinary skill to make, as it would have been merely a 

combination of known elements, according to known methods, to yield predictable 

results.  (See above at Section IX.A.1.v for additional motivations to combine the 

references.)  Indeed, a person of ordinary skill would have recognized that 

accessing and selecting a portion of an electronic data source with a refined 

navigation query would have involved substantially the same operations as 

compared to accessing and selecting a portion of an electronic data source with an 

original navigation query.   

187. Indeed, a person of ordinary skill would have recognized the existence 

of two options for leveraging the user’s clarification in Johnson to obtain the phone 
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number of the Joe Smith intended by the user: (a) access the database with a search 

query specifying “Joe Smith” and obtain an indication that there are two Joe 

Smiths in the database, without obtaining at that time the phone number for each 

Joe Smith (such that the phone number for the user-intended Joe Smith must later 

be retrieved from the database after the user’s clarification); and (b) access the 

database with a search query specifying “Joe Smith” and obtain an indication that 

there are two Joe Smiths in the database, along with their respective phone 

numbers (such that upon the user’s clarification, the user-intended phone number 

can simply be used without further accessing the database).   

188. A person of ordinary skill would have recognized that configuring the 

combined Cheyer-Thrift-Shwartz-Johnson process to use the refined navigation 

query to select a portion of the electronic data source would have constituted a 

mere design choice among a finite number of known alternatives (e.g., the 

foregoing two options, which are not mutually exclusive, as a person of ordinary 

skill would have recognized that ambiguities could be resolved both before and 

after accessing the database), each having predictable outcomes (e.g., ultimately 

obtaining from the database the phone number of the user-intended Joe Smith).   

189. I have been asked also to assume Johnson does not disclose the 

feature “to select a portion of the electronic data source.”  Under that assumption, 
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it is my opinion that a person of ordinary skill would have been motivated in view 

of Shwartz to implement that feature in the combined process for at least the same 

reasons presented above.  (See above at Section IX.A.1.v.) 

5. Claim 13 

i) [13.a] “The computer program of claim 10, further 
comprising a code segment that solicits additional 
input from the user, including user interaction in a 
modality different than the original request;”  

ii) [13.b] “a code segment that refines the navigation 
query, based upon the additional input; and a code 
segment that uses the refined navigation query to 
select a portion of the electronic data source.” 

190. Cheyer in combination with Thrift, Shwartz, and Johnson discloses or 

suggests these limitations for at least the same reasons as presented above.  (See 

above at Sections IX.A.6, IX.A.8.i-ii (citations and analysis regarding “code 

segment[s]”), IX.C.1.) 

6. Claim 22 

i) [22.a] “The system of claim 19, further comprising 
user interaction logic operable to solicit additional 
input from the user, including user interaction in a 
modality different than the original request; and” 

ii) [22.b] “query refining logic operable to refine the 
navigation query based upon the additional input; 
wherein the navigation logic users the refined 
navigation query to select a portion of the electronic 
data source.” 
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191. I have been asked to assume that claim 22 contains a typographical 

error and was intended to recite “uses” instead of “users.”  Under that assumption, 

it is my opinion that Cheyer in combination with Thrift, Shwartz and Johnson 

discloses or suggests these limitations for at least the same reasons as presented 

above.  (See above at Sections IX.A.11, IX.A.13.i-ii (citations and analysis 

regarding “logic operable to”), IX.C.1.) 

D. Cheyer, Shwartz, Thrift, and Simmers Disclose or Suggest the 
Features of Claims 5, 7, 14, 16, 23, and 25 

192. I reviewed Cheyer, Shwartz, Thrift, and Simmers, and, in my opinion, 

Cheyer, Shwartz, Thrift, and Simmers disclose or suggest all of the features of 

claims 5, 7, 14, 16, 23, and 25 of the ’718 patent.  Below, I address each of these 

claims and their respective limitations. 

1. Claims 5, 7 

i) [5.a] “The method of claim 1, wherein the data link 
includes a cellular telephone system.” 

ii) [7.a] “The method of claim 1, wherein the mobile 
information appliance is a wireless telephone.” 

193. While Cheyer, Thrift, and Shwartz do not expressly disclose a data 

link including a cellular telephone system, a person of ordinary skill would have 

been motivated in view of Simmers to configure the combined Cheyer-Thrift-

Shwartz process to implement this feature.   
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194. As discussed above for claim 1, Cheyer discloses a data link between 

the user’s mobile device and a remote server.  (See above at Section IX.A.1.i.)  

However, because Cheyer is focused on other aspects of a process and system for 

obtaining information desired by a user, Cheyer does not provide details regarding 

the data link.  Cheyer discloses that the mobile device can be a PDA (Ex. 1012, 4, 

6), and a person of ordinary skill implementing Cheyer’s process would have 

recognized the desirability of incorporating cellular telephone functionality into a 

PDA.  For example, Simmers discloses “dual-function information devices such as 

a cellular phone with PDA.”  (Ex. 1017, 1:47-48; see also id., 1:12-15 (“‘smart’ 

cellular phones, which function both for telecommunications and for storing and 

retrieving information (e.g., a Personal Digital Assistant (information device))”.)   

195. A person of ordinary skill would have recognized that the mobile 

information appliance (e.g., a PDA with remote control functionality) in the 

combined Cheyer-Thrift-Shwartz process could have additionally been a wireless 

telephone, and would have been motivated to implement the device to be both a 

remote control device and a wireless telephone.  For example, a person of ordinary 

skill would have recognized that the attributes of a PDA with added functionality 

of a remote control device and of a wireless telephone were not mutually 

exclusive, and that these were separate features that could have beneficially have 
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been co-implemented.  Indeed, a person of ordinary skill would have been 

motivated to co-implement both of these features in order to provide a richer 

feature set for users.  Such an implementation would have promoted efficiency, 

e.g., by using a single device to perform multiple features, and would have been 

consistent with the knowledge of a person of ordinary skill and the expectations of 

consumers regarding multi-function devices.   

196. It was well known before the alleged invention of the ’718 patent that 

a cellular phone (e.g., as disclosed by Simmers) was used for communicating 

across a cellular telephone system.  For example, Haberman discloses a cellular 

telecommunication system 1 (i.e., cellular telephone system or cellular network) 

including a mobile station 40 located in one cell and moving towards another cell.  

(Ex. 1018, 6:66-7:3 (“FIG. 1 shows a mobile station transitioning through a 

cellular telecommunication system according to the present invention including a 

CDMA portion of the cellular telecommunication system and an analog portion of 

the cellular telecommunication system.”), 7:12-14 (“FIG. 1 shows a cellular 

telecommunication system 1 according to the present invention”), 8:6-8 (“A 

mobile station 40 is located in a vehicle 45 that is currently in a digital cell 22 and 

moving towards an analog cell 21.”), FIG. 1 (reproduced below, and showing 

mobile station 40 in a cell of cellular telecommunication system 1). 
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(Ex. 1018, FIG. 1.) 

197. A person of ordinary skill would have recognized the value of 

implementing a cellular telephone system (which a combination PDA/cellular 

phone as disclosed in Simmers would have used) to achieve a data link between 

Cheyer’s mobile device and remote data source.  For example, a person of ordinary 

skill would have recognized that a cellular telephone system was a known system 

for communicating between a mobile device and a remote computer on the Web, 

and that Cheyer similarly discloses communications between a mobile device and a 

data source on the web (see above at Section IX.A.1.i), such that Simmers’s 

teachings regarding a combination PDA/cellular phone were relevant for 

implementing Cheyer’s communications.  In view of Simmers’s teachings, a 

person of ordinary skill would have been motivated and been capable of modifying 
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the combined Cheyer-Thrift-Shwartz process so that Cheyer’s data link discussed 

above for the preamble of claim 1 includes a cellular telephone system.   

198. This would have been a mere combination of known components and 

technologies (e.g., Cheyer’s disclosure of communication between a user’s mobile 

device and a remote data source to provide the user with desired data from the data 

source, and Simmers’s disclosure of a cellular telephone system), according to 

known methods (e.g., a person of ordinary skill would have known how to 

implement a cellular telephone system to achieve Cheyer’s communication 

between a mobile device and a remote data source), to obtain predictable results 

(e.g., communication between two devices using a known networking technology).   

199. Thus, a person of ordinary skill would have been motivated to 

implement Cheyer’s data link to include a cellular telephone system, as recited in 

claim 5.   

200. A person of ordinary skill would further have been motivated in view 

of the foregoing references to configure Cheyer’s mobile device of the user 

(“mobile information appliance”) to be a wireless telephone as recited in claim 7.  

For example, a person of ordinary skill would have known that a wireless 

telephone was typically used with a cellular telephone system in order to provide 
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portability and that a wireless telephone would have been a convenient device for a 

user to use and would have been familiar to the user.   

201. Such a configuration would have been a mere combination of known 

components and technologies (e.g., a known cellular telephone system and a 

wireless telephone that was known to be used with such a cellular telephone 

system, Cheyer’s disclosure of a mobile device such as a PDA (Ex. 1012, 4, 6), 

and Simmers’s disclosure of a combination PDA-cell phone (Ex. 1017, 1:47-48)), 

according to known methods (e.g., a person of ordinary skill knew how to 

configure a device to be a wireless telephone), to achieve predictable results (e.g., 

providing a user with a wireless telephone).   

202. A PDA’s flexibility and expandability were well-known by the time 

of the alleged invention, and it was well-known that a PDA could operate as both a 

cellular phone (Ex. 1017, 1:47-48) and a remote control (Ex. 1033, 812).  Simmers 

(discussed above) shows that it was known to implement a device that is both a 

cellular phone and a PDA (Ex. 1017, 1:47-48), and Konstan (discussed above for 

claims 8 and 9) shows that it was known to implement a device that is both a PDA 

and a remote control (Ex. 1033, 812).  A person of ordinary skill would have 

similarly known how to implement a device that is both a remote control for a 

television and a wireless telephone.  A person of ordinary skill would have 
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recognized the benefit of configuring a single device to be both a remote control 

for a television and a wireless telephone, e.g., so that the user could use the device 

to control his/her television when he/she was at home and could use the same 

device for cellular phone calls (e.g., when he/she was at home or in a car), thereby 

promoting convenience for the user in terms of reducing the number of devices that 

the user needed to use.   

2. Claims 14, 16, 23, 25 

i) [14.a] “The computer program of claim 10, wherein 
the data link includes a wireless telephone system.” 

ii) [16.a] “The computer program of claim 10, wherein 
the mobile information appliance is a wireless 
telephone.” 

iii) [23.a] “The system of claim 19, wherein the data link 
includes a cellular telephone system.” 

iv) [25.a] “The system of claim 19, wherein the mobile 
information appliance is a wireless telephone.” 

203. Cheyer in combination with Thrift, Shwartz, and Simmers discloses 

these limitations for at least the same reasons as presented above regarding claims 

5 and 7.  (See above at Sections IX.D.1.i-ii.)  A person of ordinary skill would have 

been motivated to implement a wireless telephone system as recited in claim 14 for 

similar reasons as discussed above for claim 5 regarding implementing a cellular 
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This+q^aContinuation In Part of co-pending U.S. Patent Application No.
rfr^

091225,L98, fiIed January 5,7999, Provisional U.S. Patent Application No.

60/ 124,7 lS,filed March 17, Iggg,Provisional U.S. Patent Application No.

601124,720, filed March 17,1999, and Provisional U.S. Patent Application No.

601124,719, filed March 17, 1999, from which applications priority is claimed and

these application are incorporated herein by reference. ,

The present invention relates generally to the navigation of electronic data by

means of spoken natural language requests, and to feedback mechanisms and methods

for resolving the enors and ambiguities that may be associated with such requests.

As global elechonic connectivity continues to grow, and the universe of

electronic data potentially available to users continues to expand, there is a growing

need for information navigation technology that allows relatively naive users to

navigate and access desired data by means of natural language input. In many of the

most important markets -- including the home entertainment arena, aS well as mobile

computing -- spoken natural language input is highly desirable, if not ideal. As just

one example, the proliferation of high-bandwidth communications infrastructure for

the home entertainment market (cable, satellite, broadband) enables delivery of

movies-on-demand and other interactive multimedia content to the consumer's home

television set. For users to take full advantage of this qqntent stream ultimately

requires interactive navigation of content databases in a manner that is too complex

for user-friendly selection by means of a haditional remote-control clicker. Allowing

spoken natural language requests as the input modality for rapidly searching and

accessing desired content is an important objective for a successful consumer

entertainment product in a contglt off'ering a dizzyingrange of database content

choices. As further examples, this same need to drive navigation of (and transaction

with) relatively complex data warehouses using spoken natural language requests

applies equally to surfing the Intemet/Web or other networks for general information,

multimedia content, or e-commerce transactions.
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In general, the existing navigational systems for browsing electronic databases

and data warehouses (search engines, menus, etc.), have been designed without

navigation via spoken natural language as a specific goal. So today's world is full of
existing electronic data navigation systems that do not assume browsing via natural

spoken commands, but rather assume text and mouse-click inputs (or in the case of
TV remote controls, even less). Simply recognizing voice commands within an

exftemely limited vocabulary and grammar -- the spoken equivalent of button/click

input (e.g., speaking "channel 5" selects TV channel 5) -- is really not sufficient by

itself to satisfu the objectives described above. In order to deliver a true "win" for

users, the voice-driven front-end must accept spoken natural language input in a

manner that is intuitive to users. For example, the front-end should not require

learning a highly specialized command language or format. More fundamentally, the

front-end must allow users to speak directly in terms of what the user ultimately wants

-- e.9., "I'd like to see a western film directed by clint Eastwood" -- as opposed to

speaking in terms of arbitrary navigation structures (e.g., hierarchical layers of menus,

commands, etc.) that are essentially artifacts reflecting constraints of the pre-existing

texVclick navigation system. At the same time, the front-end must recognize and

accommodate the reality that a sheam of naive spoken natural language input will,

over time, typically present a variety of enors and/or ambiguilips: e.g.,

garbled/unrecognized words (did the user say "Eastwood" or "Easter"?) and under-

constrained requests ("Show me the Clint Eastwood movie"). An approach is needed

for handling and resolving such errors and ambiguities in a rapid, user-friendly, non-

frushating manner.

What is needed is a methodology and apparatus for rapidly constructing a

voice-driven front-end atop an existing, non:voice data navigation system, whereby

users can interact by means of intuitive natural language input not strictly conforming

to the step-by-step browsing architecture of the existing navigation system, and

wherein any elrors or ambiguities in user input are rapidly and conveniently resolved.

The solution to this need should be compatible with the conshaints of a multi-user,

distributed environment such as the Internet/Web or a proprietary high-bandwidth

content delivery network; a solution contemplating one-at-a-time user interactions at a

single location is insufficient, for example.
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n addresses the above needs by providing a system,

manufacture for navigating network-based electronic data

spoken NL input requests. When a spoken natural language

input request is ived from a user, it is interpreted, such as by using a speech

recognluon engl extract speech data from acoustic voice signals, and using a

natural language to linguistically parse the speech data. The interpretation of
the spoken languagg request can be performed on a computing device locally

) sources m

l0 with the user or

thereupon used

database, the

language.

tely from the user. The resulting interpretation of the request is

automatically construct an operational navigation query to retrieve

the desired i tion from one or more electronic network data sources. which is

then to a client device of the user. If the network data source is a

15
i-x

i'r'l

,i jj

igation query is constructed in the format of a database query

ly, errors or ambiguities emerge in the interpretation of the spoken NL

request, such hat the system cannot instantiate a complete, valid navigational

is to be expected occasionally, and one prefer.red aspect of thetemplate. Thi

mvenuon ls ability to handle such errors and ambiguities in relatively graceful and

20 user-friendlv . Instead of simply rejecting such inpul 6nd defaulting to

modes or simply asking the user to try again, a prefened embodiment

of the present ion seeks to converge rapidly toward instantiation of a valid

navigational

either before

by soliciting additional clarification from the user as necessary,

after a navigation of the data source, via multimodal input, i.e., by

means of u selection or other input modalities including and in addition to spoken

natural This clariffing, multi-mOdal dialogue takes advantage of whatever

partial navi

user's NL request. This clarification process continues until the system

convefses an adequately instantiated navigational template, which is in turn

used to nav the network-based data and retrieve the user's desired information.

The rehi information is transmitted across the network and presented to the user

t

on a suita client display device.

-3-
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In a further aspect of the present invention, the construction of the navigation

query includes exhacting an input template for an online scripted interface to the data

source and using the input template to construct the navigation query. The extraction

of the input template can include dynamically scraping the online scripted interface.
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The invention, together with further advantages thereof, may best be

understood by reference to the following description taken in conjunction with the

accompanying drawings in which:

i

Figure la illustates a system providing a spoken natural language interface

for network-based information navigation, in accordance with an embodiment of the

present invention with server-side processing of requests;

Figure lb illustrates another system providing a spoken natural language

interface for network-based information navigation, in accordance with an

t0 embodiment of the present invention with client-side processing of requests;

Figure 2 illustrates a system providing a spoken natural language interface for

network-based information navigation, in accordance with an embodiment of the

present invention for a mobile computing scenario;

Figure 3 illushates the functional logic components of a request processing

module in accordance with an embodiment of the prese4! invention;

Figure 4 illustrates a process utilizing spoken natural language for navigating

an electronic database in accordance with one embodiment of thp present invention;
.:.,

Figure 5 illustrates a process for constructing a navigational query for

accessing an online data source via an interactive, scripted (e,9,, CGI) form; and
,i.i,

Figure 6 illushates an embodiment of the present invention utilizing a

community of distributed, collaborating electronic agents.

Q;

-5-
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1.. Svstem Architecture

a. Server-End Processing of Spoken Input

Figure la is an illustration of a data navigation system driven by spoken

natural language input, in accordance with one embodiment of the present invention.

As shown, a user's voice input data is captured by a voice input device 102, such as a

microphone. Preferably voice input device 102 includes a button or the like that can

be pressed or held-down to activate a listening mode, so that the system need not

continually pay attention to, or be confused by, inelevant background noise. In one

prefened embodiment well-suited for the home entertainment setting, voice input

device i02 is a portable remote control device with an integrated microphone, and the

voice data is transmitted from device 102 preferably via infrared (or other wireless)

link to communications box 104 (e.g., a set-top box or a similar communications

device that is capable of retansmitting the raw voice data pnd/or processing the voice

data) local to the user's environment and coupled to communications network 106.

The voice data is then transmitted across network 106 to a remote server or servers

108. The voice data may preferably be hansmifted in compressed digitized form, or

alternatively --particularly where bandwidth constraints are significant- in analog

format (e.g., via frequency modulated transmission), in the lattpl case being digitized

upon arrival at remote server 108.

At remote server 108, the voice data is processed by request processing logic

300 in order to understand the user's request and construct an appropriate query or

request for navigation of remote data source 1 10, in accordance with the interpretation

process exemplified in Figure 4 and Figure 5 and discussed in greater detail below.

For purposes of executing this process, request processing logic 300 comprises

functional modules including speech recognition engine 310, natural language (NL)

parser 320, query construction logic 330, and query refinement logic 340, as shown in

Figure 3. Data source 1i0 may comprise database(s), InterneVweb site(s), or other

electronic information repositories, and preferably resides on a central server or

servers -- which may or may not be the same as server 108, depending on the storage

l5
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and bandwidth needs of the application and the resources available to the practitioner.

Data source 110 may include multimedia content, such as movies or other digital

video and audio content, other various forms of entertainment data, or other elechonic

information. The contents of data source 110 are navigated -- i.e., the contents are

accessed and searched, for retrieval of the particular information desired by the user --

using the processes of Figures 4 and 5 as described in greater detail below.

Once the desired informafion has been retrieved from data source 110, it is
elechonically hansmitted via network 106 to the user for viewing on client display

device 1I2.In a preferred embodiment well-suited for the home entertainment setting,

display device 112 is a television monitor or similar audiovisual gntertainment device,

typically in stationary position for comfortable viewing by users. In addition, in such

prefened embodiment, display device 112 is coupled to or integrated with a

communications box (which is preferably the same as communications box 104, but

may also be a separate unit) for receiving and decoding/formatting the desired

electronic information that is received across communications network 106.

Network 106 is a two-way electronic communications network and may be

embodied in electronic communication infrastructure including coaxial (cable

television) lines, DSL, fiber-optic cable, traditional copper wire (twisted pair), or any

other type of hardwired connection. Network 106 mq.yr,?lso include a wireless

connection such as a satellite-based connection, cellular connection, or other type of

wireless connection. Network 106 may be part of the Internet and may support

TCP/IP communications, or may be embodied in a proprietary network, or in any

other electronic communications network infrastructure, whether packet-switched or

connection-oriented. A design consideration is that network 106 preferably provide

2s suitable bandwidth depending upon the nature of the content anticipated for the

desired application.

b. Client-End Processing.of Spoken Input

Figure lb is an illushation of a data navigation system driven by spoken

natural language input, in accordance with a second embodiment of the present

30 invention. Again, a user's voice input data is captured by a voice input device I02,

such as a microphone. In the embodiment shown in Figure lb, the voice data is

15
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transmitted from device 202 to requests processing logic 300, hosted on a local speech

processor, for processing and interpretation. In the preferred embodiment illushated

in Figure lb, the local speech processor is conveniently integrated as part of

communications box 104, although implementation in a physically separate (but

co'mmunicatively coupled) unit is also possible as will be readily apparent to those of

skill in the art. The voice data is processed by the components of request processing

logic 300 in order to understand the user's request and construct an appropriate query

or request for navigation of remote data source 110, in accordance with the

interpretation process exemplified in Figures 4 and 5 as discussed in greater detail

below. ' 
,

the resulting navigational query is then transmitted electronically across

network 106 to data source 110, which preferably resides on a central server or

servers 108. As in Figure la, data source 110 may comprise database(s), InterneUweb

site(s), or other elechonic information repositorles, and preferably may include

multimedia conten! such as movies or other digital video and audio content, other

various forms of entertainment data, or other electronic information. The contents of

data source 1 l0 are then navigated -- i.e., the contents are accessed and searched, for

retrieval of the particular information desired by the user -. preferably using the

process of Figures 4 and 5 as described in greater detail bdlgw. Once the desired

information has been retrieved from data source 110, it is elechonically transmitted

via network 106 to the user for viewing on client display device 112.

In one embodiment in accordance with Figure lb and well.suited for the home

entertainment setting, voice input device 102 is a portable remote control device with

an integrcted microphone, and the voice data is transmitted from device 102

preferably via infrared (or other wireless) link to the local speech processor. The

local speech processor is coupled to communications network 106, and also

preferably to client display device i 12 (especially for purposes of query refinement

fiansrrissions, as discussed below in connection with Figure 4, step 4I2), and

preferably may be integrated within or coupled to communications box 104. In

addition, especiatly for purposes of a home entertainment application, display device

112 is preferably a television monitor or similar audiovisual entertainment device,

typically in stationary position for comfortable viewing by users. In addition, in such

t5
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prefened embodiment, display device 112 is coupled to a communications box (which

is preferably the same as communications box 104, but may also be a physically

separate unit) for receiving and decoding/formatting the desired electronic

information that is received across communications network 106.

Design considerations favoring server-side processing and interpretation of

spoken input requests, as exemplified in Figure la, include minimizing the need to

distribute costly computational hardware and software to all client users in order to

perform speech and language processing. Design considerations favoring client-side

processing, as exemplified,in Figure lb, include minimizing the quantity of data sent

upstream across the network from each client, as the speech recognition is performed

before hansmission across the network and only the query data and/or request needs

to be sent, thus reducing the upstream bandwidth requirements.

c. Mobile Client Embodiment

A mobile computing embodiment of the present invention may be

implemented by practitioners as a variation on the embodiments of either Figure la or

Figure lb. For example, as depicted in Figure 2, a fiIabile variation in accordance

with the server-side processing architecture illushated in Figure la may be

implemented by replacing voice input device 102, communications box 104, and

client display device 112, with an integrated, mobile, information appliance 202 such

as a cellular telephone or wireless personal digital assistant (wireless PDA). Mobile

information appliance 202 essentially performs the f,1pgtions of the replaced

components. Thus, mobile information appliangg, 202r"receives spoken natural

language input requests from the user in the form of voice data, and transmits that

data (preferably via wireless data receirrzing station 204) across communications

network 206 for server-side interpretation of the request, in similar fashion as

described above in connection with Figure l. Navigation of data source 210 and

retrieval of desired information likewise proceeds in an analogous manner as

described above. Display information hansmitted elechonically back to the user

across network 206 is displayed for the user on the display of information appliance

202, and audio information is output through the appliance's speakers.

l5
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Practitioners will further appreciate, in light of the above ,teachings, that if
mobile information appliance 202 is equipped with sufficient computational

processing power, then a mobile variation of the client-side architecture exemplified

in Figure 2 may similarly be implemented. In that case, the modules corresponding to

request processing logic 300 would be embodied locally in the computational

resources of mobile information appliance 202, and the logical flow of data would

otherwise follow in a manner analogous to that previously described in connection

with Figure lb.

As illushated in Figure 2, multiple users, each having their own client input

device, may issue requests,,simultaneously or otherwise, for navigation of data source

210. This is equally true (though not explicitly drawn) for the embodiments depicted

in Figures la and lb. Data source 210 (or 100), being a network accessible

information resource, has typically already been constructed to support access

requests from simultaneous multiple network users, as known by practitioners of

ordinary skill in the art. In the case of server-side speech processing, as exemplified

in Figures la and 2, the interpretation logic and eno,r correction logic modules are

also preferably designed and implemented to support queuing and multi-tasking of

requests from multiple simultaneous network users, as will be appreciated by those of

skill in the art.

It will be apparent to those skilled in the art that 4dditional implementations,

permutations and combinations of the embodiments set forth in Figures ia, ib, and 2

may be created without shaying from the scope and spirit of the present invention.

For example, practitioners will understand, in iight of the above teachings and design

considerations, that it is possible to divide and allocate the functional components of

request processing logic 300 between client and server. For example, speech

recognition - in entirety, or perhaps just early stages such as feature extraction --

might be performed locally on the glignt end, perhaps to reduce bandwidth

requirements, while natural language paning- and other necessary processing might be

performed upstream on the server end, so that more extensive computational power

need not be distuibuted locally to each client. In that case, corresponding portions of

request processing logic 300, such as speech recognition engine 310 or portions

15

i:!!

"sili

ii

ii

- 10-

t{

Page 18 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3183



t0

thereof, would reside locally at the client as in Figure lb, while other component

modules would be hosted at the server end as in Fieures 1a and 2.

Further, practitioners may choose to implement the each of the various

embodiments described above on any number of different hardware and software

computing platforms and environments and various combinations thereof, including,

by way of just a few examples: a general-purpose hardware microprocessor such as

the Intel Pentium series; operating system software such as Microsoft Windows/CE,

Palm OS, or Apple Mac OS (particularly for client devices and client-side

processing), or Unix, Linux, or WindowsA{T (the latter three particularly for network

data servers and server-side processing), anilor proprietary information access

platforms such as Microsoft's WebTV or the Diva Systems video-on-demand system.

2. Processing Methodology

The present invention provides a spoken natural language interface for

interrogation of remote electronic databases and retrieval of desired information. A

preferred embodiment of the present invention utilizes the basic methodology outlined

in the flow diagram of Figure 4 in order to provide thig interface. This methodology

will now be discussed.

a. Interpreting Spoken Natural Lansuage Requests

At step 402, the user's spoken request for information is initially received in

the form of raw (acoustic) voice data by a suitable input device, as previously

discussed in connection with Figures 1-2. At step 404 the voice data received from

the user is interpreted in order to understand the user's request for information.

Preferably this step includes performing speech recognition in order to extract words

from the voice data, and further includes natural language parsing of those words in

order to generate a structured linguistic representation ofthe user's request.

Speech recognition in step 404 is performed using speech recognition engine

310. A variety of commercial quality, sppqch recognition engines are readily

available on the market, as practitioners will know. For example, Nuance

Communications offers a suite of speech recognition engines, including Nuance 6, its

current flagship product, and Nuance Express, a lower cost package for entry-level

tl- tt -
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applicafions. As one other example, IBM offers the ViaVoice speech recognition

engine, including a low-cost shrink-wrapped version available through popular

consumer distribution channels. Basically, a speech recognition engine processes

acousfic voice data and attempts to generate a text stream of recognized words.

Typically, the speech recognition engine is provided with a vocabulary lexicon

of likely words or phrases that the recognition engine can match against its analysis of

acoustical signals, for purposes of a given application. Preferably, the lexicon is

dynamically adjusted to reflect the current user context, as established by the

preceding user inputs. For example, if a user is engaged in a dialogue with the system

about movie selection, the recognition engine's vocabulary may preferably be adjusted

to favor relevant words and phrases, such as a stored list of proper names for popular

movie actors and directors, etc. Whereas if the current dialogue involves selecfion

and viewing of a sports event, the engine's vocabulary might preferably be adjusted to

favor a stored list of proper names for professional sports teams, etc. In addition, a

speech recognition engine is provided with language models that help the engine

predict the most likely interpretation of a given segment of acoustical voice data, in

the cunent context of phonemes or words in which the segment appears. In addition,

speech recognition engines often echo to the user, in more or less real-time, a

transcription of the engine's best guess at what the user has said, giving the user an

opportunity to confirm or reject.

In a further aspect of step 404, natural language interpreter (or parser) 320

linguistically parses pnd interprets the textual output of !hg, speech recoglition engine.

In a preferred embodiment of the present invention, the natural-language interpreter

attempts to determine both the meaning of spoken words (semantic processing) as

well as the grammar of the statement (syntactic processing), such as the Gemini

Natural Language Understanding System developed by SRI International. The

Gemini system is described in detail in publications entitled "Gemini: A Natural

Language System for Spoken-Language Understanding" and "Interleaving Syntax and

Semantics in an Efficient Bottom-U.tp f'nrser," both of which are currently available

online at http://www.ai.sri.com/natural-languaee/projects/ama-sls/nat:lane.html.

(Copies of those publications are also included in an information disclosure statement

submitted herewith, and are incorporated herein by this reference). Briefly, Gemini

It
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applies a set of syntactic and semantic grammar rules to a word string using a bottom-

up parser to generate a logical form, which is a structured representation of the

context-independent meaning of the string. Gemini can be used with a variety of

grarnmars, including general English grammar as well as application-specific

grammars. The Gemini parser is based on "unification gtammar," meaning that

gtammatical categories incorporate features that can be assigned values; so that when

grammatical category expressions are matched in the course of parsing or semantic

interpretation, the information contained in the features is combined, and if the feature

values are incompatible the match fails.

It is possible for some applications to achieve a significant reduction in speech

recognition error by using the natural-language processing, system to re-score

recognition hypotheses. For example, the gmmmars defined for a language parser

like Gemini may be compiled into context-free grammar that, in tum, can be used

directly as language models for speech recognition engines like the Nuance

recognizer. Further details on this methodology are provided in the publication

"Combining Linguistic and Statistical Knowledge Sources in Natural-Language

Processing for ATIS" which is currently available online through

http://www.ai.sri.com/natural-language/projects/arpa-sls/spnl-int.html. A copy of this

publication is included in an information disclosure submitted herewith, and is

incorporated herein by this reference.

In an embodiment of the present invention thal may be preferable for some

applications, the natural language interpreter "learns" ftom the past usage patterns of

a particular user or of groups of users. In such an embodimen! the successfully

interpreted requests ofusers are stored, and can then be used to enhance accuracy by

25 comparing a current request to the stored requests, thereby allowing selection of a

most probable result.

b. Constructing Navigation Oueries

In step 405 request processing logic 300 identifies and selects an appropriate

online data source where the desired information (in this case, culrent weather reports

for a given city) can be found. Such selection may involve look-up in a locally stored

table, or possibly dynamic searching through an online search engine, or other online
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search techniques. For some applications, an embodiment of the present invention

may be implemented in which only access to a particular data source (such as a

particular vendor's proprietary content database) is supported; in that case, step 405

may be trivial or may be eliminated entirely.

Step 406 attempts to construct a navigation Query, reflecting the interpretation

of step 404. This operation is preferably performed by query construction logic 330.

A "navigation query" means an electronic query, form, series of menu

selections, or the like; being structured appropriately so as to navigate a particular

data source of interest in s.earch of desired information. In other words, a navigation

query is constructed such that it includes whatever content and siructure is required in

order to access desired information electronically from a particular database or data

source ofinterest.

For example, for many existing electronic databases, a navigation query can

be embodied using a formal database query language such as Standard Query

Language (SQL). For many databases, a navigation query can be constructed through

a more user-friendly interactive front-end, such as a series of menus and/or interactive

forms to be selected or filled in. SQL is a standard interactive and programming

language for getting information from and updating a database. SQL is both an ANSI

and an ISO standard. As is well known to practitioners, a Relational Database

Management System (RDBMS), such as Microsoft's Access, Oracle's OracleT, and

Computer Associates' CA-Openlngres, allow programmerg to create, update, and

administer a relational database. Practitioners of ordinary skill in the art will be

thoroughly familiar with the notion of database navigation through stuctured Query,

and will be readily able to appreciate and utilize the existing data structures and

navigational mechanisms for a given database, or [o create such structures and

mechanisms where desired.

In accordance with the present inveniibn, the query constructed in step 406

must reflect the user's request as interpreted by the speech recognition engine and the

NL parser in step 404. In embodiments of the present invention wherein data source

110 (or 210 in the conesponding pmbodiment of Figure 2) is a structured relational

database or the like, step 406 of the present invention may entail constructing an
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appropriate Structured Query Language (SQL) query or the like, or automatically

filling out a front-end query form, series of menus or the like, as described above.

In many existing Intemet (and Inhanet) applications, an online electronic data

source is accessible to users only through the medium of interaction with a so-called

Common Gateway Interface (CGI) script. Typically the user who visits a web site of

this nature must fill in the fields of an online interactive form. The online form is in

turn linked to a CGI script, which hansparently handles actual navigation of the

associated data source and produces output for viewing by the user's web browser. In

other words, direct user access to the data source is not supported, only mediated

access through the form and, CGI script is offered. 
1

For applications of this nature, an advantageous embodiment of the present

invention "scrapes" the scripted online site where information desired by a user may

be found in order to facilitate construction of an effective navigation query. For

example, suppose that a user's spoken natural language request is: "What's the weather

in Miami?" After this request is received at step 402 and interpreted at step 404,

assume that step 405 determines that the desired weather information is available

online through the medium of a CGl-scripted interactive form. Step 406 is then

preferably carried out using the expanded process diagrammed in Figure 5. ln
particular, at sub-step 520, query construction logic 330 elechonically "scrapes" the

online interactive form, meaning that query consffucfion logic 330 automatically

extracts the format and structure of input fields accepted by the online form. At sub-

step 522, a navigation query is then constructed by instantiating (filling in) the

extracted input format -- essentially an electronic template -- in a manner reflecting

the user's request for information as interpreted in step 404. The flow of conhol then

retuins to step 407 of Figure 4. Ultimately, when the query thus constructed by

scraping is used to navigate the online data source in step 408, the query effectively

initiates the sante scripted response as if a human user had visited the online site and

had typed appropriate enties into the input fields of the online form.

In the embodiment just described, scraping step 520 is preferably carried out

with the assistance of an online extraction utility such as WebL. WebL is a scripting

l5
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interpreted language that has built-in support for common web protocols like HTTP

and FTP, and popular data types like HTML and XML. Webl's implementation

language is Java, and the complete source code is available from Compaq. In

addition, step 520 is preferably performed dynamically when necessary -- in other

words, on-the-fly in response to a particular user query -- but in some applications it

may be possible to scmpe relatively stable (unchanging) web sites of likely interest in

advance and to cache the resulting template information.

It will be apparent, in light of the above teachings, that preferred embodiments

of the present invention can provide a spoken natural language interface atop an

existing, non-voice data navigation system, whereby users can,interact by means of

intuitive natural language rnput not strict$ conforming to the linear browsing

architecture or other artifacts of an existing menu/textlclick navigation system. For

example, users of an appropriate embodiment of the present invention for a video-on-

demand application can directly speak the natural request: "Show me the movie

'Unforgiven"' -- instead of walking step-by-step through a typically linear sequence of

genre/title/actor/director menus, scrolling and selecting from potentially long lists on

each menu, or instead of being forced to use an alphanumeric keyboard that cannot be

as comfortable to hold or use as a lightrveight remote cqntrol. Similarly, users of an

appropriate embodiment of the present invention for a web-surfing application in

accordance with the process shown in Figure 5 can directly speak the natural request:

"Show me a one-month price chart for Microsoft stockll -- instead of potentially

having to navigate to an appropriate web site, search for the right ticker symbol,

enter/select the symbol, and specifli display of the desired one-month price chart, each

of those steps potentially involving manual navigation and f,gfa entry to one or more

different interaction screens. (Note that these examples are offered to illustrate some

of the potential benefits offered by appropriate embodiments of the present invention,

and not to limit the scope of the invention in any respect.)

c. Error Correction 
:

Several problems can arise when attempting to perform searches based on

spoken natural language input. As indicated at decision step 407 in the process of

Figure 4, certain deficiencies may be identified during the process of query
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construction, before search of the data source is even attempted. For example, the

user's request may fail to speciff enough information in order to construct a

navigation query that is specific enough to obtain a satisfactory search result. For

example, a user might orally request "what's the weather?" whereas the national

online data source identified in step 405 and scraped in step 520 might require

speciffing a particular city.

Additionally, certain deficiencies and problems may arise following the

navigational search ofthe data source at step 408, as indicated at decision step 409 in

Figure 4. For example, with reference to a video-on-demand application, a user may

wish to see the movie "Unforgiven", but perhaps the user can't reball name of the film,

but knows it was directed by and starred actor Clint Eastwood. A typical video-on-

demand database might indeed be expected to allow queries specifuing the name of a

ieading actor and/or director, but in the case of this query - as in many cases -- that

will not be enough to narrow the search to a single film, and additional user input in

some form is required.

In the event that one or more deficiencies in the. user's spoken request, as

processed, result in the problems described, either at step 407 or 409, some form of

error handling is in order. A shaightforward, crude technique might be for the system

to respond simply "tnput not understood / insfficient; please try again." However,

that approach will likely result in frustrated users, and is not optimal or even

acceptable for most applications. Instead, a preferred technique in accordance with

the present invention handles such errors and deficiencies in pser input at step 412,

whether detected at step 407 or step 409, by soliciting bdditional input from the user

in a manner taking advantage of the partial construction already performed and via

user interface modalities in addition to spoken natural language ("multi-modality").

This supplemental interaction is preferably conducted through client display device

112 (202, in the embodiment of Fiqqe2), Td may include textual, graphical, audio

andor video media. Further aetdils and gSarnples are provided below. Query

refinement logic 340 preferably carries out step 412. The additional input received

from the user is fed into and augments interpreting step 404, and.query consfuction

step 406 is likewise repeated with the benefit of the augmented interpretation. These

operations, and subsequent navigation step 408, are preferably repeated until no
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remaining problems or deficiencies are identified at decision points 407 or 409.

Further details and examples for this query refinement process are provided

immediatelv below.

Consider again the example in which the user of a video-on-demand

application wishes to see "Unforgiven" but can only recall that it was directed by and

starred Clint Eastwood. First, it bears noting that using a prior art navigational

interface, such as a conventional menu interface, will likely be relatively tedious in

this case. The user can proceed through a sequence of menus, such as Genre (select

"western"), Title (skip), Actor ("Clint Eastwood"), and Director ("Clint Eastwood").

In each case --especially for the last two items -- the user would typically scroll and

select from fairiy long lists in order to enter his or her desired name, or perhaps use a

relatively couch-unfriendly keypad to manually $pe the actor's name twice.

Using a preferred embodiment of the present invention, the user instead speaks

aloud, holding remote control microphone 102,uI want to see that movie starring and

directedbyClintEastwood. Can'trememberthetitle." Atstep 402the voicedatais

received. At step 404 the voice data is interpreted. At step 405 an appropriate online

data source is selected (or perhaps the system is directly. connected to a proprietary

video-on-demand provider). At step 406 a query is automatically constructed by the

query construction logic 330 specifuing "Clint Eastwood" in both the actor and

director fields. Step 407 detects no obvious problems, and so the query is

elechonically submitted and the data source is navigated at step 408, yielding a list of

several records satisffing the query (e.g., "Unforgiven", "T#E 
Crime", "Absolute

Power", etc.). Step 409 detects that additional user input is needed to further refine

the query in order to select a particular film for viewing.

At that point, in step 4I2 query refinement logic 340 might preferably

generate a display for client display device 112 showing the (relatively short) list of

film titles that satisff the user's stated constraints,,The user can then preferably use a

relatively convenient input modality, such 4s buttons on the remote control, to select

the desired title from the menu. In a fuither prefened embodiment, the first title on

the list is highlighted by default, so that the user can simply press an "OK" button to

choose that selection. In a further prefened feature, the user can mix input modalities
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by speaking a response like "I want number one on the list." Alternatively, the user

can preferably say, "Let's see Unforgiven," having now been reminded of the title by

the menu display.

Utilizing the user's supplemental input, request processing logic 300 iterates

again through steps 404 and 406, this time constructing a fully-specified query that

specifically requests the Eastwood film "Unforgiven." Step 408 navigates the data

source using that query and retrieves the desired film, which is then electronically

transmitted in step 410 from network server 108 to client display device ll2 via

communications network I 06.

Now consider again the example in which the usef of a web surfing

application wants to know his or her local weather, and simply asks, "what's the

weather?" At step 402 the voice data is received. At step 404 the voice data is

interpreted. At step 405 an online web site providing current weather information for

major cities around the world is selected. At step 406 and sub-step 520, the online

site is scraped using a Webl-style tool to extract an input template for interacting

with the site. At sub-step 522, qruery construction logic 330 attempts to construct a

navigation query by instantiating the input template, bu,t determines (quite rightly)

that a required field - name of city -- cannot be determined from the user's spoken

request as interpreted in step 404. Step 407 detects this deficiency, and in step 412

query refinement logic 340 preferably generates output for client display device 112

soliciting the necessary supplemental input. In a preferred embodiment, the output

might display the name of the city where the user is locatpd highlighted by default.

The user can then simply press an "OK' button -- or perhaps mix modalities by saying

"yes, exactly" -- to choose that selection. A prefened embodiment would further

display an alphabetical scrollable menu listing other major cities, and/or invite the

user to speak or select the name of the desired city.

Here again, ufilizing the user's supplemental input, request processing logic

300 iterates through steps 404 and 406. This time, in performing sub-step 520, a

cached version of the input template alp,,a scraped in the previous iteration might

preferably be retrieved. In sub-step 522, query construction logic 330 succeeds this

time in instantiating the input template and constructing an effective QuerY, since the

l5
i:i!

:--

)i

- t9-

Page 27 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3192



10

desired city has now been clarified. Step 408 navigates the data source using that

query and retrieves the desired weather information, which is then elechonically

transmitted in step 410 from network server 108 to client display device 1I2 via

communications network I 06.

It is worth noting that in some instances, there may be details that are not

explicitly provided by the user, but that query construction logic 330 or query

refinement logic 340 may preferably deduce on their own through reasonable

assumptions, rather than requiring the use to provide explicit clarification. For

example, in the example previously described regarding a request for a weather

report, in some applications it might be preferable for the system to simply assume

that the user means a weather report for his or her home area and to retrieve that

information, if the cost of doing so is not significantly greater than the cost of asking

the user to clarifr the query. Making such an assumption might be even more

shongly justified in a preferred embodiment, as described earlier, where user histories

are tracked, and where such history indicates that a particular user or group of users

typically expect local information when asking for a weather forecast. At any rate, in

the event such an assumption is made, if the user actually intended to request the

weather for a different city, the user would then need to ask his or her question again.

It will be apparent to practitioners, in light of the above teachings, that the choice of

whether to program query construction logic 330 and query refinement logic 340 to

make make particular assumptions will typically involv€ trade-offs involving user

conveience that can be assessed in the context ofspecific applications.
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3. Open Agent Architecture (OAA@)

Open Agent Architecturtru (OAA@) is a software platform, developed by the

assignee of the present invention, that enables effective, dynamic collaboration among

communities of distributed elechonic agents. OAA is described in greater detail in

co-pending U.S. Patent Application No. 09/225,198, which has been incorporated

herein by reference. Very briefly, the functionality of each client agent is made

available to the agent community through registration of the client agent's capabilities

with a facilitator. A software "wrapper" essentially surrounds the underlying

application program performing the services offered by each client. The common

infrastructure for constructing agents is preferably supplied by an agent library. The

agent library is preferably accessible in the runtime environment of several different

programming languages. The agent library preferably minimizes the effort required

to construct a new system and maximizes the ease with which legacy systems can be

"wrapped" and made compatible with the agent-based architecture of the present

invention. When invoked, a client agent makes a connection to a facilitator, which is

known as its parent facilitator. Upon connection, an agent registers with its parent

facilitator a specification of the capabilities and services it can provide, using a high-

level, declarative Interagent Communication Language ("ICL') to express those

capabilities. Tasks are presented to the facilitator in the form of ICL goal expressions.

When a facilitator determines that the registered capabilitiep of one of its client agents

will help satisfu a current goal or sub-goal thereof, the facilitator delegates that sub-

goal to the client agent in the form of an ICL request. The client agent processes the

request and refurns answers or information to the facilitator. In processing a request,

the client agent can use ICL to request services of other agents, or utilize other

infrastructure services for collaborative work. The facilitator coordinates and

integrates the results received from different client agents on various sub-goals, in

order to satisfu the overall,goal.

..;l 
.'l

OAA provides a useful software platform for building systems that integrate

spoken natural language as well as other user input modalities. For example, see the

above-referenced co-pending patent application, especially Figure 13 and the

corresponding discussion of a "multi-modal maps" application, and Figure 12 and the
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corresponding discussion of a "unified messaging" application. Another example is

the InfoWiz interactive information kiosk developed by the assignee and described in

the document entitled "InfoWiz: An Animated Voice Interactive Information System"

available online at http://www.ai.sri.comi-oaalapplications.html. A copy of the

InfoWhiz document is provided in an Information Disclosure Statement submitted

herewith and incorporated herein by this reference. A further example is the

"CommandTalk" application developed by the assignee for the U.S. military, as

described online at http://www.ai.sri.com/-lesaf/commandtalk.html and in the

following publications, copies of which are provided in an Information Disclosure

Statement submitted herewith and incorporated herein by this reference:

r "CommandTalk: A Spoken-Language Interface for Battlefleld Simulations",

1997,by Robert Moore, John Dowding, Harry Bratt, J. Mark Gawron, Yonael

Gorfu and Adam Cheyer, in "Proceedings of the Fifth Conference on Applied

Natural Language Processing", Washington, DC, pp. l'7, Association for
Computafi onal Linguistics

o "The CommandTalk Spoken Dialogue System", 1999,by Amanda Stent, John

Dowding, Jean Mark Gawron, Elizabeth Owen Bratt and Robert Moore, in

"Proceedings of the Thirty-Seventh Annual Meeting of the ACL", pp' 183-

190, University of Maryland, College Park, MD, Association for
Computational Linguistics

. "Interpreting Language in Context in CommandTalk", l999,by John Dowding
and Elizabeth Owen Bratt and Sharon Goldwater, in "Communicative Agents:

The use of Natural Language in Embodied Systems", pp. 63-67, Association

for Computing Machinery (ACM) Special Interest Group on Artificial
Intelligence (SIGART), Seattle, WA

For some applications and systems, OAA can provide an advantageous

platform for constructing embodiments of the present invention. For'example, a

representative application is now briefly presented, rvith reference to Figure 6. If the

statement "show me movies starring John Wayne" is spoken into thg voice input

device, the voice data for this request will be sent by UI agent 650 to facilitator 600,

which in turn will ask natural language (NL) agent 620 and speech recognition agent

610 to interpret the query and return the interpretation in ICL format The resulting

ICL goal expression is then routed by ths fapilitator to appropriate agents -- in this

case, video-on-demand database agent 640 -- to execute the request. Video database

agent 640 preferably includes or is coupled to an appropriate embodiment of query

construction logic 330 and query refinement logic 340, and may also issue ICL
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requests to facilitator 600 for additional assistance -- 0.g., display of menus and

capture of additional user input in the event that query refinement is needed -- and

facilitator 600 will delegate such requests to appropriate client agents in the

community. When the desired video content is ultimately retrieved by video database

agent 640, UI agent 650 is invoked by facilitator 600 to display the movie.

Other spoken user requests, such as a request for the current weather in New

York City or for a stock quote, would eventually lead facilitator to invoke web

database agent 630 to access the desired information from an appropriate Internet site.

Here again, web database agent 630 preferably includes or is coupled to an

appropriate embodiment of query construction logic 330 and query refinement logic

340, including a scraping utility such as WebL, Other spoken requests, such as a

request to view recent emails or access voice mail, would lead the facilitator to invoke

the appropriate email agent 660 and/or telephone agent 680. A request to record a

televised program of interest might lead facilitator 600 to invoke web database agent

630 to return televised program schedule information, and then invoke VCR

controller agent 680 to program the associated V-CR unit to record the desired

television program at the scheduled time.

Control and connectivity embracing additional elechonic home appliances

(e.g., microwave oven, home surveillance system, etc.) can be integrated in

comparable fashion. Indeed, an advantage of OAA-based embodiments of the present

invention, that will be apparent to practitioners in ligtrJ of {he above teachings and in
, 1l{ ;,li

light of the teachings disclosed in the cited co-pending patent applications, is the

relative ease and flexibility with which additional service agents can be plugged into

the existing platform, immediately enabling the facilitator to respond dynamically to

spoken natural language requests for the corresponding services.
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4. Further Embodiments and Equivalents

While the present invention has been described in terms of several prefened

embodiments, there are many alterations, permutations, and equivalents that may fall

within the scope of this invention. It should also be noted that there are many

alternative ways of implementing the methods and apparatuses of the present

invention. It is therefore intended that the following appended claims be interpreted

as including all such alterations, per-mutations, and equivalents as fall within the true

spirit and scope of the present invention.
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What is claimed is:

1. A method for utilizing spoken natuml language for navigating an

electronic data source, the electronic data source being located at one or more network

servers located remotely from a user, comprising the steps of:

(a) receiving a spoken natural language ("NL") request for desired

information from the user;

(b) rendering an interpretation ofthe spoken natural language request;

(c) constructing at least part of a navigation query based upon the

interpretation;

(d) soliciting additional input from the user, including user interaction in a

modality different than the original request;

(e) refining the navigation query, based W.th. additional input;

(0 using the refined navigation query to select a portion of the electronic

data source; and

(g) transmitting the selected portion of the elecffonic data source from the

network server to a client device of the user.

2. The method of cl'rim 1, in the step of rendering an interpretation

ation by using a speech recognition engine

and an NL parser.

3. The method in the step of constructing a navigation

query further includes the exlraeting an input template for an online scripted

interface to the data so

query'

i and using the input template to construct the navigation

-25 -
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4. The method of claim 3, wherein the step of extracting input

template includes dynamically scraping the online scripted i

5. The method of claim 1. wherein the navisation is constructed in

the format of a database query language.

6. The method of claim 1, wherein the step rendering an interpretation

and the step ofconstructing a navigation query are

computing device located locally with the user.

, at least in part, on a

7. The method of claim 1. wherein step of rendering an interpretation

performed, at lgast in part, on aand the step of constructing a navigation q

network computing device located remotely the user.

8. The method of claim 1. the step of soliciting additional input

is performed in response to one or

constructing a navigation query.

deficiencies encountered during the step of

9. The method of clai 8. wherein the deficiencies include unresolved

words of the spoken

10. The laim 8, wherein the deficiencies include one or more

required elements

of the spoken NL

from the interpretation

11. The of claim 1, wherein the step of soliciting additional input

is performed in to one or more deficiencies encountergd,after a first

navisation of the source using the navigation query constructed in step (c).

I

2
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12.

more than one

method of claim 11, wherein the deficiencies include existence of

record within the data source responsive to the navigation query.

method of claim 11. wherein the deficiencies include failure to

identifr a data record within the data sourpe responsive to the navigation query.

14. The method of claim 1, wherein the input modality of step (d) includes

a displayed option menu.selecting
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15. The method of claim 14, wherein the act of selecting

displayed option menu is performed by speaking,

16. The method of claim 1. wherein the method is with respect

to a plurality of simultaneous users and corresponding client

17. The method of claim 1, further including of selecting the data

source from among a plurality of candidate electronic

interpretation of the spoken NL request.

sources, in response to the

18. The method of claim 1. wherein the ic data source stores

multimedia content including at least one of videy'content and au{io content.

19. A system for utilizing spoken language to navigate an

electronic data source, the electronic data

servers located remotely from a user, the

rce being located at one or more network

(a) a portable rnicrophone ble to receive a spoken natural language

("NL") request for information from the user;

spoken la logic, operable to render an interpretafion

of the requesq"

(c) query , operable to t a navigation query in

the spoken natural language request;

(d) user i logic, operable to solicit additional input from the user,

includin user interactioh in a modality difftlent than the original

(e) refining logic, operable to refine the navigation query, based

the additional input;

ion logic, operable to select a portion of the elechonic data

using the navig4fion query; and

i-,I

compnsmS:

4

5

6

7

8

9

(f)

ia

1A
I'
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(b)

a1
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(e) electronic communications infrastructure for hansmittin

portion of the elechonic data source from the network

primarily stationary, display device located locally the user.

20. The system of claim 19, wherein the spoken ge processing logic

includes speech recognition logic and an NL parsing logic

information.

deriving linguistic

2I. The system of claim 19, wherein the language processing logic

extracts an input template for an online scripted in to the data source, and uses

the input template to constrirct the navigation

22. The system of claim 21, w the spoken language processing logic

dynamically scrapes the online scripted i

23. The system of claim 19, the query construction logic

constructs the query in the format of a tabase query language.

24. The system of claim 9, wherein at least a portion of the spoken

language processing logj on a computing device located locally with the

user, and wherein the rophone is electronically coupled to the lobal

computing device.

25. The claim 19, wherein at least a portion of the spoken
',...1

Ianguage processing

from the user. and w

is hosted on a network computing deVice located remotely

computing device vi

in the portable microphone sends data to the remote network

communications infrastucture.

26. The of claim 19, wherein the user interaotion loeic solicits

additional input i response to one or more deficiencies encountered during

navigation query.

27. system of claim 26, wherein the deficiencies include unresolved

words of NL request.

selected

toa

..i li

t:

I

2

1

2

construction of

I
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28. The system of claim 26, wherein the deficiencies include

required elements of the navigational query not determinable from the i

of the spoken NL request.

29. The system of claim 19, wherein the user solicits

additional input in response to one or more deficiencies after a first

navigation of the data source performed by the navigation

30. The system of claim 29, wherein the include existence of

more than one data record within the data source to the navigation query.

31. The system of claim 29, wherein the include failure to

identiff a single data record within the data source ve to the navigation query.

32. The system of claim

option menu.

user interaction logic displays an

33. The system of claim 32, w the act of selecting from the

displayed option menu is performed by

34. The svstem of claim 1 !wherein the navigation logic selects the data

source from among a pluraliry of idate elecf-,ronic data sources, in response to the

interpretation of the spo

35. The 19, wherein the elechonic data source stores

vfffiont.nt and audio content.

36, The claim 19, wherein the display device receives data from

the elechonicdata sou the network servers via a communications box.

37. The of claim 19. wherein the electonic communication

infrastnrcture is a ay infrastructure and i$ selected from among one or more of

the following {coa;<ial cable, DSL, satellite, wireless/cellular, fiber-optic}.

38. program embodied on a computer readable medium for

i; I

1i
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multimedia content inc

I

2

J

I

2 utilizing spoken language for navigating an elechonic data source, the
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electronic data source being located at one or more network servers

from a user, comprising:

remotely

(a)

(b)

a code segment that receives a spoken natural lan ("NL") request

for desired information from the user;

a code segment that renders an interpretation the spoken natural

(c)

language request;

a code segment that constructs at least ofa navigation query based

upon the interpretation;

a code segment that solicits input from the user, including

than the original request;user interaction in a modality

(e) a code segment that refines

additional input;

navigation Quely, based upon the

(D a code segment that uses refined navigation query to select a

portion of the electoni data source; and

i*i

:33

{* ":

iif

ir,,i

fi

G) a code

source

device

mits the selected portion of the electronic data

server to a primarily stationary, display

r 39.

2 that derives

3 parser.

tion by using a speech recognition engine and an NL

40. The program of claim 38, further cgmprising a code segment

ate for an online scripted interface to the data source, and a

ith the user.

of claim 38, further comprising a code segment

computer program of slaim 38, wherein the navigation query is

format of a database query language.

I

2 that extract an input

code segment that u

42.

constructed in

the input template to conskuct the navigation query.

41. The mputer program of claim 40, further comprising a code segment

that dynamically the online scripted interface.

1

2

I

2

-30-
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43 . The computer program of claim 3 8, wherein rendering of

interpretation and the construction of the navigation query are

part, on a computing device located locally with the user.

interpretation and the construction of a navigation query are

part, on a network computing device located remotely from

at least in

44. The computer program of claim 38, wherein the of the

2

45. The computerprogram of claim 38, code segment that solicits

additional input solicits the additional input in one or more deficiencles

encountered during the constructing of the naviga

46. The computerprogmm of claim 4 wherein the deficiencies include

unresolved words of the spoken NL request.

47. The computer program of 45, wherein the deficiencies include

one or more required elements of the query not determinable from the

interpretation of the spoken NL

at least in

of claim 38, whprein the code segment that
:

additional input in response to one or more

48. The compu

solicits the additional r

deficiencies encoun

49. The

existence of more

navigation query.

50. The

failure to identiff a

navigation query.

51.

additional

navisation of the data source.

m 48. wherein the deficiencies include

record within the data source responsive to the

uter program of claim 48, wherein the deficiencies include

data record within the data source responsive to the

computer program of claim 38, wherein code segment that solicits1

2

I

a

an option menu.

52. computer program of claim 51, wherein the act of selecting from

option menu is performed by speaking.the displa

a1
- Jl
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53. The computer program of claim 38, the code segments of the

computer program operate with respect to a plurality ultaneous users and

corresponding client devices.

54. The computerprogram furlher comprising a code segment

that selects the data source from lity of candidate electronic data

sources, in response to the in

55. The computer bf claim 38, wherein the electronic data source

stores multimedia content includi at least one ofvideo content and audio content,

Ni:

iii

- JZ-
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Ansrn tcr or rrm INwNrroN

and article of manufacture are provided for navigating an

by means of spoken natural language. When a spoken natural

language input is received from a user, it is interpreted. Additional input is

in a modality different than the original request and used to

10 refine the navi query., The resulting interpretation of the request is thereupon

construct an operational navigation query to retrieve the desired

information from or more elechonic network data sources.

solicited from the

used to automatica

!::i

)zJ3 -

I
I
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www.uspro.gov

APPLICATION NI.JMBER I FILINC/RECEIPT DATE I FIRST NAMED APPLICANT I ATTORI.IEY DOCKET NUMBER

09/608,872

t<evin J Zilka
P O Box 721030
San Jose, CA 95172-1030

06t30t2000 Christine Halversen SRllp037B

FORMALITIES LETTER

Date Mailed: 09/01/2000

NOTICE TO FILE MISSING PARTS.OF NONPROVISIONAL APPLICATION

F|LED UNDER 37 CFR 1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The item(s) indicated below,
however, are missing, Applicant is given TWO MONTHS from the date of this Notice within which to file all
required items and pay any fees required below to avoid,A6andonment. Extensions of time may be obtained by
filing a petition accompanied by the extension fee under the provisions qf 37 CFR 1 .136(a).

,. ,..' . .

o The oath or declaration is missing.
A properly srgrned oath or declaration in compliance with 37 CFR 1.63, identifying the application by the
above Application Number and Filing Date, is required.

o To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e)
of $65 for a small entity in compliance with 37 CFR 1.27, mus{. be submitted with the missing items
identified in this letter. ,';j

|iltililtiltilililililtiltil ililtililtililt ililttililililtilililiiit||ittitiiii
.oc000000005370740.

Trr The balance due by applicant is $ 65.

A copy of this notice MaST be returned with the reply.

lnitial Patent Examination Division (703) 308-1202 fiili
PART3.OFFICECOPY

file ://C :\APPS\PreExam\correspondence9_C. xml 8/3 l/00
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the application of

Halverson et al.

Application No. 09/608,872

Filed: June 30,2000

For: MOBILE NAVIGATION OF NETWORK-
BASED ELECTROMC INFORMATION
USING SPOKEN INPUT

CERTIFICATEOF MAILING

I hereby certi$ that this conespondence is being deposited wirh the United States
Postal Service as First Class Mail in an envelope addressed to: Assistant
Commissioner for

Assistant Commissioner for Patents
Box: Missing Parts
Washington, D.C. 20231

Sir:

In response to the Notice to File Missing Parts of AppJication-Filing Date Crranted dated

September 1,2000, Applicants hereby attach an original exq*rted Declaration and Power of Attorney,

and the copy of the Notice to be returned with this response.

Applicants are also attaching Check No. :4'8 for $65=QQ in payment of the surcharge fee. The

Commissioner is authorized to charge any other fees that may be due to our Deposit Account No. 50-

1351 (Order No. SRI1P037B), A copy of this sheet is enclosed for this purpose.

EY IP LAW GROI}P

Reg. Nq

P.O. Box 721030
San Jose, CA 95172-1030
(408) s0s-s100

Examiner: Not Assigrred

ArtUnit 2741

Atty. Docket No. SRI1P037B

Date: October 30. 2000

ka

Attomey Docket No. SRI I P037B
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UHrreo Snres PareNr mo TnnoEMARK OFFToE

APPLICATION NIJMBER I NU-NICNTCEIPT DATE I FIRST NAMED APPLICANT I ATTORNEY DOCKET NUMBER

Christine Halversen SRIlp037B091608,872

Kevin J Zilka
P O Box 721030
San Jose, CA 95172-1030

FORMALITIES LETTER

ililtil l|] til ililt ilil ilril ililt ililt ililt ililt tiitiiii fi iit fi tit ii ||]
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11/0i/e0(l0

,31 F [; I05

Date Mailed: 09/01/2000

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FTLED UNDER 37 CFR 1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The item(s) indicated below,
however, are missing. Applicant is given TWO MONTHS from the date of this Notice within which to file all
required items and pay any fees required below to avoid abandonment. Extensions of time may be obtained by

filing a petition accompanied by the extension fee under the provisions of 37 CFR '1.136(a).

The oath or declaration is missing
A properly signed oath or declaration in compliance with 37 CFR 1,63, identifying the application by the
above Application Number and Filing Dafe, ls required. r"'

To avoid abandonment, a late filing fee or oath or declaration surcharge as set forth in 37 CFR 1.16(e)
of $65 for a small entity in compliance with 37 CFR 1.27, must be submitted with the missing items
identified in this letter.

r The balance due by applicant is $ 65.

A copy of this notice MaST be returned with'the reply.

Hil00R1 000000670960887t

65.00 [p

lnitial Patent Examination Division (703) 308-1202
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CERTIFICATE OF E}PRESS MAILING
I hereby certiry that this paper and the documents and/or fees refened to as

attached therein are being deposited with the United States Postal Service

wlt
t6

q-2f1,
Jr-W

on June 30,
Addressee"

r "Express Mail Post OfIice to

91.10, Mailing Label Number

Fl
o Assistant Commissioner for Patents

Box Patent ApPlication
Washington,Dc 20231

",1

fii

Ii ai

[_l continuation-in-part

0+-o3 - o o

IN THE IINIt.-,.,' STATES PATENT AND TRADEMA. ^ OFFICE

the Assistant Commissioner for Patents,

uTrLrTY PATENT APPLICATION TRANSMITTAL (37 CFR. $ 1.s3(b))

(Continuation, Divisional or Continuation-in-part application)

I Duplicate for
fee processing

!

Sir: This is a request for filing a patent application under 37 CFR. $ 1.53(b) in the name of inventors:

Christine Halversen, Luc Julia, Dimitris Voutsas, Adam Cheyer

FOT: MOBILE NAVIGATION OF NETWORK-BASED ELECTRONIC INFORMATION USING

SPOKEN INPUT

Attorney Docket No.: SRI1P037B

First Named lnventor:

HALVERSEN. Christine

This application is a X Continuation Divisional

of prior Application No.: 09/52 4,095, from which priority under 35 U.S,C. $120 is claimed.

Application Elements:

X ,, Pages of Specification, Claims and Abstract

X Ot Sheets of Drawings

Declaration

I Newly executed (original or copy)

t_l Copy from a prior application (37 CFR 1.63(d) for a continuation or divisional).

iG entiri disclosure of the prior application from which a copy of the declaratibn is

herein supplied is considered as being part of the disclosure of the accompanying

application and is hereby incorporated by reference therein.

| | Deletion of inventors Simed statement attached deleting inventor(s)

i":*.0 i" tt" pti". 
"ppfi*tion,-r..37 

CFR 1.63(dX2) and 1.33(b).

Accompanyins Application Parts :

I Assignment and Assignment Recordation Cover Sheet (recording fee of $40'00 enclosed)

n Power of Attomey

| 37 CFR 3.73(b) Statement by Assignee

ft

(Spvin Jo
Ol
Gf

G
&

rE

(Revised l2l97,PaI App Trans 53(b) ContDivCIP) Page 1 of3
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Information Disclor ltatement with Form PTO-1449

Preliminary Amendment

Return Receipt Postcard

pies of IDS Citations

Small Entity Statement(s) X Statement filed in prior application. Status still proper and

Other:

Claim For Foreien Priority

r Priority of_ Application No._
is claimed under 35 U.S.C. $ 119.

I fft. certified copy has been filed

[] The certified copy will follow.

Extension of Time for Prior Pending Application

A Petition for Extension of Time is being concurrently filed in the prior pending

application. A copy ofthe Petition for Extension of Time is attached.

desired

Amendments

tlL-J

filed on

in prior application U.S. Application No.

:*1

,t .L

I Amend the specification by inserting before the first line t[e sentence: "This is a

Continuation lllContinuation-in-part nDivisional
application of copending prior

L_l Application No.--- filed on

Ll lnternational Application _ filed on which
designated the United States, I

the disclosure of which is incorporated herein by reference."

//
Cancel in this application original claims 2-55 of the prior application

before calculating the filing fee. (At least one original independent claim must be retained.)

Fee Calculation (37 CFR Q 1.16)

(Col. l) (Col. 2) SMALL ENTITY OR LARGE ENTITY
NO. FILED NO. EXTRA RATE FEE

BASIC FEE $34s
x09 =TOTAL CLAIMS 27 -20 = 7

INDEP CLAIMS 3 -03: 0

[ ] Multiple Dependent Claim Presented
* If the difference in Col. 1 is less

than zero. enter "0" in Col. 2.

OR
OR
OR
OR
OR

ffi CnectNo. 137 inthe amount of $ 408.00 is enclosed.

$ 345

$63

RATE FEE

$6e0 $

xl8- $
x78= $

$260 = $
Total $

x39: $

$130 = $
Total $ 408

I
X

(Revised 12/97,Pat App Trans 53(b) ContDivCIP) Page 2 of3
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ffi fn. Commissioner is autho to charge any fees beyond the amount 
'

required, or to credit any overpaynieilt, to Deposit Account No. 50-1351 (Order

General Authorization for Petition for Extension of Time (37 CFR ILI36)

[\l Applicants hereby make and generally authorize any Petitions for Extensions of Time as may be
needed for any subsequent filings. The Commissioner is also authorized to charge any extension fees under
37 CFR $1.17 as may be needed to Deposit Account No. 50-1351 (Order No. SRIIPO37B).

i!t

X Please send correspondence to the following address:

Direct Telephone Calls To:

Date: June 30.2000

Kevin J.Zilka
P.O. BOX 721030
San Jose. California 95172-1030

sed which may be

r\o. SRIlP0378).

Kevin J. Zilka at telephone number (408) 505-5f00

Kevin J.

(Revised 12197, P at App Trans 53(b) ContDivCIP) Page 3 of3
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PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE *sle
l-sf
y'zoalIn re the application of

Christine HALVERSEN et al.

Ce$, zVz-
Application No. 09/52#995

Filed: March 13, 2000

FoT: NAVIGATING NETWORK BASED
ELECTRONIC INFORMATION USING SPOKEN
NATURAL LANGUAGE INPUT WITH MULTIMODAL
ERROR FEEDBACK

Docket:
Szu1PO378

i*J

Date: June 30, 2000

Preliminarv' Amendment

Assistant Commissioner for Patents
and Trademarks
Washington, DC 20231 l

In regard to the above-namedpatent application, please enter the following amendments.

IN THE.TITLE:

Please delete "NAVIGATING NETWORK-BASED ELECTRONIC INFORMATION
I

USING SPOKEN NATITRAL LANGUAGE IN?UT WITH MULTIMODAL ERROR

FEEDBACK", and insert therefore, --MOBILE'NAVIGATION OF NETWORK-BASED

ELECTRONIC INFORMATION USING SPOKEN IMUT--,

IN THE ABSTRACL
I

I Please delete the
/

Abstract and

manufacture are provided for navigating an electronic data source by means of spoken language

where a portion of the data link between a mobile information appliance of the user and the data

insert therefore --fA system, method, and article of
_ _ .l

d

fr

Szu1PO378 -l-

Ll
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source utilizes wireless communication. When a spoken input request is received from a user

who is using the mobile information appliance, it is interpreted. The resulting interpretation of
t ..

O \ the request is thereupon used to automatically construct an operational navigation query tov \ .- . b retrieve the desired information from one or more electronic network data sources, which is
OT\?+t transmitted to the mobile information appliance.

I
(
f,/I IN THE SPECIFICATION: ./
I 

^ 
t-, ((mr t t,r *\ On page l, line 5, please delete "This is" and insert therefore, -{this application is a\-

{

continuation of an application entitled NAVIGATING NETWORK-BASED ELECTRONIC

INFORMATION USING SPOKEN NATURAL LANGUAGE INPUT WITH MULTIMODAL

ERROR FEEDBACK which was filed on March 13. 2000 under serial number 091524,095 and

l>;
. iri
'r*d

./
Please delete page 3, lines 3 to 3 insert therefbre, - present invention addresses

s by provrdrng a system, m and article gf'manufacture fbr mobile navigation

of network-based electronic data sources in response to spoken input requests. When a spoken

input request is received from a user using a mobile information appliance that communicates

with a network server via an at least partially wireless communications system, it is interpreted,

such as by using a speech recognition engine to exhact speech data from acoustic voice signals,

and using a language parser to linguistically parse the speech data. The interpretation of the

spoken request can be performed on a computing device locally wi{h the user, such as the mobile

information appliance, or remotely from the user. The resulting interpretation of the request is

thereupon used to automatically construct an operational navigation query to retrieve the desired

information fi'om one or more electronic network data sources, which is then transmitted to a

client device of the user. If the network data source is a database, the navigation query is

constructed in the format of a database query language.

Typically, errors or ambiguities emerge in the interpretation of the spoken request, such

that the system cannot instantiate a complete, valid'navigational template. This is to be expected

occasionally, and one prefened aspect of the invention is the ability to handle such errors and

ambiguities in relatively graceful and user-friendly manner. Instead of simply rejecting such

input and defaulting to traditional input modes or simply asking the user to try again, a preferred

ernbodiment of the present invention segks to converge rapidly toward instantiation of a valid

navigational template by soliciting additional clarification from the user as necessary, either

before or after a navigation of the data source, via multimodal input, i.e., by means of menu

a

r'\ 1tl'4 (,'

2, and

jsq
aY \*.

t-?

SRI1PO378
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*

selection or other input modalities including and in addition to spoken input. This clarifying,

multi-modal dialogue takes advantage of whatever partial navigational information has been

gleaned from the initial interpretation of the user's spoken request. This clarification process

continues until the system converges toward an adequately instantiated navigational template,

which is in turn used to navigate the network-based data and retrieve the user's desired

information. The retrieved information is transmitted across the network and presented to the

user on a suitable client display devi

IN THE CLAIMS:

Please delete claims
// sb flv

1-55, and insert therefore the followingclaims1ff

link between a mobile information appliance of the user

utilizes wireless communication, comprising the steps

(a) receiving a spoken request for information from the user utilizing the

mobile information appliance of t user;

(b) rendering an interpretation of ken request;

d (c) constructing a navigation q based upon the

to select a portion of the electronic data source; and

{
/)/

(New) The metho d $ 
"liffi-herein 

the step of rendering the interpretation of

the spoken request is performed at the one or more network servers.e1v | /Yt--{ (New) The metho d of claim.,{ wherein the step of rendering the interpretation of

the spoken request is performed by the mobile information appliance.

,J, ,N | "dd-'n"/ 
. (New) The method of claimffirther comprising the steps of soliciting additional

input from the user, including user interaction in a modality different than the original request;

t:

utilizing the navigation q

transmitting the selected

of an

, wherein at least a portion of a data

the one or more network servers

of the electronic data source from the network

(d)

(e)

a
J-

i1

SRIlPO378
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refining the navigatlon query, based upon the additional input; and using the refined navigation

query to select a portion of the electronic datapource.'A ,./ tryt 
ry (New) The metho a of ctiin/,wherein the data link includes a cellular telephone

b,v iy
ry (New) The metho d of clair{/, wherein steps (a)-(d) are performed with respect to

system.

multi

4

I
I
I

s' F-#
(New) The metho d of claim(wherein the mobile information appliance is aV

d

wireless teleohone. L

$6, ',ff
-X , (New) The metho d, of claim(wherein the mobile infoimation appliance is a

portable computing device. IofiE"\'-.{ (New) The method of claiinlwherein the portable computing device is a

personal dpital assistant.
--.F \V2

tt

/--€ \ t -h

\,, .\-/-*v#t$AfAused navigation of an electronic data source located at one/r more network servers

locat* remotely from a user, wherein at least a portion of a data/r*between a mobile

information appliance of the user and the one or more netw

communication, comprising :

utilizes wireless

(b)

(c)

(d)

(a) a code segment that receives a spoken for desired information from the

user utilizing the mobile information pliance of the user;

a code segment that renders an i of the spoken request;

a code segment that constructs navigation query based upon the interpretation;

a code segment that utili navigation query to select a portion of the

electronic data source;

(e) a code segment that its the selected portion of the electronic data source

er to the mobile information appliance of the user.

:\
t.))u,

SRIIPO3TB
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w

\l w. \08
I ' 

*f (New) The computer program of claim dwherein the rendering of the

interpretation of the spoke4 request is performed at the one or more network servers.

**, ", ":merein the rendering of the

interpretation of the spoken request is performed by the mobile information appliance.4w- \o w
\ t - ty{ New) The computer program of claim fi, fnrther comprising a code segment that

solicits additional input from the user, including user interaction in a modality different than the

original request; a code segment that refines the navigation query, based upon the additional

input; and a code segment that uses the refined navigation query to select a portion of the

electronic data source 
\e n U ,F.

\'q W (New) The computer program of claim).U,wherein the data link includes a

wireless telephone system.

,9'F, 
J------. Yt

' :)t{ (New) The computer program of claim p, wherein code segments (a)-(d) are

executed with respect to multiple users.

\l? .t, \9

)6. (New) The computerprogram of claim

appliance is a wireless telephone.

{ ryt 10
' tY (New) The computerprogram of claim

appliance is a portable cornputing device. \1 ,
gram of cla i^ffi*nuiein the portable computing device

is a personal digital assistant.

\
t(L \
v

ii n

r*i
!a-i

i:l

|- ii

'{it

[i;

i;*":

fu"rn the mobile information

{*n Urrth 
e mob i I e informati on

1\/\
at ongAr more networklenrers located remotely from a user, comprising:

(a) a mobile information operable to receive a spoken request for desired

information from the user:

spoken language processing logic, operablei an interpretation of the(b)

,4

SRI1PO378

spoken request;

3r
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navigation lo

fi

'iL !

it

$,n4
(New) The system of claimjffwherein the spoken language processing logic

renders the interpretation of the spoken request at the one or more network servers.

^\N \\ Xy+")r( (New) The system of claimlfiwherein the spoken language processing logic

renders the interpretation of the spoken request at the mobile information appliance.

nvffi $rr
" |E (].{ew) The system of claim),{, further comprising user interaction logic operable

to solicit additional input from the user, including user interaction in a modality different than the

original request; and query refining logic operable to refine thg navigation query based upon the

additional input; wherein the navigation logic users the refined navigation query to select a

portion of lhe elecironic data source.'"'::;w ,b{
'1tb';i (New) The system ot ctairoft*herein the data link includes a cellular telephone

" ll.1* t4 '''N) ,i
'yt fr (New) The system of claimF,wherein the system operates with respect to

$,
N.

(New) The system of claim}4, wherein the mobile information appliance is a

logic, operable to construct a navigation query based upon the

operable to select a portion of the electronic data source using

and

electronic cornm for transmitting the selected portion of

the electronic data source from tha network server to the mobile information

appliance of the user, wherein at leas ion of a data link of the electronic

communications infrastructure between a ile information appliance of the

user and the one or more network servers utilizes\ireless communication.

? --,1L

Itiple users

,rtffr
wireless telephone. r{

^vN ',N
(New) The system of claimJE, wherein the mobile informalion appliance is a

portable computing device.

mu

n
t)

Szu1PO378 6-
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{- .-t^.,&%' 
P (New) The system of claimfi, wherein the portable computing device is a

personal digital assistant.

71 . r..il_,,,.
.J/ \].
1t \.,
\n'

u

3,)

l;

'isii
r,raf

kr the event a telephone conversation would expedite the prosecution of this application,

the Examiner may reach the undersigned at (408) 505-5100. If any fees are due in conneetion

with the filing of this paper, then the Commissioner is authorized to charge such fees to Deposit

Account No. 50-1351 (Order No. SRI1P037B). A duplicate copy of the transmittal is enclosed

for this pulpose.

P.O. Box 721030
San Jose, CA 95172
Telephone: (408) 505-5100

-7 -

{t
") ')
):

No.41,429

SRI1PO378
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UNITED STr-, iS DEPARTMENT OF COtlrM
United States Patent and Trademark Office

Address: COMMISSTONER OF PATENTSANDTRADEMARKS
Washington, D.C.20231

{:iFl :i L.l":' r::r ::J'llc

-.*V""q
",""ffi,.t

l-.1 /i 1.... I,r H lt lli il li.l

l"lqr:J.ti Lid.";:d.

_l EXAMINERT
l-l rlri. .,::. ./ r'

Ir:sy j. y1 ...1' , jj. :i. I l:;t
fi'lJ fi'::i }.i 7:l I il;.'J l::l

$;*.r'r .-l'rt'..J,ril t-.:A 3.S L'7,i

Please find below and/or attached an Office communication concerning this application or
proceeding.

Commissioner of Patents and Trademarks

{)\

FIRST NAMED INVENTOR

Hi.\l::::11:'[:lt ., fi::'

il.lr/X,:1 .1 l.l I

PTO-90C (R6v.11/00)
1- Flle Copy
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09/608,872
Office Action Summary

HALVERSEN ET AL.

- The
Period for Reply

DATE appears on the cover sheetwith

A SHORTENED STATUTORY PERIOD FOR REpLy ts sET TO EXPIRE E MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
' Exlensions of lime may be available under the provisions of 37 CFR 1.136 (a). In no event, however, may a reply be timely filedafter SIX (6) MONTHS from the mailing date olthis communication.' lf the period for reply specified above is less than thifi (fo.) !ays, a roplywlthin the slatulory minimum of thirty (30) days wil be considered timety.' lf No period for reply is specified above, lhe maximum itaiuloi perioi witt 

"ppry "ro 
*q1 

"ipir" 
sri tel lr,l6Nii-s-irom ttre mailing date of this communicarion.' Failure lo reply within lhe set or exlendsd period for reply will, tiystatute, cau!'e-ine'applicatbn to u"i"|n" neANDoNED (35 u.s.c. S 133).' Anyreplyreceivedbytheoflicelalerlhanthreemonlhsifteritr6maittnjuateoiinis"omruni"ation,eveniftimelyfited,mayreduceany

_ earnedpatenlt€rmadjustment. See37CFR j.704(b).

Status

1)X Responsive to communication(s) filed on 30 June 2000 .

2a)J rhis action is F|NAL. 2b)xl This action is non-finat.

3)l since this application is in condition for allowance except for formal mdtters, prosecution as to the merits isclosed in accordance with the practice under Fx parte euayle, 1935 c.D- ti, 4s3 o.G. 213.

Disposition of Claims

4)X Ctaim(s) 56-S2 is/are pending in the apptication.

4a) of the above claim(s) is/are withdrawn from consideration.

5)! Claim(s) _ is/are allowed.

6)El ctaim(s) 56-s2 is/are rejected.

Dn Ctaim(s) _ is/are objected to.

8)! Ctaims _ are subject to restriction and/or etection

Application Papers

g)fl fne specification is objected to by the Examiner.

10)n rne drawing(s) filed on is/are objected to by the Examiner.

11)n fne proposed drawing correction filed on is: a)[ appro,-vg,.d. b)n disapproved.
12)l fne oath or declaration is objected to by the Examiner. ' '',..ir:ri:1, 

,;i
Priority under 35 U.S.C. S 119 r' '

13)fl ncmowledgment is made of a claim forforeign priority under 35 U.S.c. s 11g(a)-(d) or (0.

a)nntt b)fl Some.c)E Noneof:

1.fl certified copies of the priority documents have been received.

Ln Certified copies of the priority documents have been received in Application No.

3.tr Copies of the certifled copies ofthe priority.dc have been received in this Nationalstage
application from the International Burrapprrcarion from the International B.$ffietl.(pCT Rute 11.2(a)).* see the attached detaited office action ror a lisiTfl'lhe certified cooies nb.copies not received.

't4)fl Acknowledgement is made of a claim for domestic priority under 35 U.S.C. S 1 19(e).

Attachment(s)

t5) xl t'totice of References Cited (pTO€92)
16) n Notice of Draftsperson's Patent Drawing Review (pTO-948)
14 [ Information Disclosure Statement(s) (pTO-1 449) paper No(s)

18) fl
1e) D
20) [

Interview Summary (PTO413) paper No(s).
Notice of Informal Patent Application (pTO-152)
Other:

PTO-326 (Rev.01-01) Office Action.Summary Part of Paper No. 4
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Application/Control N.r ber 09/608,872

Art Unit: 2155

Page I

DETAILED ACTION

This is in response to a letter for patent filed on June 30\ 2000 in which claims 56-82 are

presented for examination. Claims 56-82 are pending in the letter.

Double Patenting

1. A rejection based on double patenting of the "same invention" type finds its support in
the language of 35 U.S.C. l0l which states that "whoever invents or discovers any new and
useful process .,. may obtain A patent therefor ..." (Emphasis added). Thus, the term "same
invention," in this context, means an inventlon drawn to identical subject matter. See Miller v.

EagleMfg. Co.,l5l U.S. 186 (1894);Inre'Ockert,245F.2d467,l14 USPQ 330 (CCPA 1957);
and In re Vogel, 422F.2d 438, 164 USPQ 619 (CCPA 1970).

A statutory type (35 U.S.C. l0l) double patenting rejection can be overcome by
canceling or amending the conflicting claims so they are no longer coextensive in scope. The
filing of a terminal disclaimer cannot overcome a double nS"Enling rejection based upon 35

::1 ,liu.s.c. 101.
" 

iif; 
" 
iii'i

2. Claims 56-82 are provisionally rejected under 35 U.S.C. 101 as claiming the same

invention as that of claims 56-126 of copending Application No. 091524,095. Although the

conflicting claims are not identical, they are not patentably distinct. It would have been obvious

to one of ordinary skill in the art to observed that the "titt# of Mrnitations "soliciting
':

uttditional inputfrom the user, inclutling user interacti&: in a modality dilferent that the

original request and, refining the navigation query, based upon the additional inpuf', of

applicant claims 56-82 are already in the Co-pending application 091524,095, as such they are

obvious variation of the inventive concept defined in claims 56-l26of the Co-pending
''ijr.I, ,'

application 09/524,095. See In re Karlson, l36USPQ 184 (CCPA 1963). This is a prolxsignal

double patenting rejection since the conflicting claims have not in fact been patented.
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Application/Control N
Art Unit: 2155

cer 09/608,872 Page2

Claim Rejections - 35 aSC S 102

3. The following is a quotation of the appropriate paragraphs of 35 U.S.C. 102 that form the

basis for the rejections under this section made in this office action:

A person shall be entitled to a patent unless -
(e) the inrrcntion 

J4'as 
described in a patent granted on an application for patent by another filed in the United

States before the invention thereof by theapplicant for patent, or on an intemational application by another who
has fulfilled the requirements ofparagraplu (1), (2), and (a) ofsection 371(o) ofthis titie before the invention
thereofby the applicant for patent.

4. Claims 56'82 are rejected under 35 U.S.C. 102(e) as being anticipated by Levin et al.

(U.S. Patent No. 6,173,279).

5. As per claim 56, Levin et al teach a method for speech-based navigation (information

servet 110) of an electronic data source located at one or more ngtyork servers located remotely

from a user, wherein at least a portion of a data link betwefiia mbbile information appliance of

the user and the one or more network servers utilizes wireless communication (see abstract, fig l,

column 3 lines 5-35), comprising receiving a spoken request (receive a natural language query)

for desired information from the user (user) utilizing the mobile lnformation appliance (pC, 102)

,1i,1; ,. :

of the user;rendering an interpretation(creating,a semantic repreflfritation) of the spoken

! ;: I

request, constructing a navigatio n (generathg sii"qryib) query based upon the interpretation;

utilizing the navigation query to select a portion of the electronic data source; and transmitting

the selected portion of the electronic data source from the network server to the mobile

information appliance of the user. (see abstract, fig,,,{,S,fl, column 3 line 36-9 line 5, see also claim

l, 10,22)
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Applicatior/Control N. oer: 09/608,g72

Art Unit: 2155
Page 3

6. As per claim 57, 58, 62-64, Levin et al teach a method of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract, frg l, column 3 lines 5-35).

7 ' As per claim 59, Levin et,al teach a method of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the

navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract, fig. l-3, column 3 line 36-9 line 5, see

also claim l, 10,22).

8' As per claim 60, Levin et al teach a method wherein the data link includes a cellular

telephone system (see fig l, column 2line 6I-67).

9. As per claim 61, Levin et al teach a method wherein

respect to multiple users (see abstract, fig l, column 3 lines

. ,r11,:i
r.:i;{i

steps (a)-(d) are performed with

5-? 5\

10.
, ,r.!ii 

'As per claim 65, Levin et al teach a computer system'for speech-based navigation

(information server, 110) of an electronic data sour$t! caad atone or more network servers
ltt 1 t"

located remotely from a user, wherein at least a pohion of a data link between a mobile

information appliance of the user and the ope or more network servers utilizes wireless

communication (see abstract, fig 1, column 3 lines 5-35), comprising a code segment receiving a
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Application/Control N .ber: 09/608,872

Art Unit: 2155
Page 4

sppken request (receive a natural language query) for desired information from the user (user)

utilizing the mobile information appliance (PC, 102) of the user; a code segment rendering an

interpretati on (creoting a semantic representation) of the spoken request, a code segment

constructing a navigation (generating search) query based upon the interpretation; a code

segment utilizing the navigation query to select a portion of the electronic data source; and a

code segment transmitting the selected portion of the electronic data source from the network

server to the mobile information,appliance of the user, (see abstract,, fig. l-3, column 3 line 36-9

line 5, see also claim I, 10,22)

I I . As per claim 66, 67 , 7 l-73, Levin et al teach a sy.stem of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract, ftg l, column 3 lines 5-35).
:r,tIi.

'hw
, : .i'

12. As per claim 68, Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the

navigation QuerY, based upon the additional input; and using the refinednavigation query to
' t,

select a portion of the electronic data source (see abstract , frg. l-3, cohmfit3 fine 36-9 line 5, see

also claim I, 10,22).

13. As per claim 69, Levin et al teach a system wherein the dala link includes a cellular

telephone system (see fig 1, column 2line6l-67). , 
ui'rr"
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Levin et al teach a system wherein steps (a)-(d) are performed with

(see abstract, fig 1, column 3 lines 5-35).

Page 5

15. As per claim 74,Levin et al teach a system for speech-based navigation (information

server, I 10) of an electronic data source located at one or more network servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless communication (see abstract, fig 1,

column 3 lines 5-35), comprising receiving a spoken request (receive a natural language query)

for desired information from the user (user) utilizing the mobile information appliance (PC, 102)

of the user; rendering an interpretati on (creating a semantic representation) of the spoken

request, constructing a navigatio n (generating search) qtl,-.e,{y based upon the interpretation;

utilizing the navigation query to select a portion of the electronic data source; and transmitting

the selected portion of the electronic data source from the network server to the mobile

information appliance of the user. (see abstract, fig. l-3, cplumn 3 line 36-9 line 5, see also claim

l,10,22)
';'.,'# t,.:i.;
,.i ,';. !?$i

1' I ;lt:

16. As per claim 75,76,80-81, Levin et al teach a method of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

;l
(see abstract , frg l, column 3 lines 5-35), 

;i

17 . As per claim 77,Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request, refining the
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navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract, fig. 1-3, column 3 line 36-9 line 5. see

also claim l, 10,22).

18. As per claim 78, Levin et al teach a system wherein the data link includes a cellular

telephone system (see fig 1, column 2line 6l-6'l).

19. As per claim 79,Levin et al teach a system wherein steps (a).r(d) are performed with

respect to multiple users (see abstract, fig 1, column 3 lines 5-35).

Conclusion

20. The prior art made of record and not relied upon is considered pertinent to applicant's
,:'

disclosure. (6,192,338).

Any inquiry concerning this communication or earlieft,,,q,,'gmmunications from the
j.ijilt:

examiner should be directed to Firmin Backer whose telephone number is 703-305- 0624. The

examiner can normally be reached on Mon-Thu 8:30-6:00.

If attempts to reach the examiner by telephone are examiner's

supervisor, Sheikh Ayaz can be reached on 703-305 -9648. The fax phone numbers for the

organization where this application or proceeding is q$,+gned we703-305-37l|for regular

'ifi"communications and 703-305-5352 for After Final communications.

Any inquiry of a general nature or relating to the status of this application or proceeding

should be directed to the receptionist whose telephone number is 703-305-3900.

l+|".ft(&, 
AYAZ SHEIKH

suPEnvig{"1i{',d 
p&fEiliT [MMlNEn

--TECTINOLOGY 
CENTER 21OO
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NOTICE OF REFERENCES CITED

SERIAL NO.

09/608.872

GROUP ART ,

uNrr a-t$fr6r
ATTACHMENT
TO PAPER NO. 10

APPLICANT(S)

HALVERSEN ET AL.

U.S. PATENT DOCUMENTS

* DOCUMENT NO. DATE NAME CLASS
SUB.

CLASS
FILING
DATE

A 6,192,33E 2n001 Haszto et al 704 257

B 6,173,279 1n001 Levin et al. 707 5

c

D

E

F

G

H

I

J

K

FOREIGN PATENT DOCUMENTS

* DOCUMENT NO. DATE COUNTRY NAME CLASS
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CLASS

L

M

N
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P

o
.:iriff

OTHER REFERENCES (lncluding Author, Title, Date, Pertinent Pages, Etc.)

R

S

T

U

EXAMINER

Firmin Backer

DATE

April 9, 2001 Form892ccs21 06b

* A copy of this reference is not being furnished with this office action.

(See Manual of Patent Examining Procedure, section 707'05(a).)
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THE I.INITED STATES PATENT AND TRADEMARK OFFICE

PATENT

?tss

+1
Lit6.
S-gAl

In re the application of:

' Halverson et al.

Application No. 09i608,872

Filed: 0613012000

For: MOBILE NAVIGATION OF NETWORK
-BASED ELECTRONIC INFORMATION
USING SPOKEN IMUT

Group Artunit 2741

Examiner: Unassigned

Atty. Docket No. S21P0378/
44454t034s0

Date: &.' I z-?,2cot 
|€CgrUeO
tltAY 4 - .

rArE oF MATLTNG 'u*'o'o.o'-'u 
? o o'

tr Zt00CERTIFICATE OF MAILING

I hereby certif that this conespondence is being deposited with the
United States Postal Service as First Class Mail in an envelooe addressed

INFORMATION DISCLOSURE STATEMENT
IINDER 37 CFR 88 1.56 AND 1.97(c)

Assistant Commissioner for Patents
Washington, DC 20231

Dear Sir:

The references listed in the attached PTO Form 1449, coBies of which are attached, may

be material to examination of the above-identified patent application. Applicants submit these

references in compliance with their duty of disclosure pursuant to 37 CFR $$ 1.56 and 1.97. The

Examiner is requested to make these references of official record in this application.

Attny Dkt No. SRIlP037B/44454l03450
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, This Information Disclosure Statement is not to be construed as a representation that a

search has been made, that additional information material to the examination of this application

does not exist, or that these references indeed constitute prior art.

. This lnformation Disclosure Statement is believed to be filed before the mailing date of a

first Office Action on the merits. Accordingly, it is believed that no fees are due in connection

with the filing of this Information Disclosure Statement. However, if it is determined that any

fees are due, the Commissioner is hereby authorized to charge such fees to Deposit Account 03-

0683 (Order No. 44454/03450/SRI1P037B).

Respectfully submitted,,ffi133#'#f'' necer€.o
ll,lAY 

a>F/>*= br**r'*l!j1
CARLTON FIELDS

Dominic M. Kotab
Reg. No. 42,762

er 2t00

P.O. Box 721030
San Jose, CA 95172-1030
Telephone: (408) 27 I-2300

Attny Dkt No. SRIIP037B/44454I03450
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Atty. Docket No. Application No.:
SRI1P037B 091608.872

Applicant:
Halverson et al.
Filing Date: Group At Unit:
061301200CI E4* Zt

1":* 
lfrP (Modified)

tement By Applicant

se Several Sheets if
U.S. Patent Documents

Examiner
Initial,/' No. Patent No. Date Patentee Class

Sub-
class

Filing
Date

A 6.026.388 02t15t00 Liddv et al. 707 1 08t14196
(f B 6.102.030 01/04/00 French- St. George et al. 704 275 04t2U98

\ c 6,003,072 t2n4199 Gerritsen et al. 709 218 06130194

D s.890.123 03t30t99 Brown et al. 704 275 06t0st9s
E 5.855.002 r2t29t98 Armstrons 7A4 270 n 06/av96
F 5,963,940 r0t05t99 Liddv et al. 707 5 tr9,lr4qtI
G 5.80s.775 09t08198 Eberman et al. 39s 12 

tttH 'wt02t95

H s.802.526 oelCIl#es Fawcett et al. 707 l(frhn^' 04ng/99 t

I 5.794.050 08/1 1/98 Dahleren et al. 395 708 rrunnsz
v- J 5,774,859 06130198 Houser et al. 704 27s 0y03t95'"
{ K 5.748"974 05t05t98 Johnson 395 759 t2/t3/94

Patent or Published Forei

Other Documents
Examiner
Initial No. Author, Title, Date, Place (e.g. Journal) of Publicajion

(()
R Stent, Amanda et al., "The CommandTalk SpokpnDialogue System", SRI

lnternational

6 S Moore, Robert et q|,, "CommandTalk: A Spoken-Language Interface for
Battlefi eld Simulations", October 23, 1997, SRI International

(r T Dowding, John et al., "Interpreting Language in Context in CommandTalk",
,"y* 5,1999, SRI International

t

Examiner (K"r*\P Dateconsidered 
flnfo/

Examiner: hritial citdfion considered. Draw line through citation if dqt in co{rformance and not
considered. lnclude copy of this form with next communication to applicant.

Pg. 1 of3
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Atty. Docket No. Application No.:
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Filing Date: Group Art Unit:
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U.S. Patent Documents

+1

D

0O

Elaminer
Initiil- -.- No. Patent No. Date Patentee Class

Sub-
class

Filing
Date

( A s.729.6s9 031t7198 Potter 395 2.79 06t06t9s
B 5,721,938 02t24t98 Stuckev 395 754 o6t07l9s
C 5.648.624 03t04197 Luciw 395 794 65{I5/lt llt
D 5.519.608 0st2U96 Kuoiec 364 419.08 Mn4t93

,l

Ir

E 5.434.777 07 tr8t9s Luciw 364 419.*3 03tr&l942r
F 5.386.556 0r/3t/95 Hedin et al. 39s 600 --'z wlt92

/w G 5,197,005 03123193 Shwartz et al. 364 419 0sl}Ir*wr
H
I
J

K
n Patent or Published F

Other Documents

Country or
Patent Office

Examiner
Initial No. Author, Title, Date, Place (e.g. Journal) of Publication

(6 R http : //www. ai. sri. com/-o aalinfowiz. html, "lnfoWiz : An Animated Voice
lnteractive lnformation System, May 8,2000

46
S Dowding, John, "lnterleaving Syntax and Semantics in an Efficient Bottom-

up Parser", SRI International

6,5
T Moore, Robert et al., "Combining Linguistic and Statistical Krrowledge

Sources in Natural-Language Frgcessing for ATIS", SRI International
,a{ t
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Examiner: Initial cita=tion considered. Draw lihe throush citation if not in bonfbrmance and not
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65'
R Dowding, John et al., "Gemini: A Natural Language System For Spoken-

Language Understanding", SRI Intemational
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Aftorne.tDocketNo.: SRIIpO37B #A

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

RE APPLICATION OF:

ASSOCIATE POWER OF ATTORNEY

Assistant Commissioner for Patents
Washington, DC 20231

Dear Sir: 
!

I hereby appoint: C. Douglas McDonald (Reg.No. 26,659)

whose post office address is

Carlton Fields, P.A.
P. O.Box3239
Tampa, Florida Y6AL3239

as rny associate attomey in the above-entitled application, to prosecute this application, to make
alteratrions and amendments therein, and to tansact all business in the Patent and Trademark

WwPo*tected therewith. '

'""'i"'

Please continue to address all future communications to:

Carlton Fields, LLP
P. O. Box 721030
SanJose, CA 95172-1030

SERIAL NO.:
FILED:
TITLE:

out", IAAI, 112,",

HALVERSON, CHRISTINE
091609,972
6t30t00
MOBILE NAVIGATION OF NETWORK.BASED
ELECTRONIC INFORMATIONUSING SPOKEN INPUT

SanJose, CA 95172-1030
Telephone: (408) 27 1 2300
Fax: (408) 275-9579

Tern-<. o
'*rfl-J+t

Ern
=cl

C)
(D

(D

n\)
(2a

Kevin J. Zilka (Reg.
Dominic Kotab (
Carlton Fields
P.O. Box 721030

TPA#1680358.01
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IN THE IINITED ST)TTES PATENT AND TRADEMARK OFFICE

Y*

APPLICATION NO.:
INVENTOR:
TITLE:

FILING DATE:
ATTORNEY DOCKET NO.

091608,872
Halverson, Christine
MOBILE NAVIGATION OF NETWORK.BASED
ELECTRONIC INFORMATIONUSING SPOKEN INPUT

6t30t00
SRI1PO378 T

m

rno

;,.
^1
f\)a
O

Og
4(D
N)
oO

3
2

, NOTICE OF CHANGE OF
CORRESPONDENCE ADDRES S

Assistant Commissioner for Patents
Washington, DC 20231

Sir:

Please change the correspondence address relating to the above-identified application as

follows:

C. Douglas McDonald, Esq,

Carlton Fields, et al.
P.O. Box 3239
Tampa, FL 33601-3239

Respectfu lly submitted,

Date: l,{ay lC,2001
C. Douglas

CnnrroN Frnlns, P.A.
P.O. Box 3239
Tampa, FL 33601-3239
(8r3)223-7000
Attorney of Record

TPA#l 52497s.01
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Under ths of information

PETITION FOR EXTENSION OF TIME UNDER 37 CFR 1.136(a)

,,s.b, utEN I oF goMMt
il -ialid OMB controlnul

.!,_

Dh'.et Number (Optional)
sRr 1P0378

f'\
D $21m i

\*,^"*C

In re Application of HALVERSON, et al

Application Number 09/608,872 | Fited June 30. 2OO0

For Mobile Navigation of Network-Based Electronic Information
Using Spoken Input

Group Art Unit I Examiner
2155 | F. Backer

This is a request under the provisior

response in the above identified apl

The requested extension and appro
(check time period desired):

tr One month (37 CFR

tr Two months (37 CFF

n Three months (37 Ct

tr Four months (37 CF

! Five months (37 CFf

Applicant claims small entity

above is reduced by one-ha
A check in the amount of thr

Payment by credit card. For

The Commissioner has alrei

application to a Deposit Acc

The Commissioner is herebr

or credit any overpayment,

I have enclosed a duplicate

I am the E applicanUinventor.

I assignee of record of thr

Statement under 37 Cl

[l attorney or agent of recc

E attorney or agent under r

Registration number if act

WARNING: lnformation on this fc
be included on this form. Provid

a

X
tr
n

X

September 19, 2001 tul T

rs of 37 CFR 1.136(a) to extend the period for fiting a
rlication.

oriate non-small-entity fee are as follows

1.17(a)(1)) $

| 1.17(a)(2)) $3e0.00

$
:R 1.17(a)(3))

R 1 .1 7(a)(4)) $

t 1.17(a)(5)) $

status. See 37 CFR 1.27. Therefore, the fee amount shown
f, and the resulting fee is: $ 195.00 .

r fee is enclosed. 6t
m PTO-2038 is attached Z %
rdy been authorized to charge fees in this Z)unt. 2 ca
I authorized to charge any fees which may be required, $ dD

to Deposit Account Number 20-0782 A Z
copy ofthis sheet. B

O
) entire interest. See 37 CFR 3.71 

o

:R 3.73(b) is enclosed. (Form PTO/SB/96).

rd.

l7 CFR 1.34(a).

ng under 37 CFR 1.34(a).

rm may become public. Credit card information should not
e credit card information and authorization on PTO-2038.

tji: i,,

9

Date SignaturF-\

195.00 0p

NOTE: Signatures of all the inventors or assignees of record of the entire interest or their repr$entative(s) are required. Submit multiple
forms if more than one signature is required,,seg below*.

E -Total of 
- 

forms arei

#rD
LDC

lo-ol-o

09/e5/4001

0l F[r?16

Burden Hour Slatement This fonr is ostimated to take 0.1 hours to complete. Time will vary depending upon the needs of the Individual case. Any
comments on the amount of lime you are required lo complele this form should be sent lo lhe Chief Information Officer, U.S. patent and Trademark
Ofiice, Washington, DC 20231. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SENO TO: Adi$anr Commissioner for
Patents, Washington, DC 20231.
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sRI/4116-6

IN THE UNITED STATES
PATENT AND TRADEMARK OFFICE

PATENT APPLICATION

Applicant(s): HALVERSON' et al.

Serial No.: 091608,872

Atty. Docket No. SRI 1P0378

Group Art Unit: 2155

Examiner: F. BackerFiled:

Title:

June 30.2000

MOBILE NAVIGATION OF NETWORK-BASED
ELECTRONIC INFORMATION USING SPOKEN INPUT

Assistant Commissioner for Patents
Washington, D.C. 2023I

Sir:
REVOCATION OF PREVIOUS POWER

OF ATTORNEY AND NEW APPOINTMENT

The undersigned assignee of the above-identified application hereby revokes all previous

Powers of Attorney and appoints the following attorneys with full power to prosecute the

application, to make alterations and amendments therein, and to transact all business in the

United States Patent and Trademark Office connected therewith and.with full power of

substitution and revocation: ,., 
.

Raymond R. Moser, Jr.;Reg. No. 34,682; Kin-Wah Tbng, Reg. No. 39,400;
Robert Brush, Reg. No. 45,'ll0; Steven Weiner, Reg. No. 38,360; and Edward E.
Davis, Reg. No. 35,II2. il,

CHANGE OF CORRESPONDENCE ADDRESS

Please change the correspondence address for the above-identified application to:

Thomason, Moser & Patterson, L.LP
595 Shrewsbury Avenue - Suite 100

Shrewsbury, New Jersey 07702

Please direct all telephone calls to: Kin-Wah Tong, telephone # (732) 530-9404

*\\
A.ol
\o'o'
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sRI/4116-6

gnrl& CERTIFICATE UNDER 37 C.F.R. 8 3.73G)

RI International, a corporation of the State of California, certifies that it is the assignee

entire right, title and interest in the patent application identified above by virtue of:

An Assignment from the inventor(s) of the parent patent application that is claimed as

pgiority in the above-identified patent application. The Assignment was recorded in the United

States Patent and Trademark Office, for which a copy thereof is attached.

The undersigned (whose title is supplied below) is empowered to act on behalf of the

assisnee.

Respectfully submitted,

nx", ?y'r/or
/,e*s rba*tf

SRI International
333 Ravenswood Avenue
Menlo Park, CA 94025
Telephone No.: 650-859-3 1 1 5

'v

-A ,l'. t ,

t(). a)r /\ \*a J^ \?1

- --)

z
:,.:;,t1
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ASSIGNMEIT T OF PATENT APPLICATIO^
(Not AccomPanYing APPI ication)

Whereas l/we the undersigned inventor(s) -hqve invented certain new and useful

improvements as set forth in the patent application entitled:

NAVIGATING NETWORK.BASED ELECTRONIC INFORIVL\TION USING SPOKEN- -- 
NAiURAL f,.q.NCUaCn NPUT WITH MULTIMODAL ERROR FEEDBACK

for which l/we have executed an application for a United States Letters Patent which was filed in

the U.S. patent ana1r"a.*rtr< offrc; on March 13, 2000, and which bears the Application No'

09/524,095.

For sood and valuable consideration, the receipt and suffrciency of which is hereby

acknowledgid, V*. the undersigned inventor(s) hereby:

1) Sell(s), assign(s) and transfer(s) to SRI lnter:national, g gultfos]a non-orofit comoration

havine a place of uis-iir6ss ut r$ nu+itri'ffii*t " 
-Jifo*i." q4ozs, (heieinafter

ffiffid 6;;AisiaNEf; em3nts gd
inventions disctoseiir, "ppri6h.qrl 

u..ra-upon, and !aten(s) (including foreign patents) granted

upon the information which is disclosed in the above reterenced appucauon'

z\ Authorize and request the Commissioner of Patents to- issue any agd all Letters Patents

#r"rtine 
-#o";-;.id-;dtrutioo or *faiuirion(s), continuation(s), sribstinrtes(s) or reissue(s)

thereof io the ASSIGNEE.

3) Agree to execute all papers and documents and, entirely at the ASSIGNEE's expense,

perform any acts ;hi;h *"'r"*o*uii. ilg.*"-t in,connectioi wittr the prosecution of said

hoolication, a" *"ti il;yld;d;. #a uppri"util,*-tn".rof, foreign applica-tions based thereon'

;il;;"ttt;Eofot..*.nt ofpatents resulting fi'om such applications.

4) Agree that the terms, covenants and conditions of this assignrnent shall inure to the benefit

of the Assisnee, its successors, assrgrui;a 
"ttt;ibgal 

representatii., .{td shall be binding upon the

iriri":tilirjF;;ii; tlt; inventor'iheirs,legal representatives and assigns.

5) Warant and represent that Vwe have not entered, and'will not enter into any assignment,

c6ntract, or r:nderstanding that conflicts with this assignment- '

signed on the date(s) ind.icated beside my (oru) signan[e(s).

l)

2)

3)

4)

Signattue:
TypedName:

Signatue:
Typed Name:

Signanre:
Typed Name:

Signafire:
Typed Name:

Luc Julia

Date: g lzzi

Date: b't(o- lo '

,iiil,,ou,r,

Aftnv f)nc.kef Nn SRII P037
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ASSIGNMt.. OF PATENT APPLICATTO
(Not AccomPanYing APPlication)

Whereas I/we the undersigned inventor(s) .have invented certain new and useful

improvements as set forth in the patent application entitled:

NAVIGATING NETWORK.BASED ELECTROMC INFORJI{ATION USING SPOKEN- -- 
T.TaTuRAL i..INCUAGE INPUT WTTH MTJLTIMODAI, ERROR FEEDBACK

for which Vwe have executed an application for a United States Letters Patent which was frled in

th; U:S. F"tent ana riaa.rn.rt Offit on March 13, 2000, and which bears the Application No.

09/524,095.

For good and valuable consideration, the receipt and suffrciency of which is hereby

acknowledgJd, Vwe the undersigned inventor(s) hereby: 1

l) Sell(s), assign(s) and trans_fer(s) to SRI Intemational,g Q"ltlo*la non-orofit comorationiiyi,giriiiJ.pfpF,ili*$ ff:"?S'j
refen6d to as "ASSIGNEE'), the entire
ir"."ii"* disclosed ia appli6ition(s) basedupon, and Patent(s) (including

;;";-th. i"formation 
";htth 

is discl6ied in the above referenced applicatior

interest ln any anct au ur
rtent(s) (including foreign patents; granted

6;;A; i"fda;tion whiich is aisct6ied in the above referenced application'

2\ Authorize and request the Commissioner of Patents to- issue any atd all Letters Patents

ilrrrtirrg 
-rti* 

r,ria .ig;utioo o. any division(s), continuation(s), substitutes(s) or reissue(s)

thereof to the ASSIGNEE-

3) Agree to execut€ all papers and documents and' 
""tit"ly_ i!.*"^S^SSIGNEE's 

expense'

oerform any acts ;hi;h are ^rdasonabiy oec.sroy in connection with the prosecution of said

fi;l#i;.fi'*.i^,|[;;y ddili"r ;d ilti;"ti'"* thereofl foreign applicaiions based thereon,

il't;r-tht.nfor.rmrnt ofpatents resulting ftom such applications.

4) Asree that the terms, covenants and conditions of this assignment shall inure to the benefit

l'rrrr. fiitft;ll-g"..sort,-*tignr *a otugt legal representatiie, and shall be binding upon the

i"r;;;l;ii* *Jt as the inventor'J heirs, legal representatives and assigns'

5) Warrant and represent that Vwe have not entered, and will not enter into any assignment,

c6ntract, or r-rnderstanding that conflicts with this assign:nent

signed on the date(s) indicated beside my (our) signature(s).

Date: b-tb- ao '

?fr
Date: 5'-Lo.oo

1)

2)

3)

4)

Signature:
Typed Name:

Signanre:
Typed Name:

Signature:
Typed Name:

Signanire:
Typed Name: Adam Cheyer

Attny Docket No. SRIlP037

Date:
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ASSIGI\MEI'{T OF PATENT APPLICATIO, ,,
(Not AccomPanYing APPlication)

Whereas Vwe the undersigned inventor(s) have invented certain new and useful

improvements as set forth in the patent application entitled:

NAVIGATING NETWORK-BASED ELECTRONIC INT'ORMATION USING SPOKEN- -- 
NATIIRAI L,qNbuAGe IMUT wrTE MULTIMODAL ERROR FEEDBACK

for which Vwe have executed an application for a United States Letters Patent which was filed in

the U.S. patent *aliuJ.**t Om^.f on March 13, 2000, and which bears ttre Application No.

09/524,095

For good and valuable consideratiog, the receip and sufficiency of which is hereby

acknowiedgid, V*. the undersigned inventor(s) hereby:

l) Sell(s), assign(s) and tr_ansfer(s) to SRI International, a Califonria non-orofit comoration

havineaplaceoru,ilI6"ui.iltrU';,i'Ji"@gt=Sfl *;g*llq?:,.H:**:
refenid fo as .,ASSIGNEE'),EeEilire right tiue an_ q rnterg$ P ?n{ ffip-rcvements and

inventions asctoseiii, 
"ppr6itmlg 

ursa]upon, and laten(s) (including foreign patents) granted

"pt"-tn. 
i"f"t 

"ti"n 
wnit'tr is discliied in the above referenced application.

2\ Authorize and request the Commissioner of Patents to. issue anl agd all Letters Patents

iJr"rti'l' fr"--J,"ia;dj;;ti"o o. any division(s), continuafon(s), substihrtes(s) or reissue(s)

thereof io the ASSIGNEE.

3) Agree to execute all papers and documents an4 entir;lr_ 1-*"ifsIGNEE',s experuie'

perform any acts;bi;h *-riiro"uuty necessary in.c-onnectio:n with the prosecution of said

aoolication, a, *eti ilr"ia*i""ti"r-*a "ppticaiil 
thg.gl foreign applicafrons based thereon'

aid/or the enforcement of patents resulting tiom such applca1ons.

4) Apree that the terms, covenants and conditions of this assignqeat thl$ inrxe to the benefit

J'r,nr Arlrffi'r.$;..irrotr, *rigpr and other legal representative, ahd shall be binding upon the

i"".rt"<rjl* *iU as ttre inventor'iheirs, legal representatives and assigns.

5) Wanant and represent that Vwe have not entered, and will not enter into. any assignment

i6ntract, or understanding that conflicts with this assignment.

Signed on the date(s) indicated beside my (our) signature(s).

1)

2)

3)

Signarure:
TypedName:

Signature:
Tlped Nnme:

Signatr:re:
TypedName:

Signature:
TypedName:

Luc Julia

Date:

Date: 6/te '

4)
Adam Cheyer

Date:
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D91608,872

IN THE UNITED STATES
PATENT AND TRADEMARK OFFICE

PATENT APPLICATION

Applicant: Halverson et al.

Case: SRllP037B

Serial No.: 09/608,872

Group Art Unit: 2155

Examiner: Firmin Backer

Filed: June 30,2000

Title: MOBILE NAVIGATION OF NETWORK-BASED ELECTRONIC INFORMATION
USING SPOKEN INPUT

ASSISTANT COMMISSIONER FOR PATENTS
Box Non-Fee Amendment
Washington, D. C. 20231

SIR:

RESPONSE UNDER 37 C.F.R. S 1.111

This response addresses the Office Action dated April24,2001 (Paper No. 10).

REMARKS

In view of the following discussion, the Applicants $,!{bmit that none of the claims

now pending in the application are anticipated under the provisions of 35 U.S.C. S 102.

Thus, the Applicants believe that all of these claims are now in allowable form.

l. REJEGTION OF GLAIMS 56;92 UNDER DOUBLE PATENTING

The Examiner provisionally rejected claims 56-82 in Paragraphs 1-2 of the Office

Action based on statutory type double patenting under 35 U.S.C. S 101 as claiming the

same invention as that of claims 56-126 of oopending Application No. 09/524,095.

Applicants respectfully traverse the rejection.

First, the Examiner noted that "it would have been obvious to one of ordinary skill

in the art to observe that the omission of the limitations 'soliciting additional input

*rz
,ffur

L"Aua''*v.
gqa.-g

*g
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from the user, including user interaction in a modality different tha[n] the original

request and, refining the navigation query, based upon the additional input'. After

noting the differences between the scope of the claims between the two applications,

the Examiner then concluded that claims 56-82 "are obvious variation of the inventive

concept defined in claims 56-126 of co-pending application 09/524,095".

Applicants direct the Examiner's attention to the fact that there are two types of

double patenting rejections: "Statutory" and "non-statutory (obviousness-type)". MPEP

804 states that "[i]n determining whether a statutory basis for a double patenting

rejection exists, the question to be asked is: ls the same invention being claimed

twice?" "A reliable test for double patenting under 35 U.S.C. 101 is whether a claim in

the application could be literally infringed without literally infringing a corresponding

claim in the patent". Given the substantial differences between the claims of the two

applications as noted by the Examiner, Applicants respectfully submit that applying the

statutory double patenting test as promoted in the MPEP would not produce a statutory

double patenting rejection in the present application. As such, Applicants submit that

the present statutory double patenting rejection against claims 56-82 is inappropriate,

Second, it should be noted that the present applieption is a continuation of the

co-pending application 091524,095. As such, if and when these two applications

mature into issued patents, both patents will have the same term. Thus, given the

differences between the scope of the claims of both applica|lgfls and the fact that both

applications will expire at the same time (if issued), Applieg.nts respectfully submit that

statutory double patenting rejection against claims 56-82 is inappropriate.

il. REJECTTON OF CLAIMS 56-82 UNDER 35 U.S.C. S 102

The Examiner has rejected claims 56-82 in Paragraphs 4-19 of the Office Action

as being anticipated by the Levin et al. patent (US Patent 6,173,279 issued January 9,

2001, hereinafter referred to as Levin). The :rejection is respectfully traversed.

Levin teaches "a method of using at least one natural language query to retrieve

information from one or more data resources and further performing a requested action

using the retrieved information is disclosed". (See Levin, Column 2, lines 15-18)
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Namely, Levin teaches a method for using natural language query to obtain information,

where upon receipt of the requested information, a desired action is executed based

upon the requested information. To illustrate, Levin provides the example, where a

user employs natural language to request the telephone number of a restaurant. Upon

receipt of the telephone number, the telephone number is actually dialed for the user.

(See Levin, Column 3line 62to Column 4, line 1)

In contrast, Levin fails to teach or suggest the novel concept of speech-based

navigation where the method receives spoken request for desired information from the

user utilizino the mobile information appliance of the user and lvhere. in turn. the

selected electronic data source from the network server is transmitted to the mobile

information appliance of the user. Specifically, Applicants' independent claims 56, 65

and 74 positively recite:

56, A method for speech-based navigation of an electronic data source
located at one or more network servers located remotely from a user, wherein at
least a portion of a data link between a mobile information appliance of the user
and the one or more network servers utilize wireless communication, comprising
the steps of:

(a) receivinq a spoken request for desired information from the user
utilizino the mobile information appliance of the user;

(b) rendering an interpretation of the spoken request;
(c) constructing a navigation query based upohthe interpretation;
(d)utilizing the navigation query to select a portion of the electronic data

source; and
(e) transmittinq the selected portion of the electronic data source frorn the

network server to the mobile information appliance of the user. (emphasis
added)

65. A computer program embodied on a computer readable medium for
speech-based navigation of an electronic data source located at one or more
network servers located remotely frorq a user, wherein at least a portion of a
data link between a mobile information qppliance of the user and the one or
more network servers utilizes wireless communication, comprising:

(a) a code seoment that receives a spoken request for desired
information from the user utilizino the mobile information aopliance
of the user;

(b) a code segment that renders an interpretation of the spoken
request.

(c) a code segment that constructs a navigation query based upon the
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interpretation;
(d) a code segment that utilizes the navigation query to select a portion

of the electronic data source; and
(e) a code seoment that transmits the selected portion of the electronic

data source from the network server to the mobile information appliance of the

- user. (emphasis added)

74. A system for speech-based navigation of an electronic data source
located at one or more network servers located remotely from a user,
comprising:

(a) a mobile information appliance operable to receive a spoken
request fqr desired information from the user;

(b) spoken language processing logic, operable to render an
interpretation of the spoken request;

(c) query construction logic, operable to construct a navigation query
based upon the interpretation;

(d) navigation logic, operable to select a portion of the electronic data
source using the navigation query, and

(e) electronic communications infrastructure for transmitting the
selected portion of the electronic data source from the network server to the
mobile information appliance of the user, wherein at least a portion of a data link
of the electronic communications infrastructure between a mobile information
appliance of the user and the one or more network servers utilizes wireless
communication. (emphasis added)

Applicants' invention teaches a novel method and apparatus for speech-based

navigation where the method receives spoken request,for desired information from the

user utilizino the mobile information appliance of the user and where, in turn. the

selected electronic data source from the network server is transmitJed to the mobile

information appliance of the user. Specifically, Applicants address the criticality of

providing speech-based navigation via a mobile, i.e., wireless communication, approach

in addition to spoken natural language. lt has been noted that with the proliferation of

various mobile appliances, it would be advantageous to allow these mobile appliances

to access the same vastness of electronic data sources that are available to hard-wired

appliances like a desktop computer. However, the very essence of a mobile appliance

is its portability, small size and ease of use. As such, unlike hard-wired appliances,

mobile appliances are not equipped with!p.r$e bulky input devices. In fact, even if the

mobile appliance is equipped with extensive input devices, most users would still find

4
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these "shrunken" input devices to be cumbersome and difficult to use, e.9., an

electronic representation of a keyboard on a PDA and the like.

To further exacerbate the problem, obtaining information from an electronic data

source may require extensive and complex interaction between the user's mobile

appliance and the system holding the electronic data source. Thus, the limited or

cumbersome inpuUoutput capability of a mobile appliance presents a substantial barrier

to its ability to access a data resource that requires extensive and complex interaction.

To address this criticality, Applicants disclose a speech-based navigation method

that is deployed in conjunction with mobile appliances. To illustrate, the user can

request via a mobile appliance, e.9., a cellular telephone, all the names of a particular

ethnic restaurant on a particular street. Clearly, this request is rather complex given the

limited input capability (generally a numeric keypad) of a cellular phone. Without

additional input devices, this complex request may require numerous interactions

between the user and a remote data resource, e.9., long repeated sequences of

presenting a menu, scrolling within the menu and selecting the desired information

within the menu and so on for the next menu and beyond. Such tedium discourages a

user from attempting to acquire complex information via mobile appliances.

ln contrast, Applicants' invention allows the complex request to be received as a

spoken request directly via the user's mobile information appliance, thereby

substantially reducing the amount of interaction of the user wlth the remote data

resource. The present method will interpret and construct a,navigation query that is

utilized to obtain the selected data. For example, if the navigation query produces three

possible results, then the results can be simply transmitted to the user via a menu on

the screen of the mobile appliance.

In contrast, Levin teaches that "[u]sing a personal computer (PC) 102, a user

establishes a connection with packet netwo.rk 108 via an access server 106'. Levin

then states that "[t]he user may also use a telgphone 103 to connect to the packet

network 108" and that "[t]ypically a modem connection (not shown) may be used to

connect the PC 102to the packet 108 in a conventional manne/'. (emphasis added)

(See Levin, Column 3, lines 5-10). Additionally, Levin states that "[t]he PC 102 dials

5
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into an access server 106 that is connected to the lnternet or other database service via

a logical network interface (not shown)" and that "[t]he logical network interface may be

a local area network (LAN), a Serial Line Internet Protocol (SLIP) connection over a

rlodem, an ISDN port or via a connection to a special LAN such as an ATM LAN or a

LAN that offers bandwidth reservation". (See Levin, Column 4, lines 23-29) lt is

respectfully submitted that none of Levin's statements provides any specific teaching as

to mobile appliances or wireless communication. In fact, terms such as "modem

connection" and 'ISDN port" are typically associated with hard-wired appliances. Thus,

Levin does not teach or disclose a method that receives spoken request for desired

information from the user utilizino the mobile information appliance of the user and

where. in turn. the selected electronic data source from the network server is

transmitted to the mobile information apoliance of the user. Namely, the scope of

Applicants' claims is specifically directed to speech-based navigation via mobile

information appliances. This novel concept is not disclosed by the Levin reference and

Applicants' claims would not read on the Levin reference.

Therefore, the Applicants respectfully submit that independent claims 56, 65 and

74 are not anticipated by the Levin reference. As such, claims 56, 65 and 74 fully

satisfy the requirements of 35 U.S.C. S102 and are patentable thereunder.

Claims 57-64,66-73 and75-82 depend,,either directly or indirectly, from claims

56,65 and74 and recite additional features therefor, Since L;nvin fails to anticipate

Applicants'invention as recited in Applicants' iddependent clatms 56,65 and74,

dependent claims 57-64,66-73 and75-82 are also not anticipated under 35 U.S.C. $

102 and are allowable for the same reason noted above.

Conclusion

Thus, the Applicants submit that all of these claims now fully satisfy the

requirements of 35 U.S,C. 5102.' Consequently, the Applicants believe that all these
.1

claims are presently in condition for allowance. Accordingly, both reconsideration of

this application and its swift passagg to issue are earnestly solicited.

6
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lf, however, the Examiner believes that there are any unresolved issues requiring

the issuance of a final action in any of the claims now pending in the application, it is

requested that the Examiner telephone Mr. Kin-Wah Tonq. Esq. at (732) 530-9404 so

that appropriate arrangements can be made for resolving such issues as expeditiously

as possible.

Respectfully su bmitted,

(i
Kin-Wah Tong, Attorn
Reg. 116. 39,400
(732) 530-e404

Moser, Patterson & Sheridan, LLP
595 Shrewsbury Avenue
First Floor,
Shrewsbury, New Jersey 07702

'.i1, 
i
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I

NOTICE REGARDING POWER OF ATTORNEY

This is in response to the Power of Attorney filed 0912112001.

The Power of Attorney in this application is accepted. Correspondence in this application will be mailed to the
above address as provided by 37 CFR 1.33.

i.t.jl

, j.;l '.

iltilr 11,

f$
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Office Action Summary

DATE of this aPPears on
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SETTO EXPIRE 9 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
- Extensions of time may be available under the provisions of 37 CFR 1.136 (a). ln no event, however, may a reply be timely filed

affer SIX (6) MONTHS from the mailing dale of this oommunication'
- lf lhe period for reply specified above. is less than thirty (30) days, a reply within the slatulory minimum of lhirty (30) days will be oonsidered limely.
- lf NO period for reply is specified above, the maximum statutory period will apply and will expke SIX (6) MONTHS from the mailing date of this communicalion.
- Failure to reply within lhe set or extended period for reply will, by stalute, cause tha application lo become ABANDONED (35 U.S.C. $ 133).
- Any reply recoived by the Office laler lhan three months after lhe mailing date of lhis communication, even if limely filed, may reduce any

earned patent term adiuslment. See 37 CFR 1 .704(b).

Status

1)X Responsive to communication(s) filed on 26 Seotember 2001 .

2a)X This action is FINAL. 2b)fl This action is non-final. I

3)n Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordancewiththe practice underEx parteQuayle, 1935 C.D. 11,453 O.G.213.

Disposition of Claims

4)X claim(s) 56-82 is/are pending in the application.

4a) Of the above claim(s) is/are withdrawn from consideration'

5)[ claim(s) 

- 

is/are allowed.

6)X claim(s) 56-S2 is/are rejected. ' .i1,".

7)! Claim(s) 

- 

is/are objected to.

8)n Claims 

- 

are subject to restriction and/or election requirement rr

Application PaPers

9)n The specification is objected to by the Examiner.

10)n The drawing(s) filed on is/are objected to by the Examiner, ,

11)n The proposed drawing correction filed on is: a)fl approved ,n)l Oisapproved.

12)[ The oath or declaration is objected to by the Examiner.

Priority under 35 U.S.C. S 119

1g)fl Acknowtedgment is made of a claim forforeign prioritV under 35 U.S.C. S 11g(a)-(d) or (0.

a)[nt b)n Some.c)[ Noneof:

1.n Certifled copies of the priority documents have been received.

2.J Certified copies of the priority documents hnyg been received in Application No.

3.1 Copies of the certified copies of the priority documents have been received in this National Stage

application from the lnternational Bureau (PCT Rule 17.2(a)).
* See the attached detailed Office action for a list of the certified copies not received.

14)n Acknowledgement is made of a claim for domestic priority under 35 U.S.C. S 119(e).

Attachment(s)

ts) [ ruotice of References Cited (PTo-892)

tO) f] Notice of Draftsperson's Patent Drawlng Review (PTO-948)

1il [ Information Disclosure Statement(s) (PTO-1 449) Paper No(s) 

-

Interview Summary (PTO-413) Paper No(s)

Notice of Informal Patent Application (PTO-152)

Other:

18) fl
1e) n
20) !

J.S. Patent and Trademafl( o
PTO-326 (Rev.01-01) Oflice Action Summary Part of Paper No. 4
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Resp ons e to Request for Reconsideration

This is in response to a request for reconsideration file on September 26&,2O0L Claims

56-82 are being reconsidered in this action.

Double Patenting

1. A rejection based on double patenting of the "same invention" type finds its support in
the language of 35 U.S.C. l0l which states that "whoever invents or discovers any new and
useful process ... may obtain a patent therefor ..." (Emphasis added).' Thus, the term "same
invention," in this context, meaffl an invention drawn to identical subject matter. See Miller v.

Eagle Mfg. Co,,15l U.S. 186 (1894);Inre Ockert,z4sF.2d 467,ll4 USPQ 330 (CCPA 1957);
and In re Vogel,422F.2d 438,164 USPQ 619 (CCPA 19'10).

A statutory type (35 U.S.C. l0l) double patenting rejection can be overcome by
canceling or amending the conflicting claims so they are no longer coextensive in scope. The
filing of a terminal disclaimer cannot overcome a double patenting rejection based upon 35

u.s.c. 101.

2. Claims 56-82 are provisionally rejected under 35 U.S.C. 101 as claiming the same

invention as that of claims 56-126 of copending Application NQ 091524,095. Although the

conflicting claims are not identical, they are not patentably distinct. It would have been obvious

to one of ordinary skill in the art to observed that the omission of the limitr4tions "soliciting

additional input from the user, including user interaction in a modality different that the

original request and, refining the navigation gue(y: based upon the additional input", of

applicant claims 56-82 are already in the Co-pending application 091524,095, as such they are

obvious variation of the inventive concept defined in claims 56-126 of the Co-pending

application 091524,095. See In re Karlson, l36USPQ 184 (CCPA 1963). This is a plqsianal

double patenting rejection since the conflicting claims have not in fact been patented.
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Claim Rejections - 35 USC S 102

3. The following is a quotation of the appropriate paragraphs of 35 U.S.C . l02that form the

barir for the rojsetionr under thh roetlon mrCr in thh Offler eotleni

A person shall be entitled to a patent unless -

(e) the invention vras described in a patent granted on an application for patent by another filed in the United
States before the invention thereof by the applicant for patent, or on an intemational applioation by another who
hasfirlfilledtherequirementsofparagraphs (l),Q),and(a)ofsection3Tl(c)ofthistitlebeforetheinvention
thereofby the applicant for paten!. 

1

4. Claims 56-82 are rejected under 35 U.S.C. 102(e) as being anticipated by Levin et al.

(U.S. Patent No. 6,173,279),

5. As per claim 56, Levin et al teach a method for speech-based navigation (information

server, I I0) of anelectronic data source located at one o, ,no-r. nEtwork servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless communication (see abstract, fig 1,

column 3 lines 5-35), comprising receiving a spoken request (re,o$gve a natural language query)
l":'

for desired information from the user (user, I 12) utrlizing the mobile information appliance (PC,

102) of theuser; rendering an interpretati on(cragting a semantic representation) of the spoken

request, constructing a navigatio n (generating search) query based upon the interpretation;

utilizing the navigation query to select a portion of the electronic data source; and transmitting

'i"ifi;
(sending) the selected portion of the electronic data source from the network server to the mobile

information appliance of the user, (see abstract, fig. 1-3, column 3 line 36-9 line 5, see also claim

1, 10,22)
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6. As per claim 57, 58, 62-64, Levin et al teach a method of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract , frg | , column 3 lines 5-3 5).

7. As per claim 59, Levin et al teach a method of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the

navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract,fig.l-3, column 3 line 36-9 line 5, see

also claim l, 10,22). 
+,,i,

8. As per claim 60, Levin et al teach a method wherein the data link includes a cellular

telephone system (see fig i, column 2line 6l-67).

,iL

9. As per claim 61, Levin et al teach a method wherein ili, t.l-tdl are performed with

respect to multiple users (see abstract, fig l, column 3 lines 5-35).

10. As per claim 65, Levin et al teach a computer system for speech-based navigation

(information server, I 10) of an electronic .drp!.g source located at one or more network servers
"i "

located remotely from a user, wherein at least a portion of a data link between a mobile

information appliance of the user and the one or more network servers utilizes wireless

communication (see abstract, fig l, column 3 lines 5-35), comprising a code segment receiving a
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spoken request (receive a natural language query) for desired information from the user (user)

utilizing the mobile information appliance (PC, 102) of the user; a code segment rendering an

interpretation(creating a semantic representation) of the spoken request, a code segment

constructing a navigation@enerating search) query based upon the interpretation; a code

segment utilizing the navigation query to select a portion of the electronic data source; and a

code segment transmitting the selected portion of the electronic data source from the network

server to the mobile information appliance of the user. (see abstract, frg. l-3, column 3 line 36-9

line 5, see also claim l, 10,22)

I 1 . As per claim 66, 67 , 7 l-73 , Levin et al teach a system of rendering the interpretation of

the spoken request is performed at the one or more netwo*,,:lf*.tr by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract , frg l,column 3 lines 5-35).

12. As per claim 68, Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the

navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract,fig.l-3, column 3 line 36-9line 5, see

also claim l, 10,22).

r 
j;

13. As per claim 69, Levin et al teach a system wherein the data link includes a cellular

telephone system (see fig l, column 2line 6l-67).
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14. As per claim 70, Levin et al teach a system wherein steps (a)-(d) are performed with

redpect to multiple users (see abstract, fig 1, column 3 lines 5-35).

15. As per claim 74,Levin et al teach a system for speech-based navigation (information

server, I l0) of an electronic data source located at one or more network servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless communication (see abstract, fig l,

column 3 lines 5-35), comprising receiving a spoken request (receive a natural language query)

for desired information from the user (user) utilizing the mobile information appliance (pC, 102)

of the user; rendering an interpretati on (creating a semantic representation) of the spoken
J

request, constructing a navigation (generating search) query based upon the interpretation;

utilizing the navigation query to select a portion ofthe electronig data source; and transmitting

the selected portion of the electronic data source from the network server to the mobile

)

information appliance of the user. (see abstract, fiS. 1-3, cot+6r 3 line 36-9 line 5, see also claim

l, 10,22)

16. As per claim 75,76,80-81, Levin et al teach a me*rod of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract, fig l, column 3 lines 5-35). i"

I7 . As per claim 77 , Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the
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navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract, fig. l-3, column 3 line 36-9 line 5, see

also claim l, 10,22).

18. As per claim 78, Levin et al teach a system wherein the data link includes a cellular

telephone system (see fig l, column 2 line 6l-67).

19. As per claim Tg,Levrnet al teach a system wherein steps (a)'-(d) are performed with

respect to multiple users (see abstract, fig l, column 3 lines 5-35).

,'l

Response to Arguments

l, Applicant's arguments filed on September 26h,2001have been firlly considered but they

are not persuasive. *x*
,,:{

a. Applicant argues that the statutory-type obviousness double patenting is not

appropriate. Examiner respectfully disagrees with applicant characterization of the

statutory-type obviousness double patenting concept. The inventive concepts in the

applications are not patenbly different. Different variation of the same inventive concept

is being claimed trrvice. According to MPEP in,determining whether a statutory basis for a

double patenting rejection exists, the question to be asked is: Is the same invention being

claimed twice? 35 U.S.C. 101 prevents two patents from issuing on the same invention.

"Same invention" means identical zubject matter. Miller v. Eagle Mfg. Co., l5l U.S.
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186 (1984); In re Vogel, 422F.2d 438, 164 USPQ 619 (CCPA 1970); and In re Ockerr,

245 F.2d 46',1, 114 USPQ 330 (CCPA 1957).

b. Applicant further argues that the prior art "fails to teach or suggest the novel

concept of speech-based navigation where the method receives spoken request for desired

information from the user utilizing the mobile information appliance of the user and

where in turn the selected electronic data source from the network server is transmitted to

the mobile information appliance of the user." Examiner respectfully disagrees with the

applicant perspective and characterization of Levin inventive concept. Levin teach that

use of a personal computer, a user establishes connection with a network. In the field of

the network communication, a personal computer is not limited to desldop, but also

handheld computer as well as laptop which are considered to be mobile appliances. In

Levin inventive concept, an information server 110 receiveg natural language which is
t'

the same as spoken word. One the natural language query is process, the service host then

transmit the result of the query to the pc. (see column 3 lines 5-35,6lines 25-59).

Conclusion

,rni

THIS ACTION IS MADE FINAL. Applicant is reminded of the extension of time

policy as set forth in 37 CFR 1.136(a),

A shortened statutory period for reply to this final action is set to expire THREE

MONTHS from the mailing date of this action In the event a first reply is filed within TWO

MONTHS of the mailing date of this final action and the advisory action is not mailed until after
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the end of the THREE-MONTH shortened statutory period, then the shortened statutory period

will expire on the date the advisory action is mailed, and any extension fee pursuant to 37

CFR 1.136(a) will be calculated from the mailing date of the advisory action. In no event,

however, will the statutory period for reply expire later than SIX MONTHS from the mailing

date of this final action.

Any inqury concerning this communication or earlier communications from the

examiner should be directed to Firmin Backer whose telephone number is 703-305-0624. The

examiner can normally be reached on Mon-Thu 8:30-6:00.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's

supervisor, Sheikh Ayaz can be reached on 703-305 -9648. The fax phone numbers for the

organization where this application or proceeding is assign6d ue 703-305-3718 for regular

communications and 703-305-53 52 for After Final communications.

Any inquiry of a general nature or relating to the gatus of this application or proceeding

should be directed to the receptionist whose telephone number is 703-305-3900.

SI.JPERVISOftY PATE$T EXAMINER

TfiCI,{NOLOGY CEMIER 21 OO

i,ii't''' '
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lnteruiew Summary

Application No.

09/608,872

Applicant(s)

HALVERSEN ET AL.

Examiner

Firmin Backer

Art Unit

2155

All participants (applicant, applicant's representative, PTO personnel):

(1) Firmin Backer.

(2) Ario Etienne.

Date of lnterview: 08 January 2002 .

Type: a)fi Telephonic O)fl ViOeo Conference
c)n Personal [copy given to: 1)! applicant

Exhibit shown or demonstration conducted: O)n Yes
lf Yes, brief description: _ .

Claim(s) discussed: 56 .

ldentification of prior art discussed: 6,173.279 .

Agreement with respect to the claims f)! was reached. g)n was not reached. h)n N/A.

Substance of Interview including description of the general nature of viihat was agreed to if an agreement was
reached, or any other comments: Applicant arques that the statutory double patentinq reiection is improper and
should be withdrawn. Aoplicant aroues that the prior art fails to teach alt the timitations of the inventive conceit
especiallv the use of wireless communication...

(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims
allowable is available, a summary thereof must be attached.)

..irii.

i)n n is not necessary for applicant to provide a separate recof-d,oj,tt[$ substance of the interview(if box ischecked). , ; 
,lt*t'

:

Unless the paragraph above has been checked, THE FORMAL WRITTEN REPLY TO THE LAST OFFTCE ACTTON
MUST INCLUDE THE SUBSTANCE OF THE INTERVIEW. (See MPEP Section 713.04). lf a reply to the tast Office
action has already been filed, APPLICANT lS GIVEN ONE MONTH FROM TH|S |NTERVIEW DATE TO FILE A
STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See Summary of Record of Interview requirements on
reverse side or on attached sheet.

iii

Examiner Note: You must sign this form unless it is an
Attachment to a signed Office action.

(3)Kn-Wah Tonq.

(4)_.

2)n applicant's representativel

e)n No.

.' 
,1 -:,^',i."',

Interuiew Summary Paper No. 4.PTO-413 (Rev. 03- 98)
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PATENT APPLICATION

Applicant Halverson et al,

Case: SRI{P0378

Serlal No.:09/608,872

Group Art Unit:2155

Examiner: Flrmin Backer

@ooa

#tu/t_*[,/rc
s J.art-o:kab

RECFI\/ED - -+r
JAN r Ah|i|,|

Tcchntrgy Centsr 2100

Filed: June 30, 2000

TitIE: MOBILE NAVIGATION OF NETWORK.BASED ELECTRONIC INFORMATION

USING $POKEN INPUT

ASSTSTANT COMMISSIONER FOR PATENTS :;'* 'ir'ii1:

Box AF
Washington, D. C. 20231

SIR:

This response addresses the Final Office Action date{ $ctober 10, 2001 (Paper

No. 14).

IN THE CLAIMS

please amerrd claims 56 and 65 as shown below. These claims are "clean

version'l of the amended claims, i.e., with changes incorporated into the claims'

whereas the Appendix to this AmenOmenf,i]l$gtrates the amended clalms using

underlines and brackets to indicate additiofr''ind deletion, respectively'

IN THE UNITED STATE$

56. (Amended) A for speech-based navigation of an eleclronic data source

located at one or more servers located remotely from a user, wherein a data

link is established between a information appliance of the user and the one or

more network selers, the steps of:

Receivedfrom < 732 530 9808 > atlll0/024:00:40Plr| [EastemElandardTimel
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ng a spoken request for desired information from the user utillzing the

appliance of the user;

(b) renderinlqinterpretation of the spoken request;

(c) constructing a\vi query based upon the interpretation;

(d) utilizing the query to select a portion of the eleqtronic data source;

(e) transmitting the selected of the eles'tronic data source from the

netwok seruer to the mobile information of the user, wherein at least a

portion of said data link between said mobile i appliance of the user and the

one or more networt servers utilizes wireless

'ff

65. )A computer program embodied on a computer readable medium for

speech-based of an elestronic datia source located at one Or more network

server$ located from a u$er, wherein a data link is established between a

mobile information of the user and the one,,;gr mole ne,.lwork servers,

comprising:
:, 

,111:'::

receives a spoken request for desired information from(a) a code segment

the user utilizing the mobile ation appliance of the user;

(b) a code segment that

(c) a code segment that

interpretatlon;

an interpretation qf, the spoken request;

cts a navigation query baSed upon the

(d) a code segment that utilizes the

electronic data source; and

query to select a portion of the

portion of the electronic data

at least a portion of said data link betw.eerl'p,3,j4..1

user and the one or more network seruers g!l[$eb

(e) a code segment that transmits the

source from the network server to the mobile on appliance of the user, wherein

ion appliance of the

communication.

REMARKS

Applicants' representative would like to thank Examiner Backerand Primary

Examiner Etienne for kindly taking a substantial arnount of time on January 8, 2002 to

Received from < 732 530 0808 > at l/10102 4:00140 P|tll lEastem $landard Timel
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discuss the rnerits of the subJect invention. Applicants' representative is aware of the

time constraint that is praced on the Examiners and is appreciative of the Examiners'

willingness to devote such large quantity of time to discuss the case on the merit'

ln view of the following discussion, the Applicants submit that none of the claims

now pending in the apprication are anticipated under the provisions of 35 u.s.c- $ 102.

Thus, the Applicants believe that all of these claims are now in allowable form'

UBLE PA

The Examiner provisionally rejected claims 56-82 in Paragraphs 1-2 of the Final

Office Action based on statutory type double patenting under 35 U'S'C' $ 101 as

claiming the same invention as that of claimp 56--,146 of copending Application No'

09/524,095. ,Applicants respectfully traverse t ,Q; Aion'

First, the Examiner noted that'it would have been obviouE to one of ordinary skill

in the art to observe that the omission of the limitations is-gliciting additional input

from the user, including user interaction in a modality direrent thaln] the orlginal

request and, refining the navigation f,uery, based u[,Qn the additional inPuf ' After

noting the differences between the scope of the claims iietween the two applications,

the Examiner then concluded that claims 56-82 "are obvious variation of the inventive

concept defined in claims 56-126 of co-pending application 09/524,095''

pursuant to the Examiner Interview, Applicants agai.n:directed Examiner's

attention to the fact that there are two types of double pateiiliing rejections: "statutory''

and ,,non-statutory (obviousness-type)". MPEP 804 states that "[i]n determining

whether a statutory basls for a double patenting rejection exists, the question to be

asked is: ls the same invention being clairned !ryice?" 
"A reliable test for double

patenting under 35 U.S.C. 101 is whether aieuim ln the application coutd be literalty

infringed without literatly infringing a conesponding claim in the patent"' Given the

substarrtial differences between the claims of the h/vo applications as noted by the

Examiner, Applicants respectfully submit that applying the statutory double patenting

test as promoted in the MpEp would not produce a statutory double patenting rejection

in the present aPPlication.

Received from < 732 530 0808 ) at 
,l,10i02 

4:00:40 Pir| fastem Standard Timel
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Second, it should be noted that the present applioation is a continuation of the

co-pending application 09/524,095. As such, if and when these two applicatiorts

mafure into issued patents, both patents will have the same term'

As such, Applicants submit that the present statutory double patenting reieciion

against claims 56-82 is inappropriate. The Examiners lndicated that they will

reconsider the present statutory type double patenting under 35 U'S'C' $ 101'

The Examiner has rejected claims 56-82 in Paragraphs 4'19 of the Final office

Action as beirrg anticipated bythe Levin etal. patent (US PatenI6,173,279 issued

January 9, 2001, hereinafter referred to as Levin). The rejection is respectfully

traversed.

Levin teaches "a method of using at least one natural language query tO retrieve

information from one or rnore data resources and further performing a requested action

using the retrieved information is disclosed". ($ee Levin, Golumn 2, lines 15-18)

Namely, Levin teaches a method for using natural !a.ng4,age query to obtain information'

where upon receipt of the requested information, a desired action is executed based

upon the requested information. To illustrate, Levin provides the example, where a

user employs natural language to request the telephone number of a restaurant. Upon

receipt of the telephone number, the telephone number is actually dialed for the user.

(See Levin, Column 3 line 62 to Column 4, line 1) .' r' .{,'g.!tl

ln contrast, Levin fails to teach or suggest the novel concept'of speech-based

utilizes wireless comm :

and 7 4 positivelY recite:

4

navigation where the method receives snok?rr reouest for desired informatiofl from the

;ffilfirV, Applicants'independent claims 56, 65
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B ooe

56. A method fOr speech-based navigation oJ an electronic data source

located at one or more network servers'iocated remotely from a user' wherein a

data link is estabtished between a mobile informatiqn appliance of the user and

the one or more network servers, comprising the steps of:

iciconstructing a navigation query bgsed upon the interpretation;

iOjutitizing theiravigation query to setect a portion of the electronic data

source; and- 

te) transmitting the selected portion of the electronic data source from the

networtr ierverto the-mobile informirtion appliance of the 0ser, whet4lEtleas!-a

. (emphasis

65. A computer program embodied on a computer readable medium fOr

speectr-Oaseil navigation of an electronic data s.gurcg located at one or more

network servers toclteO remotely from a user, wherein a data link is establi$hed

Uet**in J mobile information appliance of the u$ef,anO the one or more network

servers, comprising:

oata so'Jici;il; th"" network server to the mobile information appliancg of the

(a) a Gode seament th.at-re.ceJv,es a spoKeq, requ'es[ ror (JEurrl

from tnb uGr utilizing the qr.obite inlormattqn,anpliqnqe of the-uSCf

it lnterpretation of the spoken request;

iij " 
*Oe sefrment that constructs a navigation query based upon the

interpretation;
iO1 " 

.bO* segment that utllizes the navigati,ol,query to select a portion of

the electronio data source; and ' ,.,,,i,- - 
(") a .oO" segment that transmits the selec'tedtportion of the electronic

74. A system for speech-based navigation of an electronic data source

lOcated at one or more nptwork servers located remOtely from a user'

comprising:
(a)

(b)

(c)
interpretation of the spoken request;
query construction logi_c, operable to construct a navigation query

based upon the interpretration;
n"uigat'*n lpgic, opeiabte lo select a portion of the electronic data

source usin!. ther davlgation query, and
':.

(d)

added)

corrrnrunication. (emphasis added)
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(e) elec'tronic commurrications infrastructure for transmitting the
seledeb 

'portion 
of the electronic data source from the network gerver to the

mobile information appliance of the user,
-- - L:r ^ r-l^ -s^+3^-

Applicants' invention teaches a novel method and apparatus for speech-based

navigation

utilizes lvireless.comnlunication, Specifically, Appllcants address the criticality of

providing speech-based navigatlon via a mobile, i.e., wiretess communication, approach

ln addition to spoken natural language. lt has Ueen nciteii that with the prollferation of

variouE mobile appliances, it would be advantageous to allow these mobile appliances

to access the same vastness of electronic data sources that are available to hard-wired

appliances like a desktop computer. However, the very essence of a moblle applianoe

is its portability, small size and ease of use, As such, unlike hard-wired appliances,

mobile appliances are not equipped with large bulky inprri$.evices. In fact, eVen if the

mobite appliance is equipped with extensive input devicdi,lmost u$ers would stillfind

these "shrunken" input devices to be cumbersome and dffiCult to use, e.9., an

electronic representation of a keyboard on a PDA and the like.

To further exacerbate the problem, obtaining information from an eleotrorric data

source may require extensive and complex interaction betwe'en the use/s flobile

appliance and the system holding thb elqclronic data source. Thus, the limited or

oumbsrsome inpuUoutput capabillty of fl,iffiobile appli pre$ents a substantial banier

to its ability to access a data resource that requires extensive and complex interaction.

In contrast, Levin teaches that "[u]sing a personalComputer (PC) 102, a User

establishes a connection with packet network 108 via an access server 106". Levin

then states that "[t]he user may also use a telephone 103 to connect to the packet

user utilizinq the mobile information aqpllance pf the user and where. In turn. the

selected elect!,onic data sourc,e from the network server is transrnitted to.the mobile

communication. (emPhasis added)
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network 108" and that "[t]ypically a modemcsXoectig! (not shown) may be used to

connect the pC 102 to the packet 108 in a connrenliqnet-nlilnel". (emphasis added)

($ee Levin, Column 3, lines 5-10). Additionally, Levin states that "[t]he PC 102 dials

into an acoess seryer 106 that is connected to the Internet or other database service via

a logical network interface (not shown)" and that "fffhe logical network interface may be

a local area network (l-AN), a Serial Line Intemet Protocol (SLIP) connection over a

modem, an ISDN port or via a connectlon to a special LAN such as an ATM LAN or a

LAN that offers bandwidth reseruation'. (See Levin, Colurnn 4' lines 23-29) lt ls

respectfully submitted that none of Levin's statements provldes any specific teaching as

to mobile appliances orwireless communication. In fact, terms such as "modem

connection" and "ISDN port" are typically associated with hard-wired appliances. Thus,

Levin does not teach or disclose a

over at least a portion of the data link' Narnely' the scopB of Applicants' claims is

specifioally directed to speech-based navigation via mobiiii'information appliances-

This novel concept is rrot disclosed by the Levin reference and Applicants' claims would

not read on the Levin referenoe'

pursuant to the Examiner lnterview, Applicants have agreed to incorporate the

term " wherein at least a portion of said data llnk between said rnobile information

appliance of the user and the one or more network.qq;yers r1lilizes wireless

communication", into the body of the independent qlqi,ps. This term previously existed

in the preambte of the indeperrdent claims. Thus, since this term previously existed in

the originally filed independent claims, the present amendment is nol implemented in

view of the cited prior art. In fact, Applicants take the position that the scope of the

independent ctaims did not change as a result of this amendment and that this

amendment served to clarify the claims tg the Examiner's satisfaction'

Addlfionalty, it should be notedithat no amendment was applied to independent

claim 74, since the above-identified term is already in the body of the independent claim

Re ceired from < 732 530 9808 > at 1/10/02 4:00:40 P||l| lEastem $landard Tilnel
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74.

Therefore, the Applicants respectfully submit that independerrt claims 56, 65 and

'74 
arenot anticipated by the Levin reference' As such, claims 56' 65 and 74 fully

satisfy the requirements of 35 U.$.C. 5102 and are patentable thereunder'

claims 57-64,66-73 and 75-82 depend, either directly or indirectly, from claims

56, 65 andZ4and recite additionalfeatures therefor. $ince Levin fails to anticipate

Applicants' invention as recited in Applicants' independent claims 56, 65 and74,

dependent claims 57-64, 66-73 and 75-82 are also not anticipatdd under 35 U'S'C' $

102 and are allowable forthe same reason noted above.

.,

Conclusion

Thu$, the Applicants submit that all of these claims now fully satisffthe

requirements of 3E U.s.c. 5102. Consequently, the Applicants believe that all these

claims are presenly in condition for allowance. Accordingly, both reconsideration of

this application and lts swift passage to issue are earnestly solicited.

lf, however, the Examiner believes that there are any un,resolved issues requiring

the maintenance of the present final action ln any of the claims now pending in the

application, it is requested that the Examiner telephorre Mr.,,Ki.n:Wah Tpng. Esq' at

(732) 530-9404 so that appropriate arrangements can be mgg,g for resolving such

issues as expeditiously as possible.

Respectfully su bmifted,

Reg. No,39,400
(7321530-e404

Moser, Patterson & Sheridan, LLP
595 $hrewsbury Avenue
First Floor,
$hrewsbury, New JerseY 07702
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Appendlx
(Marked-up copy of amended claims)

56. (Amended) A method for speech-based navigation of an electronic data source

looated at one or more network seryers located remotety from a user, wherein [at least

a portion ofl a data link is established between a mobile information appliance of the

user and the one or more network $ervers [utilize wireless communioation], comprising

the steps of:

(a) receiving a spoken request for desired Information from the user utillzing the

mobile information appliance of the user;

(b) rendering an interpretation of the spoken reqqest:

(c) constructing a navigation query based upon ttie interpretation;

(d)utilllng the navigation query to selest a portion of the electronic data source;

and

(e) transmitting the selected portion of the electronic datf source from the

network seruer to the mobile information appliance of the use.r

65. (Amended) A computer program embodied on a computer readable medium for

speech-based navigation of an electronio data source located at one or more network

servers located rernotely from a user, wherein [at least a portion ofl a data link [g

established. between a mobile information applian.g,g,of the user and the One or more

n etwo rk serve rs [util izes wireless commu nication], compripip g:

(a) a code Segment that receives a spoken request tor desired information from

the ueer utilizing the mobile irrformation appliance of the user;

(b) a code segmerrt that renders an interpretation of the spoken request.

(c) a code segment that constructs a navigation query based upon the

interpretation;

(d) a code segment that utilizes the navigation query to select a portion of the

electronic data source; and

@otz

I
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(e) a code segment that transmits the selected portion of the electronic data

source from the network server to the mobile informatiorr appliarrce of the userr wbgglll

10
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Advisory Action

Application No.

09/608,872

Applicant(s)

HALVERSEN ET AL.

Examiner

Firmin Backer

Art Unit

2155

onappearsonthecoversheetwiththecorrespondenceaddress,-

THE REPLY FILED 17 January 2002 FAILS TO PLACE THIS APPLICATION lN CONDITION FOR ALLOWANCE.
Therefore, further action by thti applicant is required to avoid abandonment of .this application. A proper reply.to a

tinir rejeCiion under 37 CFR 1.1 13 may gnly.bd either: (1) a timely filed amendment which Pl?qe:]!e qplication in

Conoiti6n for alowance; (Z) a timety riteioTdtice of Appdai (with appeal fee); or (3) a timely filed Request for Continued

Examination (RCE) in compliance with 37 CFR 1.114.

. PERIOD FOR REPLY [check either a) or b)]

a) X fne period for reply expires lmonths from the mailing date of the final rejection.

U) ! fneperiodforreplyexpireson: (1)themailingdateofthisAdvisoryAction,or(2)thedatesetforthinthefinal rejection,whicheverislater. In

no event, however, will the statutory period for reply expire later than SIX MONTHS from the mailing date of the final rejection.

oNLY cHEcK THis BoX WHEN THE FIRsT REPLY WAS FILED WITHIN TWO MONTHS OF THE FINAL REJECTION, See MPEP

706.07(f).
Extensionsoftimemaybeobtainedunder3TCFRl.l36(a). Thedateonwhichthepetitionunder3TCFRl.l36(a)andtheappropriateextension

fee have been filed is the dite for purposes of determining the period of extension and the corresponding amount of the fee. The appropriate extension

fee under 37 CFR 1.17(a) is calcuiated from: (1) the expiration date of the shortened statutory period for reply originally set in the final Office action; or

(2) as set forth in (b) above, if checked. Any reply received by the Office later than three months after tlie mailing date of the final rejection, even if

timely filed, may reduce any earned patent term adjustment. See 37 CFR 1 70*(b)

1.n A Notice of Appeal was filed on 

-. 

Appellant's Briei'inust be filed within the period set forth in

37 CFR 1.192(a), or any extension thereof (37 CFR 1.191(d)), to avoid dismissal of the appeal.

Z.X fne proposed amendment(s)will not be entered because:

(a) ffi they raise new issues that would require further consideration and/or search (see NOTE below);

(b) I they raise the issue of new matter (see Note below);

(c) X they are not deemed to place the application in better foYl'n for appeal by materially reducing or simplifying the

issues for appeal; and/or 
,*dfu

(d) il they present additional claims without canceling a correspon'd$g number of finally rejected claims.

NOTE: See Continuation Sheet.

3.n Applicant's reply has overcome the following rejection(s): 

-.4.n Newly proposed or amended claim(s) 

- 

would be allowable if submitted in a separate, tirnely filed amendment
canceling the non-allowable claim(s). , r,,,,,.,,,,

S.n The a)n affidavit, b)n exhibit, or c)[ request for reconsideration ti,Hb been considered but does NOT place the

application in condition for allowance because:

6.n The affidavit or exhibit will NOT be considered because it is not directed SOLdLY to issues which were newly

raised by the Examiner in the final rejection.

7.X For purposes of Appeal, the proposed amendment(q) a)[ will not be entered or b)fl will be entered and an

explanation of how the new or amended claims woUld be rejected is provided below or appended.

The status of the claim(s) is (or will be) as follows:

Claim(s) allowed:

Claim(s) objected to: _.
Claim(s) rejected: 56-82.

Claim(s) withdrawn from consideration:

g.X fne proposed drawing correction filed on is a)D approved or b)[ disapproved by the Examiner.

g.f Note the attached lnformation Disclosure Statement(sx PTO-1449) Paper No(s).

10.n Other:-

l;!ij

U.S. Patenl and Trademark

PTO-303 (Rev.04-01) Advisory Action Part of Paper No. 4
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Continuation of 2. NOTE: The proposeo amendments will not be entered because the raised new issue such as in claims 56 and 65
,,wherein at least a portion of said data link between said mobile information appliance of the user and the one or more network utilizes

wireless communication" that require further search and/or consideration .

SUPERVISOtrY PATEff EHT.I|INER

TECI.INOLOGY CENTER 21OO

Pwe-'
AYM STEIK}I

',.t 'i'
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GonluuEo EHrulnArloN (RCE)
TRANSMITTAL

. Subsection (b) of 35 U,S,O. f '13r, efrectlve on llay 29' 2000,
prcvldes for contlnued examlnation of En utility or Plant

apptlcatlon flled on or aftcr June 8, 1995.

* See Tlre Ailerlcan Inventors Protection Act of 1099 (AIFA).

Appfication Nvfibel 09/600,872 \

Hilng Da/€ June30,2000

ExaminerName F, Back6f

FtuEl Nafiad lnvanlgl Halversan

Gtwtp Att Unit 2155

Attaffi ay Docl<at Nirmb€r sRt 1P0378 ]
isa Examlnation (RCE) undet 37 C.F.R. S 1.114 of th€ above-ldentltled applicaabn.

xore! 37 c.F-R g 1.114 is eirecm/e on May 29, z@0, t the ebove-ldentl(hd,appttc4to\yJ&d?,ly_to. lylav 29,

ZOOO, ap4mnt mdy wtstl to oonsklerliling a nntlrruad prosealbn epplietion (CPA) under3T C.F.4 $' t-d3 (dJ

FtUiBnS) bstead of a RCEto b cligibleforthc p_atcntterm adjuslmcnt provisions of lhc,AlPA. ScaClung_ee 9-
Appfication Ltamination and Pmvisiona] Applic€tion Pmcltco, lntsdm Ftul€,65 Fect Rsg. 14865 (Mar.20.2000). l?f,g Off,

1

Submisslon required underST C,F.R. $ 1.114

a- fil Prevloustysubmitted

i. E Considcrthe amendrnen{*lreply under 37 C.F.R. $ 1.116 prevrbusly filed on 1/10/02
(Any unantg ad rmandmant(s) relenBd lo dbdva ryill bi entirEtl),

ii. E Consider the a/gilments ln thq Appeal Brlef of Roply Bilef pr€vlously tlled on 

-
iii, !Ottrer-

b, Endosed
i. n AmendrnenUReply
ii ElAffidavit(s)/Deolaration(s)
in. El Informstlon Dlsdosurc Statement (lD$)
tv. I oner-

I Mlscellaneous I

a. fl Suspenston of actlon on lhe above'lclentifled Eppllcation ls requ$ted under 37 C,F.R. $ 1.100(c) for
a period of monihs. (Fedod ofnnpenrbn sha{ nol exceed 3 monlhs Fee under 37 C.F.R. $ r.t7(t} nqulrad)

b. El othcr Extension Rcauest andfeclGnlaillaLEhEg!
F-r

S. I O* lTheRCEfeeunder3TC.F.RSl.'l7le)iaraquirtdb'y37C.F.R6l.ll4whentheRCEisl!c.!.

a. fi fne Dlreclor ls hercby authorized to charge the follorytqg Ltt, or crgdlt any owrpaymailtrs, to
Deposit Account No.20-0782

l, El RCEfee required under3T C.F.R I 1.17(e)

ii. El Extansion of dme fce (37 c.F-R. SS r-136 snd 1.14
iit, E Ourer

b. E Chcckinthe amouni of S- endoscd

c. E Payrnent by crEdit card (r,onn

SroruATuRE oF APPUCANL ATTORNEY, OR A6Et{7 REQUIFED

Burden Hour Sbtemenb This tornr is estimahd to lehE 02 hourt to cDrnCetc, Timc wttl '/ary dcpcndino upon $e nc*dc of ho Indvldual caae. Any

cemmenlE on he Emount of lirno yru rrs rsquirgd to comdFE l|ti6 lom smuH bc sfr1l to $c Chiel hlornauon Of|'|ccr, U.S. Parcnt.and TFdemsrft
ofncc, wa:hington, oc 20231. Db NoT sEr.rD FEES OR COMPLETED FoRMq To THls ADDRESS. $END Foes aM ComOhlod Fofrc b lhe
lbllowlng EddrBss: Commitgionsr fDr Pale|nls. Box RCE, Washlnglon, EC 2m3l, ' ; .

I 1l-iiri r l iuti,*".'il,i i',-'iirr: i'il:i:*ll

;-; ir iriL i

Receiyed from < ?32 530 9808 ) at U8/02 3:49:42 PItl Fashm Standud Timel
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02/08/02 15:48 FAX 732 530 08uo UOSER PATTERSON SHERIDAN

.-- --:-:! -l= '1: 
r-----'

u.s. Patrnt rnd nrbimark oficq U,s. DEPAFTMENT OF GOMMEECE
il disbrd r v5!d

${10.00

r$
$

B oor

Thls is a requEsl under lhe provisions of 37 CFR 1.136(a) to extend the period for filing a

response in the above identified application.

The request€d extens'ron and appropdate non.small-enw fee are as follows

(dreck time pedod clesired):

B one month G7 qFR 1-17(a)()

EI Two rnonlhs (37 cFR 1.12(a)(2)

fl Three monlhs (37 CFR 1.17(aX3)

n Fourmonfrs (37 CFR 1.17(aX4)) $

tr Flve monlhs (37 CFR 1.17(a)(s) $

E App1cant clalmE small eniity shtus. See 37 CFR 1 .27. Therefore, lhe fee amount lhown

above Is reduced by one-half, and the resulting fee is: $ 55.00 .

n A check in tfre amount of the fee is endosed-

n Payment by credlt card. Form PTG2038 is attached.

tr The Commissioner hes already been authorized to charge fEas in this

applicadon to a DepositAccount.

A The Commissloner is hereby aulhorized to charge any fees which may be required,

or credit any overPaymeni, to Deposil Account Numberry -

I have endosed a duplicate copy ofthis sheet. 
1

I am the fl appllcant/lnventor,

E assignee of record of the entlro Interast. $ee 37 CFR 3.71

Statement under 37 CFR 3.73(b) le anclosed. (Form PTO/Sts/96).

El attomey or agant of record.

E attomey or agent underST CFR 1.34(a).

Regi6tralion numbcr h edJng unCcr 17 cFR 1.31(a). 

- 

.

WARNING: lnformation on thls form may becomc public. Crcdit card Inforrnation should not

bE inctuded on trls form. Provl{e credlt card Infotmation an6 sffiqrization on PTCF2038.

/f
February 8,2002

Data S'rgnature

KIN.WAH TONG

Typed or pdnted name

NOTE StgnahxEs of all fie invenb]E or asEign€gs ol rcCOrd of thc cnlhe inlerclt or itl6ir Gpr.tEntNtlve(3) ate lequired. Submit mull|ple

fofinE it rnoto than one slgnature it requited, see b6lclw"-

Furdan Hour Slalsmenti Thlr torm t! c€lrn8t€d to bkc 0,'| herrr lo aonplete. nm6 wlu vE y dEPEndhg upcn thc nc*sr ol lhe hdlvldud cir3c' Aly
6mil6[;; rii;ifiotrnt of Um" yc1; irc 6qufeo to complae trls fum shouH bc rent lo 6r inlal lnformalgn Officcr,.U'S. Patentand Trsdsmerk

#di.-W*nr,entt. oc zmsi. oO HOf sei.to f EeS Oi Co*rpLErED FORMS Td THls AoBRE35. SEND To: As5lstenl oornmFittt:er rot

Pgtsntr, W6*ring[on. D0 20231,

PEflTION FOR HfiENStON OF TltUtE UNDER 37 cFR t.'136(a)

In reApplicaton of ML\ERSEN

Received from ( 732 530 9808 > atll8l02 3:19:42 Plilpastem Standard Timel
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02/08/02 15:49 FAX. 732 530 980o UOSER PATTERSON SHERIDAN

rJ.$. latcnt md Trnbirrark Otrrec; U.S. EEPARTMENT OF CoMMERCE

This is a r.quesi under fie provlslons of 3? CFR 1 .13€(a) to extend lh€ pe4od 1gr fling a

rcsponse in the above idenfrfied appllcatlon'

The requesied axtension and approprlate non-small.entlty fee are as follows

(check ttme P€ rlod deslred):

A one month (37 CFR 1.17(a)(1) $llg.8g

tr Two monlhs (32 CFR 1.17(aXz)) $

tr Three months (37 CFR 1-17(6Xg)) I $

D Four months (37 CFR 1.17(aX4D $

tr Fwe months (37 CFR 1.17(aX5)) $

B Applicanr claims small cntlty statue. See 37 CFR 1.27. Thetefore, the fee amouni shown

above is raduced by ona-half, and the iesulllng fee le: $ EAgg,'

tr A check in tho amount of the fee is enclosed'

tr Paymentby croditcard' FormPTO-2038lsettached'

tr The Commissioncr has already been autrorlzed to charge fees in this

aPPllcation to a DePositAccounl

A The Commissioner is hereby aulhorized to charge anyfees whlch may be rgqulred,

or c,redit any overPayment to Deposit Account Number 204"783 '
I have enclosad a duplicate c'opy of this sheel ': 1

I am the I aPplicanUinventor.

! assignee of record of the cntirc inter€st' See 37 CFR 3'71

$Htement under 37 CFR 3.73(b) ls enclosed' (Form PTO/SB/96)'

El attomey or agent of rscord-

fl attomEy or agent under 37 CFR 1.34(€)'

RegiEtre0on numberitacfng underSTCFR 1'34(a)' 
:

\IYARNING: lnformauon on flrls form may besome publle. Credit card information should not

be incluOed on this form. Provlde credii oard lnformatlon and authorizafion on PTO'2038'

February 6,2Ot2

Date, Signature

KIN.WAHTONG

Typedlor printed namo

o-#i-iarrinnemn,ocft;al, ob t{or sailo reEs
P$eflk, Wb5hinglon, Pc 20231.

@ ooa

NOTEIslEnaturuof![th6invontorgOr.esrignoe8_ofleoordol$een(reb&.tE.t!ofth6if rapr*cntstivc(a)srarcquired' subinitrnulliple

fofmslfmolelhsnonetlgnalurelsrequitFd.sEchqq[. -.-

aur.t6n Hour Sldtcrncnli ThlE fotm lE 0sllttte6 ro tBks 0.1 hoqfr rocomPlctt"l'lme wttlpry Oryr!!19 upon lhe na€dE sf fiG inCMduel €re' Atlv

@mmeni, on fta Eflxrunt cttimc you ari rrqni6{ la complate.lhisiocnlhould bo r:nt to t-tre dnlgl tnturm*ion ofiiccr, u3. Fstcnl .nd TirdomEr*

omE!. r/rrq$hotoh.oczrrri1.oo ilEr-iilili iEEs-giEiiMpt ErFo FoRMs rorHrs AppREss. sEr.tD ro: Ar3ut"nt commiidm.tfor

PgflTlON FOR EXTENSION OF TIME UNDER 37 CFR 1'138(a)

ln reApplication of HALVERSEN

Recelved from < 732 530 9808 > at 1,8102 3:19il2 ptt| 
lEmtem Standard Timel
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FEE TRANSMITTAL
for FY 2002

Pstent fses ttr suDtsct to ennual tw|f,lon,

compt.L ll Known

Aoolicadon Number 09/608.872

Flllno Oate Junc 30, 2000

FirEt Namsd lnvenlor Halverscn

Exarniner Name F, Backer

GrouD /Art unlt 215s

\ TOTAL AMOUNT OF PAYMENT (s) 4?5 Atomev Oocket No. sRt 1P0378

02/08/02 15:49 FAX 732 630 98uo UOSER PATIERSON SHERIDAN @ oo5

l,hder thr pap8rrjeork Roducuon Act 011995, no prao,rr aro requlred to 
'lspond 

to a collgclion ol lnfonnatlon unbss ll dtsplayl . vaud OMB control numbsr'

METI{oD oF PAYIENT loteck onel FEE C,qLCUI.AT

E

OrDoril
Account
N(mbsf

Depo3ll
AccorJnl
Namc

The CorntfllrConsr 13 hcrtby authorlzod lc charg€
indlc.led Elt -d crcdlt ltly ovct peynEnt! to:

2to7E2

E Onrgennynaonlonrl Fcr Rrquitrd
undr37 cFR 1.18g|d 1.17

E! eppttogrt onmr tm!0 rrtlly ri.t!..

S.ADDITIOMLFEES
lrrF Small
Entny Ennv

Fra F Faa Fm
Cod. (tl codr lt)
106 1e0 2gl 05

127 50 2n

13e

117

112

13p 139 130

2,sm 147 Zan
92(r 112 920

Fo. t)'rcrlPtlon

8urcfiflp- btr nhg fo. oroath

Surcfi irgo - hlc provhlmal nllng &
or cover rhlct-
Non-Eng(gh Epedncdien

Fq fillng a nquostttrt€.nmh.tbn
Rlqucathg Frbllcaton of SIR prlor b
Exsmhgf {cUoO

Rcquadlno Flbflttlon of glR dter
E(amho. |ction

frdclr jon for rlpty nllhh tf$ monlh

Extmsion tot r€9ly wlhfi gscond

month

Extm8lo{ ftr rcpvwihin lhlrd monlh

Ertenslor for repv lrlhh lburt't
monlh

Ed.n.ioo forreply wnhh iflh month

Nolhe ofAppoal

fil-ing e bdaf h suPPott of cr epPsal

Requ€{ for oral hcarlng

Fltl0on lo lFtltutc a public u6e
'iroocdlng

Pdnon to rwlv. - unrvoldable

Pdilion to tlrrlve - unhlonilonsl

Uifty lrsr€ f33 (or rclstuc)

Dallgn ir$c ?c.

Plant bBU. fa.
Politloff to lhr comml$'oncr

Procssshg ter undor 37 CFR 1 . 1 7 (q)

Sutmls.ion of lnfomEllon Di8oloEu'l
Srlrt
Recoidho aaah patc.lt q.slgnmonl
pr prcparly (tinae numb.f ol
prcPeflle8)

Flllng.a |||!fiiFtlon llt rillal rciscllolr
(37 cFR S 1.t29(aD

For srdr ddltlonal Invalllon lo bB

exarnhed (37 CFR g 1.129(bD

R!$rcl br Cothu€d Exminadon (RCE)

ftrqu*t br ilptdbd oonlnathn
of 6 (bsign fPlietbn

Irl 1,8,t0' 113 l.&O'

fl5 110 216 65

110 400 2t8 200

11? qO 217 .: 460

1to 1,4& 21A 720

126 l,SB0 28 S80

fig t20 219 1@

120 $20 20 160

1?l zao 21 l,l0

130 1,510 138 ' r'1,510

110 1r0 240 59

141 1,280 21'l 640

142 13So 242 640

l4l 4@ 247 230

14 620 241 310

ln t90 12 lto
16 50 lA 50

128 180 126 l@

N

146 740

370

ns

Olhcrtlc (8psctry)

'Roducsd by BaricFlllng F.. P.ld SUBTOTAL (tl

56t

248

370

z El Paymrnt Enclosed:

E ctract E crodtcard tr tfi:l El othar

FET CALCULANON

1, BASIC FILING FEE

Large En{ty Smrll Entltg
F.r F.c Fco Fee Fco De.ollpllon
codo (t) Godr (fl
101 7n 26 370 UlllitY lillngfea

107 51o zoil 253 Plant lilhg lbc

108 74o 204 370 Relelucfillng lee

114 lS0 N4 80 Ptovlslonalnllog f€B

suBrorALlil f(Jro:inTl

o|al chh3
rclopEndenl
iaimt

lulllPle
lop.ftbnt

2, 9CTRA CIAIM FEE6

fl-ze* '

susToTAL (4

-tr numb.t mviqick D6ld. lf qFrlfi Ffi Rabrus, s. sbw.

Lrrgr Enrlry Smell EnUtY

Fcc F.. Fcc F.e Fa.ocfcrlpiloncode (l) codt {$l
1Gt 18 26 I Clelnl In excca3 ot20
loz 84 ZA2 12 IndcpcndrnlclaltD! In cxossqf3
104 280 zu l/rc Multlpledogandsntcltjm,ilnotPsld

,Gt 84 209 42 " R€l$u€ Indcpdxlctt clsims olot
orlglnal p.tcnl

1lO 16 ZlO I h Rei$ua cblms In exc€ss o{ 20 and
ovof orlglnal patent

- crraMtfrEh rv nl*e (E anl/'c NC)

Nana (Pdntnvpe) KfN-WAHTONG I mggna-aonno'efiorna,llAgen0 | 39'400 Td6pf'?€,nc 032)53o€/m't

slgnatun 442 G, Dil6 FEBRUARY E, 2OO2

WARNING: lnformarlon on thl3 lomt m{y beconre Fubllc. CrtClt clid Itrfotrastlon 3houkl not bo

lncludid on tllr fom. Provkte ctldlt cild Intormrtlon .nd .utfrodzrtlon on PTo"2038'

Buden Hour Statamant: Thi! tom tE e.tinstod !o takc 0.2 boun to complele. Tlme wll verydepsndlng upgn lhs neod! of the hdlvldu.l caEc. Any cotlttflcfi$^on the

"nlount 
ot tir" you ;;';;i"lr"d- r;;;fieie urrs rorm itrouic uo sont tl rne cnle( lnfom;tlon ofiloai U.S- Paent end Tr.datnarK ofric+ \Mashlngto.\ oc 20231'

oo NgT SEIID FEEd bi cofrpr-ererj ronus ro rf siOonegs. sENo to: Aeslstfit Commlss'tonrrlor P.lenls, vvarblngton' OC ?0231.

Recelved llom < 732 530 0808 > at 28t02 3:49:42 PM lEastem Standard Tlmel

Page 136 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3301



02/08/02 15:48 FAX 732 530 980o UOSER PATIERS0N SHERIDAN

TELEFA)C COVBR SHEET

MOSER, FATTERSON & SIIERIDAT{' LLP ..-S
ATTORNEYS ATLAW (\\.

595 SHREWSBIJRY AVENUE \J "

FIRSTFLOOR
SHREWSBITRY, NJO77O2

TtsLEPTIONE Q32) 530 -9 404
TELEFAX (732) 530-e808

***lr***+?tr{.+#{r*rlr*{{*rk*++!k+++:sutc*:t{*.+*4qrk*{:srk***Jr{c{('lc++'l(+#+{€{.r1.***

TTIIS TELEFA:( MESSAGE IS ADDRESSED TO TIIE PERSON OR COMPAT.IY LISTED BELOW.
IF IT WAS SENT OR R.EEENTED INCORRECTT-Y, OR YOU ARE NOTT TI{E INTEI\DM

RECIPIENT, ?I,EASE TAI(E NOTICE TIIAT THIS MESSAGE MAY COI.ITAIN PRTVII"BCED OR
CONFIDBI{ITAL MATERIAL, AI\D YOIIR DI]E REGARD FOR TI{IS II.rFORMATION IS

NECESSAI{Y. YOUIvIAYARRAI{OBTOREftIRNTIIIS I\4ATERI"ALBYCALLINGTIIEFIRM
U$IED ABOVE AT (732) 53G9,fO4

*il**'k{.+++'F+*{.+!|r+SE{.*t*!F{<**:1.:t{.+*,F,F++rF{.rF+!t !F++:F*:Ftr****t*t**!f fr*

Trrrs MESSAGE HAS _S_ PAGES INCLIJDING TIIIS SHEET

TO: Assistant Conmissionet of Patents

FAXNO.: 703-746-7238

@ oor

EROM:

DATE:

Kin-Wah Tons

Fehnrarv 8 2OO2

MATTER: 
-Serial 

No. 09/508.87? File& Iurre 30.2000 --
DOCI(ET NO,: SRI IPO3?B

APPLICA}.IT: HALVERSON- et al

The following hrs beeo received in the U.S- Paieot and Trndosrnrk Office on the date of this facsir:rile:

_ Pctition

- 
Disclosure Statement & FTO-1449

_ Priority Document
_ Drawings C- oheelr; infonrrl
X Petition forExtcosion ofTitoc (2 copies)

RCE Thansmittsl Lecsr
Fcc Trsnsnittal (2 copies)
Dcposit Accouot Tmlsactioo
Fscsimilc TrsDs.nission Certifi cgte

0atc$

x
x
.x-
x

CFRTIFTC.ATE OF TR.A}ISIVfTSSTONUNDF:R 3? E.F.R- $I -6

I hereby certify Oret this correspondeuce is being frunsrnittcd by facsimile to thc Assistsnt
Commissisncr for Patonrs, Box AF, Washingtot, DC 2023I on Februarv 8-2002
FaqsimileNo, 703-7467218

Lirrrle l)eNardi
Name of penon signrng this certificate

Received from < 732 530 0808 ) at t/8102 3:40il2 plfl 
lEmtem Standard Timel

Page 137 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3302



un itcd states p;;,;;;;;; T;;i:,1.,;;k'i;'#i::
\ I,]l i' \ |\ ' |'.!i| '. |..|

rfi rtlrrttrr, t! \.: !\.r!tl
s wrv.Istro.8ov

APPLICATION NO. FILINC DATE FI RS"i NAMI.:D I NV EN-rOR A l-lott\t:\ l)o( Kft! \o. | (.()\lilRMA t,to\ \()
09t608.872 06/30/2000 Chlistine Halversen SRllp037B 2382

7590 02/19/2002

THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE
SUITE IOO

SHREWSBURY, NJ 07702

I EXAMTNER I

BACKER. FIRMIN

I I - """ I

I t\r

DATE MAILED: 02|t9/2002

Please find below and/or attached an office communication

a

concernlng this application or proceeding.

(q

PTO-90C (Rev. 07-0t )
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Office Action Summary

Application No.

09/608,872

Applicant(s)

HALVERSEN ET AL.

Examiner

Firmin Backer

Art Unit

2155

{ion appears on the cover sheet with the correspondence address --

Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE E MONTH(S) FROM

THE MAILING DATE OF THIS COMMUNICATION.
- Exiensions of time may be available under the provisions of 37 CFR 1.136 (a). In no evenl, however, may a reply be timoly filed

afler SIX (6) MONTHS from lhe mailing date of this communication.
- lf thelerioci for reply specified above ii less than thirty (30) days, a reply within the statutory minimum of thirty (30) days will be oonsidered timely.

- lf NO period for repiy is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.

- Failuretoreplywithinthe'selorextendedperiodforreplywill,bystatute,causetheapplicaiionto_becomeABANDO_NED (35U.S.C.S133)'
- Any reply reieived by the Otlioe later than thre6 monlhs afler lhe mailing date of lhis communication, even if timely filed, may reduce any

earned patent ierm adjustment. See 37 GFR 1'704(b).

Status

1)X Responsive to communication(s) filed on 08 Februarv 2002 '

za)J This action is FINAL. ' 2b)X This action is non-final.

3)n Since this application is in condition for allowance except for formal malterst prosecution as to the merits is

closed in accordancewiththe practice underEx patteQuayle, 1935 C.D. 11,453 O.G.213.

Disposition of Claims

4)El claim(s) 56-82 is/are pending in the application.

4a) Of the above claim(s) is/are withdrawn from consideration'

5)n claim(s) _ is/are allowed.

6)X Claim(s) 56:s2 is/are rejected.

7)! claim(s) 

- 

is/are objected to.

8)fl claims 

- 

are subject to restriction and/or election

Application Papers

9)[ The specification is objected to by the Examiner.

10)n The drawing(s) filed on is/are objected to by the Examiner'

11)n The proposed drawing correctionfiled on is: a)n approved b)n disapproved.

12)f] The oath or declaration is objected to by the Examiner.

Priority under 35 U.S.C. [ 119

t 3)f] ncknowledgment is made of a claim for foreign priority undef 35 U.S.C. { 1 1g(a)-(d) or (0.

a)n All b)[ Some . c)n None of:

1.n Certified copies of the priori{y documents have been received'

2.J Certified copies of tne prioriiy documents have been received in Application No. 

- 

.

3.n Copies of the certified copies of the priority documet:rts have been received in this National Stage
application from the International Burpaq (PCT Rule 17.2(a))-

* See the attached detailed Office action for a [5t of, fliffleertified copies not received.

14)fl Acknowledgement is made of a claim for domestic priority under 35 U.S.C. $ 1 19(e).

.ir;ir,,
'i::

.i.
requrrement.

Aftachment(s)

t5) fl Notice of References cited (PTO-S92)

16) fl Notice of Draftsperson's Patent Drawing Review (PTo-948)

1D n Information Disclosure Statement(s) (PTO-I 449) Paper No(s)

Interview Summary (PTO-413) Paper No(s). 

-
Notice of Informal Patent Application (PTO-152)

Other:

18) n
1s) fl
20) [

U.S. Patent and

PTO-326 (Rev.01-01) Office Action Summary Paft of Paper No. 4
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Application/ControlNumb 091608,872

Art Unit: 2155

Page I

Continued Examination Under 37 CFR 1.114

1. A request for continued examination under 37 CFR Lll4, including the fee set forth in

37 CFR l.l7(e), was filed in this application after final rejection. Since this application is

eligible for continued examination under 37 CFR 1.114, and the fee set forth in 37 CFR 1.17(e)

has been timely paid, the finality of the previous Offrce action has been withdrawn pursuant to

37 CFR l.lI4. Applicant's submission filed on February th,2002 has been entered.

Double Patenting

2. The nonstatutory double patenting rejection is based on a judicially created doctrine
grounded in public policy (a policy reflected in the statute) so as to prevent the unjustified or
improper timewise extension of the "right to exclude" granted by a patent and to prevent possible
harassmentbymultipleassignees. SeelnreGoo&nan, ll F.3d 1046,29 USPQ2d2010(Fed.
Cir. 1993); In re Longi, T 59 F .2d 887 ,225 USPQ 6a5 @ed. Cir, 1985); In re Van Ornum, 686
F.2d 937,214 USPQ 761 (CCPA 1982); In re Vogel, 422F.2d 438, 164 USPQ 619 (CCPA
1970); and, In re Thorington, 418 F.2d 528, 163 USPQ 644 (CCpl 1969).

A timely filed terminal disclaimer in compliance wjttfi?7 CFR 1.321(c) may be used to
overcome an actual or provisional rejection based on a non$1filutory double patenting ground
provided the conflicting application or patent is shown to be'commonly owned with this
application. See 37 CFR 1.130(b).

Effective January 1,1994, a registered attorney or agent of record may sign a terminal
disclaimer. A terminal disclaimer signed by the assignee must fully comply with 37

cFR 3.73(b).

.,1 ' rr

3. Claims 56-82 are provisionally rejected under the judiciallyereated doctrine of double

patenting over claims 56-126 of copending Application No. 09/524,095. This is a provisional

double patenting rejection since the conflicting claims have not yet been patented.

The subject matter claimed in the instant application is fully disclosed in the referenced

copending application and would be covered by any p+te,,pt granted on that copending application

since the referenced copending application and the instant application are claiming common

subject matteq as follows. Although the conflicting claims are not identical, they are not
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pateptably distinct from each other because it would have been obvious to one of ordinary skill

in the art to observed that the omission of the limitations "soliciting additional input from the

user, including user interaction in a modality different that the original request and,

refining the navigation query, based upon the additional input", of applicant claims 56-82

are already in the Co-pending application 091524,095, as such they are obvious variation of the

inventive concept defined in claims 56-126 of the Co-pending application 091524,095. See In re

Karlson, 136USPQ 184 (CCPA 1963). This is a provisional obviousness-type double patenting

rejection because the conflicting claims have not in fact been patented.

Claim Rejections - 35 USC S 102

4. The following is a quotation of the appropriate paragraphs of 35 U.S.C. I02that form the

basis for the rejections under this section made in this Office action:'i1'

A person shall be entitled to a patent unless - ,lt+.

(e) the invention was desoribed in a patent granted on an application for patent by another filed in the United
States before the invention thereof by the applicant for patent, or on an intemational application by another who
has fulfilled the requirements of paragraphs (1), (2), and (a) of section 371(c) o{.this title before the invention
thereofby the applicant for patent. , 

',1]
.rii,

5, Claims 56-82 are rejected under 35 U.S.C. 102(e) as being anticipated by Levin et al.

(U.S. Patent No. 6,173,279).

6. As per claim 56, Levin et al teach a method for speffh-based navigation (information

server, I I0) of anelectronic data source located at one or more network servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless communication(see abstract, fig
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I, cglumn 3 lines 5-35), comprising receiving a spoken request (receive a natural language

query) for desired information from the user (user, I 12) utilizing the mobile information

appliance (PC, 102) of the user; rendering an interpretation(creating a semantic representation)

of the spoken request, constructing a navigatio n (generating search) query based upon the

interpretation; utilizing the navigation query to select a portion of the electronic data source; and

transmitting (sending) the selected portion of the electronic data source from the network server

to the mobile information appliance of the user. (see abstract, fig. I-3,, column i line 36-9 line 5,

see also claim I, 10, 22)

7 . As per claim 57, 58, 62-64, Levin et al teach a method of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer th4t is a personal digital assistance

(see abstract, fig I, column 3 lines 5-35).

8. As per claim 59, Levin et al teach a method of soliciting additional input from the user,

'tlif
including user interaction in a modality different than the original request; refining the

navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract, fig. I-3, column 3 line 36-9 line 5, see

also claim I, 10, 22).

9. As per claim 60, Levin et al teach a-,ff, ttro0 wherein the data link includes a cellular

telephone system (seefig I, column 2 line 6I-67).
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10. As per claim 61, Levin et al teach a method wherein steps (a)-(d) are performed with

respect to multiple users (see abstract, fig l, column i lines 5-i5).

I l. As per claim 65, Levin et al teach a computer system for speech-based navigation

(information server, I I0) of an electronic data source located at one or more network servers

located remotely from a user, wherein at least a portion of a data link between a mobile

information appliance of the user and the one or more network servers utilizes wireless

communication (see abstract,.ftg I, column 3 lines 5-35),comprising a code segment receiving a

spoken request (receive a natural longuage query) for desired information from the user (r.rser)

utilizing the mobile information appliance (PC, 102) of the user; a code segment rendering an

interpretation(creating a semantic representation) of the spoken request, a code segment

constructing a navigation(generating search) query based ugpn the interpretation; a code

segment utilizing the navigation query to select a portion of the electronic data source; and a

code segment transmitting the selected portion of the electronic data sburce from the network

server to the mobile information appliance of the user. (see abstract,.ftg. I-3, column 3 line 36-9

line 5, see also claim I, 10, 22).
iir i i.

T2. As per claim 66, 6'7,71-73, Levin et al teach a system of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a nortabfg, computer that is a personal digital assistance
ilL r1. f::

(see abstrad, rtg I, column 3 lines 5-3r.
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13. As per claim 68, Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the

navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract, fig. I-3, column i line 36'9 line 5, see

also claim l, 10, 22).

14. As per claim 69, Levin et al teach a system wherein the data link includes a cellular

telephone system Gru fig I, column 2 line 6I-67).

15. As per claim T0,Levinet al teach a system wherein Sleps (a)-(0) are performed with

respect to multiple users (see abstract, fig I, column 3 lines 5-35).

16. As per claim T4,Levinet al teach a system for navigation (informati on

server, I I0) of anelectronic data source located at one or more netw0rk servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless comr-nunication (see abstract, fig
--:.ii..

1, column 3 lines 5-35), comprising receiving a spoken request (reieive a natural language

query) for desired information from the user (aser) utilizing the mobile information appliance

(PC, 102) of the user; rendering an interpretation(ereatfuix"a'semantic representation) of the

spoken request, constructing a navigation (generating search) query based upon the

interpretation; utilizing the navigation query to select a portion of the electronic data source; and

transmitting the selected portion of the electronic data source from the network server to the
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mobile information appliance of the user. (see abstract, fig. I-3, column 3 line 36-9 tine 5, see

also claim I, 10, 22\

17 . As per claim 75, 76,80-81, Levin et al teach a method of rendering the interpretation of

the spoken request is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract,.ftg I, column 3 lines i-ii).

18. As per claim 77,Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the

navigation query, based upon the additional input; and using the refined navigation query to

select a portion of the electronic data source (see abstract, fig. I-3, column 3 line 36-9 line 5, see

also claim I, 10, 22).

., ,ti

".1"],,,

link includes a cellular19. As per claim 78, Levin et al teach a system wherein the data

telephone system Get"fig I, column 2line 6I-67).

20. As per claim 79,Levrn et al teach a system wherein steps (a)-(d) are performed with

respect to multiple users (see abstract, fig I, column 3 line,s,;{135)

,.,$.&B.
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Response to Arguments

21. Applicant's arguments filed on September 266,2}01have been fully considered but they

are not persuasive.

a, Applicant argues that the prior art "fails to teach or suggest the novel concept of

speech-based navigation where the method receives spoken request for desired

information from the user irtilizing the mobile information appliance of the user and

where in turn the selected electronic data source from the network server is transmitted to

the mobile information appliance of the user." Examiner respectfully disagrees with the

applicant perspective and characterization of Levin inventive concept. Levin teach that

the LIRL for a data resource is inputted into PC 102 eit$.qr by typing the request using a

keyboard 104 or bv speakins the reauest into a microohone 105.which is considered to

be a mobile appliance of the user. Furthermore, Levin et al indicate that the spoken

requests either from a PC microphone 105 or from a telephone 103 can be handled by a

speech recognition system residing at the information servlf (see column 4 lines 7-22).
'i

Applicant further argues that the prior art "fails to teach or suggest that the selected

electronic data source from the network server is transmitted to the mobile information

appliance of the user." Examiner respectfully disagrees with the applicant perspective and

characterization of Levin inventive concep!. Levin teach that once an information server
ri;'1ri'Jt;'l 

'
is accessed, the user can send a text or a spoken query requesting a particular action or

service (step 204), for example: "call the pizza place on Main Street in Westfield". The

query is received by the access server 106 and the natural language query is sent to the

information server 110 via packet network 108. It is to be understood that the packet
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network 108 may be connected to a plurality of information servers which each relate to

one or more particular information services, or there may be a single centralized

information server 110 which is accessed by all information services which are capable

of receiving and processing natural language queries and contains at least some of the

data resources (e.g., URLs and associated site/service-specific grammars) capable of

receiving and responding to a natural lortguage query.It is obvious inventive concept

referring Io response is in the field of sending or transmitting the requested information to

the user. Moreoveq it is understood in the art of information request, in order to complete

the transaction, the host must transmit to the requester the requested information.

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Firmin Backer whose telepfpne number is 703-305- 0624. The

examiner can normally be reached on Mon-Thu 8:30-6:00. 
,.,

'iW, ;

If attempts to reach the examiner by telephone are unsuiiessful, the examiner's

supervisor, Sheikh Ayaz can be reached on 703-305 -9648. The fax phone numbers for the

organization where this application or proceeding is assigned ;!:ror-ro6-723gfor regular

communications and 7 03 -7 46-7 23 8 for,, Aft er Final communications.

" 
,,1

Any inquiry of a general nature or relffig to the status of this application or proceeding

should be directed to the receptionist whose telephone number is 703-305-3900.

SLIPEfi VISORY PATEI{I EXATil I NER
'[ 

fi ct{NorOGY cEt{TER 21 00
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Serial No.: 09/608,872

Group Art Unit 2155

Examiner: Firmin Backer

MOSER PATTERSON SHERIDA},

IN THE UNITED STATES
PATENT AND TRADEMARK OFFICE

PATENT APPLICATION

B oos

Filed: June 30,2000
1

#^^k9
J OL{+;
''1 - lf 'lL

Title: MOBILE NAVIGATION OF NETWORK-BASED ELECTRONIC INFORMATION

usrNG SPoKEN lNqul"

ASS ISTANT COMMISS IONER FOR PATENTS
Box Non-Fee Amendment
Washington, D. C.20231

SIR:

AMENDMENT AND RESPONSE UNDER 37 C-F-R. $ 1'111

This amendment addresses the Office Action dated February 19,2002 (Paper

No. 19).

tN THE CLATMS - 
' 
.''i'

1."/
please amend claime 5b, 65 and 74 as shown below. These claims are

,.ctean version" of the amended claims, i.e., with changes incorporated into the

claims, whereas the Appendix to this Amendment illustrates the amended claims

using underlines and brackets to indicate addition and deletion, respectively.

$r

I F (Twice Amended) A method for speech-based navigation of an electronic data

source located at one or more network server$ located remotely from a user, wherein a

data link is established between a mobile information appliance of the user and the one

or more nefuork server$, comprising the steps of:

?urI

Receiuedfrom < 732530 0808) at7/11/02 5:23:40 Pti4 [EastemoaylightTime]
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(a) receiving a spoken request for desired information from the user utilizing the

mobile information appliance of the user, wherein said mobile information appliance

.comprises a portable remote control device or a set-top box for a television;

(b) rendering an interpretation of the spoken request;

(c) constructing a navigation query based upon the interpretation;

(d) utilizing the navigation query to select a portion of the electronic data source;

and

(e) transmitting the selected portion of the electronic data'source from the

MOSER PATTERSON SHERIDAI\' @ oos

Aot

network seruer to the mobile infotmation appliance o{ ffi

$p-

@)Acomputerprogramembodiedonacomputerreadab|e
medium for speech-based navigation of an electronic data source located at ono or

more network seryers located remotely from a Ltser, wherein a data link is established

between a mobile information appliance of the user and the one or more network

seryers, comPrising:

(a) a code segment that receives a spoken request for desired information from

the user utilizing the mobile information appliance of the user, wherein said mobile

information appliance comprises a portable remote control device or a set-top box for a

television;

(b) a code segment that renders an interpretation of thA spoken request;

(c) a code segment that constructs a navigation query based upon the

interpretation;

(d) a code segment that utilizes the navigation query to select a portion of the

electronic data source; and

(e) a code segment that transmits the selected portion of the electronic data

source from lhe network seruerto the mobile information appliance of the user.

: (Amended) A system for speech-based navigation of an electronic data source

located at one or more network servers located remotely from a user, comprising:

,\e
N)J (a) a mobile information appliance operable to receive a spoken request for

desired information from the user, wherein said mobile information appliance comprises

D

Receiued from < 132 530 0808 > at7/11102 t:23:40 Pt$ [Eastem Daylight Timel
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a portable remote control device or a set-top box for a television;

(b) spoken language processing logic, operable to render an interpretation of the

spoken request;

(c) query construction logic, operable to construct a navigation query based upon

the interpretation;

(d) navigation logic, operable to select a portion of the electronic data source

using the navigation query, and 
!

(e) electronic communications infrastructure for transmitting the selected portion

of the electronic data source from the network seryerto the mobile information

App|icants,represent",,**ou,offi*nk.PrimaryExaminerDavidWi|eyfor
kindty taking a substantial amount of time on May 23,2002 to discuss the merits of the

subject invention in a face-to-face Examiner Interview. Applicants' representative is

aware of the time constraint that is placed on the Examiner and is appreciative of the

Examine/s willingness to devote such large quantity o,f time. to discuss the case on the

menl.

ln view of the following discussion, the Applicants submit that none of the claims

now pending in the application are anticipated underthe provisions of 35 U.$.C. $ 102.

Thus, the Applicants believe that all of these claims are now in allowable form.

l. REJECTIoN OF CLAIMS 56-82 UNDER DOUBLE F,ATENTINq

The Examiner provisionally rejected claims 56-82 in Paragraphs 2-3 of the Office

Action based on the judicially created doctrineqf obviousnes$-type double patenting as

being unpatentable over claims 56-126 of copending Application No. 09i524,095.

Responsive to the Examiner, Applicants provisionally agree to file a terminal

disclaimer to resolve the present judicially created doctrine of obviousness'type double

patenting rejection if and when one of the applications is finally allowed. In accordance

with MPEP 804 l.B, "if the'provisional'double patenting rejection in one application is

3

D

i

nedeiveO from < 732 530 9808 > at 7ll7102 5:23:40 Plvl pastern 0aylight Timet
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3u
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the only rejection remaining in that apptioation, the examiner should then withdraw that

rejection and permit the application lo issue as a patent, thereby converting the

.,provisional' doubling patenting rejection in the other application(s) into a double

patenting refection at the time the one application issues as a patent"' As such'

Applicants willfile a terminaldisclaimer in the future, if necessary'

The Examiner has again rejected claims 56-82 in Paragriphs 4-20 of the Offtce

Action as being anticipated by the Levin et al. paterrt (US Patenl6'173,279 issued

January g, 2001, hereinafter refened to as Levin). The rejection is respectfully

traversed.

Levin teaches "a method of using at least one natural language query to retrieve

information from one or more data resources and further performing a requested action

using the retrieved information is disctosed'. (See Levin, Column 2, lines 15'18)

Namely, Levin teaches a method for using natural tanguage query to obtain information,

where upon receipt of the requested information, a desired action is executed based

upon the requested information. To illustrate, Levin providies the e>ompte, where a

user employs natural language to request the telephone nurnber of a restaurant- Upon

receipt of the telephone number, the telephone number is actually dialed for the user.

(See Levin, Column 3 line 62 to Column 4, line 1)

ln contrast, Levin fails to teach or suggest the novel concept of speech-based

navigation

B ooe

86. A method for speech-based navigation of an electronic data source

located at one or more network serv€rs located remotely from a user, wherein a

data link is established between a pobile information appliance of the user and

the one or more network $eryers, cornprising the steps of:

4

t)t/.tt'

television. Specifically, Applicants' independent claims 56, 65 and 74 positively recite:

Receivedfrom < i32 530 9808 > atl/11/02 5:23:40 PM [Eastem DaylightTimel
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comprising:
(a)

Oox forel€levjgipi ..
(b) rendering an interpretation of the spoken request;

(c) construtfi.s ;l;;jgati9n luev ngse.o upon the interpretation;

(d)utilizing tneiravigation qu"ry tJt.lt"t a portion of the electronio data

sourcei$rl#ansmitting 
the selected portion of the electronic data source from the

network server to td"#ili;'#;;tion ipptiance of the user. (emphasis

added)

6s.Acomputerprogram.embodiedonacomputerreadab|emediumfor
speech-baseO navifiaii"il"t a1 gfgc!1onic data source located at one or moro

network seruers locateO remotely trom iuser, wherein a O'bta link is established

between a moUire inttrmation adpliunc* oitni user and the one or more network

set-toP box for a television; 
.

( b ) a cod e, ffi 'tn 
a| re n d 

3r1 r lt::B:ej*': i.?i :T ffI"-"j?,: fili,"."'
i;j ; ffi ;ffiil iii;i e!|;*.ts a navisation query based upon the

interpretation;
(d)acodesegmentthat.uti|izesthenavigationquerytoselectaportionof

the eleitionic data source; and

(e)acodesegmertttlattra4$Titsthesetectedportionoftheelectronic
data source from tr.-Jn"t*orr< se..",6rto the mobile information appliance of'the

user. (emPhasis added)

74'Asystemforspeech.basednavigationofanelectronicdata$ource
located at one o, roi",network seruers located remotely from a user'

6-t-top ooxtor a teleYisio:!;

(b) spoken rang@operable to render an

interpretatidn of tkte spoken request;

(c) qr*rv'JJfiir"tion rogir, operable to construct a navigation query

based uPon the interpretation:
(d) nauiguiiln- nfi", operanpio serect a portion of the electronic data

,our"" usingine navigation query' and

(e) 
"f"Arini, 

.Smmunicalionr inioitructure for transmitting the

selected portion of ih; J;ttonic data source frorn the network server to the

mobile information 
"ppii"nt* 

of tn" user- (emphasis added)

c

tl
,g
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Applicants' invention teaches a novel method and apparatuS for speech-based

navigation *here the method receives spoken request for desired information from the

During the Examiner Interview, Primary Examiner David Wiley indlcated that a

specific identification of the mobile inforrnation appliance that comprise$ a portable

remote control device or a set-top boxfor a television would likely overcome the Levin

reference. I

Therefore, the Applicants respectfulty submit that independent clairns 56, 65 and

T4 arenot anticipated by the Levin reference. As such, claims 56, 65 and 74 fully

satisfythe requirements of 35 U.S.C. $102 and are patentablethereunder.

Glaims 5T-64,66-73 and 75-82 depend, qiher directly or indirectly, from claims

56, 65 and?4 and recite additional features therefor. $in:-e Levin fails to anticipate

Appficants' invention as recited in Applicants' independent claims 56, 65 and 74,

dependent claims 57-64,66-73 and75-82are also not anticipated under3S U.S.C. S

102 and are allowable for the same reason noted above'

Conclusion

Thus, the Applicants submit rnrilr-* claims now fully satisff the

requirements of 35 U.S.C. $102. Consequently, the Applicants believe that allthese

clairns are presently in condition for allowance. Accordingly, both reconsideration of

this applicatiorr and its swift pa$$age to issue are earnestly solicited'

lf, however, the Examiner believes that there are any unresolved issues requiring

the issuance of a final action in any of thg, Qlaims now pending in the applioation, it is

requested that the Examiner telephone Mt:, Kin-Wah Tono. Esq. at (732) 530-9404 so

that appropriate arrangements can be made for resolving such issues as expeditiously

as possible.

6

/)
l-t/

television. This teaching is completely absent in the Levin reference'
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@ott

RespectfullY su bmitted,

-- hf
Kin-Wah Tong, AttomeY -
Reg. No.39,400
(732) 530-e404

Moser, Patterson & $heridan, LLP

595 Shrewsbury Avenue
First Floor,
Shrewsbury, New Jersey 07702

'l
r:,i

':i

D
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Appendix
(Marked'up copyof amended claims)

56. , ffwice Amended) A method for speech-based navigation of an electronic data

Sgurce located at one or more network servers loCated remotely from a u$er' whereifr a

data link is established between a mobile information appliance of the user and the one

or more network servers' comprising the steps of:

(a) receiving a spoken rpQuest for desired information from the user utilizing the

mobile information appliance of the user. wherein s-aid mobile

(b) rendering an interpretation of the spoken request;

(c) constructing a navigation query based upon the interpretation;

(d)utilizing the navigation query to select a portion of the electronic data source;

and

(e) transmitting the selected portion of the electronic data source from the

network seryer to the mobile information appliance of the user[, wherein at least a

portion of said data link between said mobile information appliance of the user and the

one or more network servers utilizes wireless communicationl.

65. (TWice Amended) A computer program embodied on a computer readable

medium for speech-based navigation of an electronic data sourqg located at one or

more network servers located remotely from a user, wherein a data link is established

between a mobile information appliance of the user and the one or rnore network

servers, comPrising:

(a) a code segment that receives a spoken request for desired information from

the user utilizing the mobile information appliance of the user' wherein $aid

information apoliance comprises a podable remote control device- or a set-too box for a

television;

(b) a code segment that renders an interpretation of the spoken request'

(c)acodesegmentthatconstructsanavigationquerybaseduponthe

interpretation;

@otz

'l:fl.U

\
l_/

Received from < 732 530 0808 ) at llltl02 5:23:40 Ptil [Eastem Daylight Tlmel

Page 157 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3322



b7 /L7 /OZ
I

16:25 FAX 732 530 UOSE-B- IATTERSON SflERIDAI

09/608,872

(d) a code segment that utilizes the navigation query to select a portion of the

electronic data source; and

. (e) a code segment that transm'lts the selected portion of the electronic data

source from the network server to the mobire information appriance of the user[,

wherein at least a portion of said data link between said mobile information appliance of

the user and the one or more network servers utilizes wireless communication]'

74.(Amended)Asystemforspeech-basednavigationofanelectronicdatasource

located at one or more network $ervers located remotely from a user, comprising:

(a) a mobile information appliance operable to receive a spoken requestfor

desired information from the user. wherein said mo

(b) spoken language processing logic, operable f render an interpretation of the

spoken request;

(c) query construction logic, operable to construct a navigation query based upon

the interPretation;

(d) navigation logic, operable to select a portion of the electronic data source

using the navigation query, and 1

(e) electronic communications infrastrusture for transmitting the selected poriion

of the electronic data source from the network seryer to the mobile information

appliance of the user[, wherein at least a portion of a data liSlhof the electronic

communications infrastructure between a mobire informatiorf dppriance of the user and

the one or more network gervers utilizes wireless communicationl'

@ orc

I
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SMITH & CUTLIR.-P.A.
Attn. T0NG,Kin-Wah
P.0. Box 3239
TAMPA, FL 3360T-3239
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PCT
NOTIFICATION OF TRANSMITTAL OF

THE INTERNATIONAL SEARCH REPORT
OR THE DECINRATION

(PCT Rule 44.1)

Date of malting
(day/month/yea,) 

A3/07/2002
Applicants or agent's file reference

SRI1PO37B. P FOR FURTHER ACTION See paragraphs 1 and 4 betow
I nternational application No

PCTlUS 
^1/ 07987

hternational filing date
(day/month/year) r n. ,2t03/2001

'' l-tr-l I ne applicant is herebv noilred 661 ['!€ hternational search Report has oeen estaulshe*ii and is transmitted herewith.
Filing of amendFFfitt rnd rtrbronl under Articte 19:
The applicant is enbn€'d. d rl€ so wfst|€s. to amend the claims of the International Application (see Rule 46):

when? The time trrxl b{ t*no ${rh trnendments is normally 2 months from the date of transmittal of theInternational seardr Regort however, for more oetdiri, seJin6;;i;;;; the accompanying sheet.

Where? Direcfly to rle Internarooal Bureau of WlpO
3l|, dpnun des Colombeftes
tzl t G€oeva 20, Switzerland
Fasornile No.: (41_22) 74Aj4-gs

For more detaired instruataon3, s€e the notes on the accompanying sheet.

2' l-l rhe applicant is hereby noDt*d that no International search Report wiil be estabrished and that the ctecraration under4 Articte 17(2)(a) to that efled is transrnitted herewitn.

s' I wifir regard to the protest againsl payment of (an) additional fee(s) under Rule 40.2, the applicant is notified that:
the protest together with the clecision thereon has been transmitted to the International Bureau together with theapplicanfs request to toMard the texts ot oou trL pioiest and tne oeciiion tirer"on to tne designated offices.

f, no decision has been made yet on the protesq the applicant w',, o"lnofio"o as soon as a decision is maoe.

4. Further action(s): The applicant is reminded of the following:

shortly after 18 months from the priority date, the international apprication will be pubtished by the lnternaflonal Bureau,lf the applicant wishes- to g,vol! 9r posipone buotication, a notic6ir ritnlrarar of the international apptication, or of thepriority claim, must reach the tnterhaticinar durea, as provided in Rules goo,is.t ano gobls.g, respectively, before theclmptetion of the technical preparations for internation'at puUticailon. -- -'-'
wthin 19 months from the priority date, a demand for ,inlernational pretiminary examination must be flted if the applicantwishes to postpone the entrv info the national ptrase,iiiiiiiCo-n".t[i #ii'tnl priority date (in some offices even tater).
wthin 20 months from the priority date, the applicant must perform the prescribed acts for entry into the nagon4 phase

:::?ii,Xlg.:',nl:,,""0"?'_n::.^y*l11,^: l:l :l:elg!;i?iil fr; ;ffi;;;; in a rater erection within 1e months rrom theffi;;ilbyciilii"i:,i.

Name and mailing address of the International Searching Authority

\\ European patent Otfice, p.B. 5g1g patenilaan 2
r||rll NL-2280 HV R|$ryijk

.plJl tet. (+31-70) g4O-zO4O,Tx. 91 6s1 eoo nt.g l6v. LOa tA\ 
^r^ ^^r^

Tel. (+31-70) 340-2040,
Fax: (+31-70) 340-9016

Authorized ofiicer

Claude Berthon
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Theae Notet are intended to give the basic ingtructions coneming the filing of amendmente under article 19. The
Notes are baged on the requiremente of the Patent Cooperalion Tredy, the Regulations and the Adninistrative Ingtruc{iong
under lhal Tredy. In case of diocrepancy between these Not€8 and those requirements, the latter are applicabb. For more
detailed intormation, see abo the PCT Applioantb Guide, a publication of WPO.

In thege Notes, "Artide','Bule', and'Section'refer to theprovieiong otthe PCT, lhe PCT Regulations and the PCT
Administrative lnstrudiom respectively.

INSTRUCTIONS CONCERNING AMENDMENTS UNDER ARTICLE 19

The applicant haa, aier having receirred the intemalional aeardr report, one opportunity to amend the claimc of tho
intetndional apdicdion. lt ehould howerrer be ernphaaized hd, rince all parb of the intemdional apflicdion (claims,
dercription and &awings) may be amended during ths intemdional preliminary examination procadure, lherc is ucually
no need to fle amendrnente of the claims'under Article l9 exceg wherc, e.9. lhe apflicant wanb lhe latter to be publbhed
forthe purpoaea of provieional protection or hag anothor reason for amending the claima betore inlemdional pbulicdion.
Furthermore, it ghould be emphasizad that provisional protedion is available in aome $dea only.

What portr of thc IntcmatlonC eppllcdlon mry ba.mcndcd?

Under Article 19, only the claims may be amended.

During the intemdional phare, the daima may also b6 amended (or further amendcd) undor Adicle 34 before
the lntemdional Preliminary Erarnining Authority. The deacription and chawinga may only be amended under
Artide 34 bebre the Intemalional Examining Authotity.

Upon entry into the ndional phase, all parta of the intemdimal apflicdion may be amended under Artble 28
or, wtrere applioable, Adide 41.

$fhcn? Wrthin 2 monthg hom the data of transmittal of the inlemational eearch rcpod or l6 months lrom the piority
date. whicherrer time limit expirer later, lt ghould be noted, howevar, thal the amendrnentr will be considefed
aa having been received on time if they are received by the Intemationd Bureau after the exSirdion of the
apflicable time limit hn befrrre the complation ol the teclrnioal peparations for intsrndional ptHbdion
(Rule 46.1).

$fhcrc not to fllcthc .mGndmrntr?

The amendmsnta may only be fled with the lntemdional Bureau and not with the receiving Office or the
lntemdional Searciing Aulhority (Rule 46.2).

Whers a demand for intemdional prelirninary examinafion haa beentrg filed, aee bebw.

Either by cancelling one or mora entire claims, by adding on€ or rrloit nes clsimi or by amending thc text of
ma or mora of lhe daimg as filed. 

..iui,

A replacament rhset mugt be subrnitted for aach sh€€l of the deime whicir, on acoount of an amencknenl or
amendnenta, diflera lrom the sheet odginally filed.

All the claimg appearing on a replacernent sheet must be numbercd in Arabic numerab. Whcrc a claim b
cancelled, no renumbsring olthe o0rer cleimg b required. In all cases where ddrm are ranumbered they mwt
be renumbered oonseortively (Adminidrditre Inslructionr, Section 205(b)).

Thc anrcndmcntr must bc madc ln thc lenguagc ln whlcfi thc Intsmatlonal appllcatlon lc to ba puHlrhcd.

Whet documqrtr murUmey rocompsny thc rnrndmcntr?

Ldtcr (Scctlon 205(b):

The amendmenlr murt ba eubmitted with a letter.

The lstter will not be puHished with the intemational application and the arnend€d deimg. lt ghould nd bo
oonf r.reed with the 'Stdemert under Artiole I 9(l )' (seo below, under 'Satement under Article | 9(1)).

Thc ldtcr murt bc In Engllsh or Frcndr, at thc cfrolcc of thc appllcant Howcvcr, lf lhc lanEuagc of th"
Intcrnatlonal appllcatlon lr Engllah, the lcttcr murt bc ln Engllrh; lf thc languegc of th€ Intqndlonal rypllcatfon
lr Frcnch, tha lctter muat bo In Ftpnch.

Notes to Form PCT/|SA/Z20 (firat sheetl Llanr'^-' '^' '!
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The lefter muet indicate the differencee betrrean the claims ae fil,ed-and the claime aa amended. lt mud, inparticular, indcate, in connection with each.clalm upp..ring ,tn ihe iniemational application (rt being undersloodthat rienticar indicationg conoeming severar craimi'il"iu. sr"rp"d),wherher
O ths claim ia unchanged;

0D the olaim is canoelled;

(ii| lhe claim b nw;
Cw) the claim replaoe: one or moru daima as fi|ed;
(v) the claim ie the resull of the divbion of a claim ag filed.

Thc lolloulng cramplcr lllurtntc thc mannsr In whlcfi emcndmantr mudbc sxpldncd In thcaccornpanylng lettcr:

1. ffiere originally there were 48 claims and alter amendmenl of eome claims thero are Ell:rolaimc I to 29, 31, 32, 34, 35, 37 to +o.reptaoea uy arnsnak claims bearing the eamc numbera;daims 30,3il and 36,undranged; new claiina € toit ;dd"dj
2' lWhere originally thera were 15 claime and after amen*nenl ol all claima thera are l1J:Clajms I to i5 replacedbyarnendeddalme 1 to lr.. - -"
3' ffiereoriginally there were 14 claimg and thc amandmente oongigt in cancelling aonre olaima end in addngnew claimaJ:

'Claime 1 to 6 and 14 uncfianoed; claims 7 t-o 13 canelled; n€w claimB 15, 16 and 17 added.. or'craims 7to 13 cEnceiled; nei criims 1s,16 and r7'J;;;'"r ottre;;1"il;ffi{;il;,
4. $lhere varioug kinds of amendmentc are madel:

'Claima 1'l0unchanged;claima ll lo 13, 18 an'd lgcanelled;.claimg 14,.1S and 16 reflaoed by amerdeddaim 1 4; claim lT gubdivided into amended aarm t s, i o and i T; ncw claims 20 and 2i aclded..

-Strlcmcnt undcr rrdclc 19(1)" (Rutc 16.4)

The amandmed: try be. accompanied by.a statemeni eplaining the amendmenlr and indcating any impdthal euctr amendmentr might haro on tha'dercription ;;ih-;;;nge (whioh cannot be amerd€d undet&tide i9(1).

The rldement will be ptrHirhed with thc intemdional applicdicr and lhe amended cdaima.
It mud bc In tha lenguegc In whlclr thc Intmrdlmal epppllcdlon la to bc publlrhcd.

' lt muat be bief, not exoeding 5(D worde if h English or if banglded ido English.
Itrhould not be confuaed with and doeanot replaoc the letter indicating the dflerencor bshrecn the claimaar ftled and ag anrended. lt must bs ncaon a ieparare eh;a 

.irt 
mud oe ioentmoo ;;c by a heading,preferably by uaing lhe worda .Stdement unaer iVticle 19(1i.; 

--

ll may not contain any disparaging commenb on thc intemational acatrh report or the ralevanoo ot citatio,Eontained in that reporl. Ref,arenca to citations, ,elevant to alive" clain, oonlained in the intemational reschrepod may be made onry in onnection wilh an amendnenr o-t rhat craim.

conscqucncc lf r dcmand for lntcmatlonel prcllmlnary cranlndlon has d'!..ly bccn flcd
lf' at the time of filing. any ame.ndments under Micle 19, a demand for intemational preliminary examinalionhas alraadv been eubmihed, the apcir.ant ryrt pelgradri *lhe came tim" oifili.;-th ;1n*,*nr1t" wiih thelnlemdional Bweau, aleo fiL a o'pv otgu*r *t'"nd;."t!'rith'ire trnematimal prcliminary ExaminingAnhonty (rec Rule 62.2(a), firsi rdritenoe). 

' - 'rr':-'-- -'-" -'

concoqucaca wlth rcg*{ to transhlon of thc Intcrnatlonal eppllcauon lor antry Into thc nailond pherc
The apflioantb dtention is drawn to the fact thd, wherc upon entry into the ndional phare, a tranalation of thedaimg ae amcnded undar Article 19 may harre.to b" fum*; ilihe oeaignaedieb&Jdifi".., inatead ot, orin addfion to, the hanalation of the dainie a8 fi16d.

For further dctaila on the requirements ol each deaignatedelecled ffice, s€e volume ll of the pcT Applicant's

.,f1.jfi

Notea to Form pCT/lSAl220 (second rheet) (January

BNSDOCIO: <XStSA22ONOENF4_t_>

r99,1)
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(PCT Article 18 and Rules 43 and 44)

Applicant's or agenfs file reterence

SRI1PO37B. P

FOR FURTHER
ACTION

see Notification of Transmlttal of International Search Reoort
(Form PCT/ISM2o) as weil as, where applicable, item S betow.

I nternational application No.

PCT/US 0t/ 07e87

lnternational filing date (day/month/year)

12t03t2001

(Earliest) Priority Date (day/month/yea0

13t03/2000
Applicant

SRI INTERNATIONAL et al

PATENT COOPERATION TREATY

PCT

INTERNATIONAL SEARCH REPORT

1. Basis of the report

a. Wth regard to the language, the international search was carried out on the basis ot the intemational application in the
language in which it was filed, unless otherwise indicated under this item.

|-l the.lntemational search was canied out on the basis of a translation of the intemational application furnished to this
Authority (Rute 23.1 (b)).

regard to any nucleotide and/or amino acid sequence disclosed in the International application, the international search
carried out on the basis of the sequence listing :

contained in the international application in written torm.

filed together with the intemational application in computer readable torm.

fumished subsequently to this Authority in written form.

furnishqd subsequently to this Authority in computer readble form.

- the statement that the subsequently furnished written sequence listing does not go beyond the disclosure in the
international application as tiled has been furnished.

the statement that the information recorded in computer readable form is identical to the written seouence tist-no has beenfurnished i:

,.

Certain claitns were lound unsearctable (See Box l).

Unity of invention is lacking (see Box ll).

2.

3.

4. Wth regard

E
n

to the title,

the text is approved as submitted by the applicant.

the text has been established by this Authority to read as follows:

i li::il'.i
' 'f:ii"

\Mth regard to the abstract,

tr the text is approved as submitted by the appticant.

n
The figure of the drawings to be published with the abstract is Figure No.

E as suggested by the appticant.

tr because the appticant failed io suggest a figure.

f, because this figure better'characterizes the invention.

the text has been established, according to Rule 38.2(b), by this Authority as it appears in Box lll. The applicant may,
wihin one month from the date of mailing of this international search report, submlt comments to this Authority. '

1A

f] None of the figures.

wth
wasf
n
T
trl
n

T
n

This Intemational Search Report has be€n prepared by this Intemational Searching Authority and is transmitted to the applicant
according to Article 18. A copy is being transmitted to the International Bureau.

This International Search Report consists of a total of 3 sheets.

tr lt is also accornpanied by a copy of each prior art document cited in this report.

Form PCT/ISA/210 (first sheet) (July 1998)
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ERiNATIONAL SEARCH REPORT
IntBmatlonal Appllcatton No

PcTlUS AL/07987
A, CLASSIFICATION OFSUBJECT MATTER
rpc 7 H04t43/493 Gt0Lt5/22 G06F17/30

Accorqilg l0 International Patent Classlfication {lPC) orto bolh national classllication and tpC

B. FIELDSSEARCHED

Minimum documentation searched (class-ification system foltoweo oy ctassnrcation qrrnuotg
IPC 7 HO4M G1OL GO6F

DocumenlalionsearchedotherthanminimumoocrrrrrentationtotheeKenlthats,chdo",'"nffi

Electronic data base consulted during the inlernalional search (name ot oati oase ano, wttere pradicat, search terms used)

EPO-Internal , t^lPI Data, PAJ

C. DOCUMENTS CONSIDEHED TO BE RELEVANT

Category " Citation of documenl, with indication, where appropriale, of lhe relevant passages Belevanl to claim No.

X

A

A

t^10 00 05638 A (M0T0R0LA INC)
3 February 2000 (2000-02-03)
page 4, line 30 -page 5, ljne 11
page 6, line 13 - line 32
page 22, 'l'ine 28 -page 23, line 15
figures 3,5A

Ep 0 867 861 A (OCrrr IoMMUNTCATT0NS CoRp)
30 September 1998 (1998-09-30)
colutnn 2, line 33 -column 3, line 48

hJO 99 50826 A (ANDREA ELECTRONICS CORP

;ANDREA D0UGLAS (Us;r MARIANo J0SEPH (US))
7 October 1999 (1999-10-07)
Bage 3, line 13 - line 17
figure 1A 

-/--

r-27

r-27

r-27

Further documents are listed in the continuation of box C n Patent famlty members are tisted in annex.tr
' Special categories of cited documenls:

'A' documenl defining the general slate of the art which is not
considered to be of parlicular relevance

'E' earlier clocumont but published on or afterthe intemalional
filing date

'L' document which may throw doubts on priorilv claim(s) or
which is cited to establish the pubticaiion Oare ot arioiher
citation or other special reason (as specfiied)

'O' document referring lo an oral disclosure, use, exhibition or
olher means

'P' document published priorto the international filinq date bul
later than the priority date ctaimed

'T' laler documenl published atter the international filino date
or priority dateand not in conflict with the applicati6n but
clted lo understand the principte or theory uriderlying tha
invention

'X' document of particuhr relevanoe: the claimed invenlion
cannot be considered novel or cannol be considsred to

. ... involve an inventive step when the documenl is taken abne
;, ''."Yr,i. documenl of parliqllar relevancs; the claimect inventionI cannot be considered lo involve an inventive sleD when the

documenl is combined wlth one or more other such docu-
menls, such combination being obvious to a person skilled
in the art.

'&' document member of the same patent family

Date ot th€ actual completion of the international search

26 June 2002

Dale of mailing of the intemational search reporl

03/07 /2002
Name and mailing address of th6 ISA

European Patent Office, p.B. s8tg patenilaan 2
NL - 2280 HV Biiswilk

Tel. (+31-70) 340-2040, Tx. A1 651 epo nt,
Fax (+31-70) 040-3016

Authorized ofiicer

Schwei tz, l{i

Form PCT/|SA/210 (s€cond sheer) (July i992)

page
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:RNATIONAL SEARCH REPORT
Intdmatlonal Apptlcatlon No

PCTIUS AL/07e87
C.(Ggntlnuatlon) DOCUMENTS CONSIDERED TO BE RELEVANT

Category o Citation of documenl, wilh indication,where appropriafe, of lhe relevant passages Rslsvant lo claim No.

A US 6 016 476 A (SEDIVY JAN
18 January 2000 (2000-01-18)
co'lumn 3, line 17 - line 37

ET AL) 1-27

Fom PCTISA,/210 (conlinuation ot second sheet) (July 1992)
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II JRNATIONAL SEJRNATIONAL SEARCH REPORT
lnformation on patent family members

lnte?nationat Applicatlon No

PCTIUS 0L/07e87

Patent document
cited in search reoort

Publication
date

Patent tamlly
member(s)

Publication
date

hjo 0005638 AIt 03-02-2000 us 2002006126
AU 5006799
AU 5126999
AU 5L27099
AU 5227899
cN 1354851
EP 1099152
EP 1101343
EP 1099146
EP 1099213
t^Jo 0005861
I'J0 0005708
t^Jo 0005643
hjo 0005638
us 6269336

A1
A

A
f,
f{

A

T

A1
A1
A2
A1
A1

A1

A1
A2
B1

t7-01.-20a2
14-02-2000
14-02-2000
14-02-2000
1.4-02-200A
i9-06-2002
16-05-2001
23-05-2001
16-05-2001
16-05-2001
03-02-2000
03-02-2000
03-02-2000
03-02-2000
31-07-2001

EP 0867861 30-09-1998 US

CA

EP
1DUI

US

US

6A94476
22330t9
0867861

1 1088502
6385304
6377662

A

Al

A2

A

Bi
B1

25-07-2CI00
24-09-1998
30-09-1998
30-03-1999
07-05-200?
23-04-2002

t^to 9950826 A a7-L0-L999 AU

CA

EP

JP
hJO

32r2899
2323874
1066624

20025L4074
9950826

A

A1
A1
T

Ai

18-10-1999
07-10-1999
10-01-2001
02-04-2002
07-10-1999

us 6016476 18-01-2000 tP 1004099
hJO 9908238
HU 0004470
JP 200t5r2876
PL 338353
T|^l ;985400

A1
A1
A2
T
I

A1
B

31-05-2000
18-02-1999
28-05-2001
28-08-200i
23-10-2000
21-03-2000

.,," 1

Fom PCT/|SA/210 (patentlamiv annex) (JuV 1992)
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Christine Halversen SRIlp037B

EXAMINER

JEAN. FRANTZ B

ARTUNIT I PAPERNUMBER

7590 t0t04/2002

THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE. 
SUITE IOO

SHREWSBURY. NJ 07702
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:>' Lt

DATE MAILED : l0/0412oo2

Please find below and/or attached an Office cornmunication concerning this application or proceeding.

t":

PTO-90C (Rev.07-01)
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Office Action Summary
09/608.872

No. Applicant(s) u

HALVERSEN ET AL.

Examiner

Frantz B. Jean

Art Unit

2155

- The MAILING DATE of this communication appaars on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLY IS SET TO EXPIRE 3 MONTH(S) FROM
THE MAILING DATE OF THIS COMMUNICATION.
- Extcnsionsoftimcmaybcavailablcundcrtheprovisionsof3TCFRl.l36(a). Innocvcnt,howcvcr,mayareplybetimelyfilcd

after SX (6) MONTHS from the mailing date of this communication.
- lf the- period for reply specified above is lcss than thirty (30) da)ls, a reply within the statutory minimum of thirty (30) dap will bc considered timely.
- lf NO period for reply is spocified above, thc maximum statutory pcriod will apply and will explre SIX (6) MONTHS from the mailing date of this cohmunication.
- Failurc to reply within the set or extended period for reply will, by statute, cause the application to become ABANOONED (35 U.S.C. S 133).
- Any reply received by the Officc later than threc months after the mailing date of this communication, oven if timcly filed, may reduce any

earncd patent term adjustment. See 37 CFR 1 .704(b).

Status

1)X Responsive to communication(s) filed on 7/29/2002 .

24J This action is FINAL. 2b)X This action is non-final.

3)tr Since this application is in condition for allowance except for formal matters, prosecution as to the merits is

closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 1 1 , 453 O.G. 213.
Disposition of Claims

4)X ctaim(s) 56-82 is/are pending in the application.

4a) Of the above claim(s) is/are withdrawn from consideration.

S)fl ctaim(s) 

- 

isiare allowed.

6)X Ctaim(s) 56-s2 is/are rejected.
, it:7)fl Ctaim(s) 

- 

isiare objected to.

8)fl Ctaim(s) 

- 

are subject to restriction and/or election requirement,

Application Papers

9)n Tne specification is objected to by the Examiner.

10)n Tne drawing(s) filed on is/are: a)E accepted or b)n objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 eFR 1.85(a).

11)l Tne proposed drawing correction filed on is: a)n approved b)fl disapproved by the Examiner.

lf approved, conected drawings are required in reply to this Office action.

12)[ Tne oath or declaration is objected to by the Examiner. 
. ,1

Priority under 35 U.S.C. SS 119 and {20 r";+l

13)n ncmowledgment is made of a claim for foreign priority under 35 U.S.C. S 11g(a)-(d) or (f).

a)l All b)D some. c)[ None of:

1.n Certified copies of the priority documents have been received.

2.1 Certified copies of the priority documents have been received in Application No.

3.n Copies of the certified copies of the priority documents have been received in this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

* See the attached detailed Office action for a list of the certifled copies not received.

14)fl Act<nowledgment is made of a claim for domestic priority under 35 U.S.C. S 1 19(e) (to a provisional application).

a) n Tne translation of the foreign language provisional application has been received.

15)f] Acfnowledgment is made of a claim for domestie pliority under 35 U.S.C. SS 120 andlot 121.

Attachment(s)

1) X Notice of References Cited (PTO-892)

Z) n motice of Draftsperson's Patent Drawing Review (PTO-948)

3) ffi Information Disclosure Statement(s) (PTO-1449) Paper No(s) Z;?3.

4) [ Interview Summary (PTO413) Paper No(s).

S) n Notice of Informal Patent Application (PTO-152)

o) [ otner:

U.S. Patent and

Office Actlon Summary Part of Paper No. 24PTO-326 (Rev. 04-01)

Page 171 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3336



Application/Control Number: 09 I 608,87 2:
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. DETAILED ACTION

1. This office action is in response to an amendment received on7ll8l02. Claims 56. 65 and

74were amended. claims 56-82 are still pending in this application.

Inform atio n D is clo s u r e S tatem e nt

2. The IDS received on7l29l02 have been considered.

Claim Rejections - 35 aSC gr,{03

3. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all obviousness

rejections set forth in this Office action:

(a) A patent may not be obtained though the invention is not identically disclosed or described as set forth in
section 102 of this title, if the differences between the subject matter soug5.l to be patented and the prior art are
such that the subject matter as a whole would have been obvious at the 1ifid the invenfion was madi to a person
having ordinary skill in the art to which said subject matter pertains. patentaUitity shall not be negatived by the
manner in which the invention was made.

4. Claims 56-82 are rejected under 35 U.S.C. 103(a) as being unpatentable over Levin et al.

(u.S. Patent No. 6,173,279) inview of Bailey, Itr US patent No. 6,353,66.

5. As per claim 56, Levin et al teach a method for speech-based navigation (information

seryer, 110) of an electronic data source located at one or more network.servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless communication (see abstract, fig 1,

column 3 lines 5-35), comprising receiving a r.ggue-gt (receive a natural language query) for

desired information from the user (user, 112) utilizing the mobile appliance (pC, 102) of the user
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wherein said mobile information comprises a portable remote control device or top-box for a

television; rendering an interpretation (creating a semantic representation) of the request,

constructing a navigation (generating search) query based upon the interpretation; utilizing the

navigation query to select a portion of the €lechonic data source; and lransmitting (sending) the

selected portion of the electronic data source from the network server to the mobile information

appliance of the user. (see abstract, fig. 1-3, column 3 line 36-9 line 5, see also claim 7,10,22).

Although Levin teaches natural language, Levin does not explicitly elaborate on a spoken request

for desired information from a user. Bailey Itr is directed to a network and communication access

system which includes a spoken (audible) request for desired information from a user (col. 9 lines

47 et seq; col. 3 lines 21 et seq). It would have been obvious tg Q-ne of ordinary skill in the art at

the time of the invention to have combined Bailey's, Itr featureS,t" truin', because they would

have speeded up the communication process while providing a secure system (see Bailey,III col.

4 lines 41 et seq).

6. As per claims 57,58,62-64, Levin et al teach a method of rendering the interpretation of
t.i ,

the request is performed at the one or more network Sbrvers by the mobile information appliance

including a Wireless telephone, a portable computer that is a personal digital assistance (See

abstract, fig 1, column 3 lines 5-35).
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As per claim 59, Levin et al teach a method of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the navigation

Query, based upon the additional input; and using the refined navigation query to select a portion

of the elechonic data source (see abstract, fi9. l-3, column 3 line 36-9 line 5, see also claim 1, 10,

22).

8. As per claim 60, Levin et al teach a method wherein the data link includes a cellular

telephone system (see fig 1, column 2 line 6l-67).

9. As per claim 61, Levin et al teach a method wherein steps (a)-(d) are performed with

respect to multiple users (see abstract, fig 1, column 3 lines 5.35).

10. As per claim 65, Levin et al teach a computer system for speech-based navigation

(information server, 1 10) of an electronic data source located at one or more network servers

located remotely from a user, wherein at least a portion of a data link between a mobile

information appliance of the user and the one or more network servers utilizes wireless

communication (see abstract, fig 1, column 3 lines 5-35), comprising a code segment receiving a

request (receive a natural language query) for desired information from the user (user) utilizing

the mobile information appliance (PC, 102) of the user- a code segment rendering an

interpretation (creating a semantic representation) of the request, a code segment constructing a

navigation (generating search) qusry based upon the interpretation; a code segment utilizing the
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navigation query to select a portion of the electronic data source; and a code segment transmitting

thl selected portion of the electronic data source from the network server to the mobile

information appliance of the user. (see abstract, fig. l-3, column 3 line 36-9 line 5, see also claim

l,10,22). Although Levin teaches natural language, Levin does not explicitly elaborate on a

spoken request for desired information from a user. Bailey III is directed to a network and

communication access system which includes a spoken (audible) request for desired information

from a user (col. 9 lines 47 et seq; col. 3 lines 21 et seq). It would have been obvious to one of

ordinary skill in the art at the time of the invention to have combined Bailey's, III features to

Levin's because they would have speeded up the communication process while providing a secure

system (see Bailey, III col. 4 lines 4l et seq).

11. As per claims 66,67,71-73, Levin et al teach a system of rendering the interpretation of

the request is performed at the one or more network servers by the mobile information appliance

including a wireless telephone, a portable computer that is a per$pnal digital assistance (see

abstract, fig 1, column 3 lines 5-35).

12. As per claim 68, Levin et at teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the navigation
-,,1, 

. 
.

guery, based upon the additional input; and using the refined navigaiion query to select a portion
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of the electronic data source (see abstract, fig. 1-3, column 3 line 36-9 line 5, see also claim l, 10,

22\.

13. As per claim 69, Levin et al teach a system wherein the data link includes a cellular

telephone system (see fig 1, column 2line 6l-67).

14. As per claim 70, Levin et al teach a qystem wherein steps (a)-(d) are performed with

respect to multiple users (see abstract, fig 1, column 3 lines 5.35).

15. As per claim 74,Levin et at teach a system for speech-based navigation (information
,..11..

seryer, 110) of an electronic data source located at'diie or more network servers located remotely

from a user, wherein at least a portion of a data link between a mobile information appliance of

the user and the one or more network servers utilizes wireless communication (see abstract, fig l,

column 3 lines 5-35), comprising receiving a request (receive a natural language query) for

desired information from the user (user) utilizing the mobile information appliance (PC, 102) of

the user; rendering an interpretation (creating a semantic representation) of the request,

constructing a navigation (generating seqrch) query based upon the interpretation; utilizing the

navigation query to select a portion of the electronic data source; and transmitting the selected

portion of the electronic data source from the network server to the mobile information appliance

of the user. (see abstract, fig. 1-3, column 3 line 36-9 line 5, see also claim 1,I0,22).Although
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Lgvin teaches natural language, Levin does not explicitly elaborate on a spoken request for

desired information from a user. Bailey Itr is directed to a network and communication access

system which includes a spoken (audible) request for desired information from a user (col. 9 lines

47 et seq; col. 3 lines 21 et seq). It would have been obvious to one of ordinary skill in the art at

the time of the invention to have combined Bailey's, III features to Levin's because they would

have speeded up the communication process while providing a secure system (see Bailey, III col.

4 lines 41 et seq)' 
'ir.'

16. As per claims 75,76,80-8 1, Levin et al teach a method of rendering the interpretation of

a request that is performed at the one or more network servers by the mobile information

appliance including a wireless telephone, a portable computer that is a personal digital assistance

(see abstract, fig l, column 3 lines 5-35).

17. As per claim 77,Levin et al teach a system of soliciting additional input from the user,

including user interaction in a modality different than the original request; refining the navigation

QueIY, based upon the additional input; and using the 1efined navigation query to select a portion

of the electronic data source (see abptract, fig. 1-3, column 3 line 36-9 line 5, see also claim 1, 10,
T

22). !,,

18. As per claim 78, Levin et al teach a system wherein the data link includes a cellular

telephone system (see fig 1, column 2line 6l-67),
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lg. As per claim Tg,Levinet al teach a system wherein steps (a)-(d) are performed with

respect to multiple users (see abstract, fig 1, column 3 lines 5-35).

Response to Arguments

20. Applicant's arguments nt"d on.*if.f.lf .f..n.A......have been tully considered but they are

not persuasive. a. Applicant argues that the prior art "falls to teach or suggest the novel concept

of speech-based navigation where the method receives spoken request for desired information

from the user utilizing the mobile information appliance of the user and where in tum the selected

electronic data source from the network server is transmitted to the mobile information appliance

of the user." Examiner respectfully disagrees with the applicant perspective and characteization

of Levin inventive concept. Levin teach that the LJRL for a data resource is inputted into PC 102

either by typing the request using a keyboard 104 or by speaking the request into a microphone

105, which is considered to be a mobiie appliance of the user. Furtherrnore, Levin et al indicate

that the spoken requests either from a PC microphone 105 or from a telephone 103 can be

handled by a speech recognition system residing at the information server (see column 4 lines

7-22). Applicant further argues that the prior art "falls to teach or suggest that the selected

electronic data source from the network server is transmitted to the mobile information appliance

of the user." Examiner respectfully disagrees with the applicant perspective and characterization

of Levin inventive concept. Levin teach that once an information server is accessed, the user can
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send a text or a spoken query requesting a particular action or service (step 204), for example:

"call the pizzaplace on Main Skeet in Westfield". The query is received by the access server 106

and the natural language query is sent to the information server I 10 via packet network 108. It is

to be understood that the packet network 108 may be connected to a plurality of information

servers which each relate to one or more particular information services, or there may be a single

centralized information server 1 10 which is accessed by eI information services which are capable

of receiving and processing natural language queries anitcontains at least some of the data

resources (e.g., URLs and associated site/service-specific grammars) capable of receiving and

responding to a natural language query. It is obvious inventive qo,pcept referring to response is in

l;iil ' '

the field of sending or transmitting the requested information to the user. Moreover, it is

understood in the art of information request, in order to complete the transaction, the host must

hansmit to the requester the requested information.

2L The prior art made of record and not relied up9,.,1'i5 considered pertinent to applicant's

disclosure. 
!1!!w'

22. Any inquiry concerning this communication or earlier communications from the examiner

should be directed to Frantz B. Jean whose telephone number is (703) 305-3970. The examiner

can normally be reached on Monday thru Friday from 8:30 to 6:00.

If attempts to reach the examiner by telephone are unsuccessful, the examiner's supervisor,

Ayaz R. Sheikh, can be reached on (703) 305-9648. The fax phone numbers for this Group are
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(7.03) 746.7238 for After-Final, (703) 746-7239 for Official, and (703) 746-7240 for Non-

OfficiallDraft.

Communications via Intemet e-mail regarding this application, other than those under 35

U.S.C. 132 or which otherwise require a signature,frdy be used by the applicant and should be
!

addressed to [Ayaz.Sheikh@uspto. gov].

All Internet e-mail communications will be made of record in the application file. PTO

employees do not engage in Intemet communications where there exists a possibility that sensitive

information could be identified or exchanged unless the record includes a properly signed express

waiver of the confidentiality requirements of 35 U.S.C. L22. This is more clearly set forth in the

Interim Internet Usage Policy published in the Official Gazette of;t\e,Patent and Trademark on

February 25,Igg7 at Il95 OG 89. ' 
,,,

Any inquiry of a general nature or relating to the status of this application or proceeding

should be directed to the Group receptionist whose telephone number is (703) 305-3900.

September 29,2002
FBJ/
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This response addresses the Office Action dated October 4,2002 (Paper No.

24).

REMARKS

Applicants'representative would like to thank Primary Examiner Frantz Jean for

kindly taking a substantial amount of time on December 23, 2002 to discuss the merits

of the subject invention in a face-to-face Examiner Interview. Applicants' representative

is aware of the time constraint that is placed on the Examiner and is appreciative of the

Examiner's willingness to devote such large quantity of time to discuss the case on the

merit.

01/06/03 19:03 FAX' 732 530 $

09/608,872

MOSER PATTERSON SHERIDAN @oos

Recelved from < 732 530 9808 > at 1/0/03 7:03:49 PM lEastem standard Tlmel

Page 182 of 214 Petitioner Microsoft Corporation - Ex. 1008, p. 3347



07/06/03 19:04 FAX 732 530 9r MOSER PATTERSON SHERIDAN @ oos

09/608,872

ln view of the following discussion, the Applicants submit that none of the claims

now pending in the application are made obvious under the provisions of 35 U.S.C. S

103. Thus, the Applicants believe that all of these claims are now in allowable form.

I. REJEGTION OF CLAIMS 56€2 UNDER 35 U.S.C. S 103

The Examiner rejected claims 56-82 in Paragraphs 4-19 of the Office Action as

being unpatentable over Levin et al. patent (US Patent 6,173,279 issued January 9,

2001, hereinafter referred to as Levin) in view of Bailey lll (US Patent 6,353,661 issued

March S,ZOO2, hereinafter refened to as Bailey). The rejection is respectfully

traversed.

Levin teaches "a method of using at least one natural language query to retrieve

information from one or more data resources and further performing a requested action

using the retrieved information is disclosed". (See Levin, Column 2, lines 15-18)

Namety, Levin teaches a method for using natural language query to obtain information,

where upon receipt of the requested information, a desired acti$ is executed based

upon the requested information. To illustrate, Levin provides the example, where a

user employs natural tanguage to request the telephone number of a restaurant. Upon

receipt of the telephone number, the telephone number is actually dialed for the user.

(See Levin, Column 3 line 62 to Column 4, line 1)

Bailey teaches a system for using a telephone to interact with a remote system.

Specificalty, Bailey teaches the use of a conventional phone to allow users to browse,

search, store, and create information stored on the fltgmet. (See Bailey, Abstract;

Column 3, lines 8-39)

In contrast, the alleged combination of Levin and Bailey (either singly or in any

permissible combination) fails to teach or suggest the novel concept of speech-based

navigation vyhere the method receives spoken reqHpgt for desired information from the

user .utilizing the mobite information appliance of the user. wherein said mobile

television. Specifically, Applicants'independent claims 56, 65 and74 positively recite:

Recelved from < 732 530 0808 > at 1/6/03 7:03:49 PM lEastem Standard Tlmel
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56. A method for speech-based navigation of an electronic data source

located at one or more network servers located remotely from a user, wherein a

data link is established between a mobile information appliance of the user and

the one or more network servers, comprising the steps of:
(a) receivins a spoken request for desired information from the user

" 
ti't. -.trrile information aooliance of the user. wherein said mobile

box for a television;
(b) rendering an interpretation of the spoken request;
(c) constructing a navigation query based upon the interpretation;

id)utilizing the navigation query to select a portion'of the electronic data

source; and
(e) transmitting the selected portion of the electronic data source from the

networi server to the mobile information appliance of the user. (emphasis

added)

65. A computer program embodied on a computer readable medium for
speech-based navigation of an electronic data source located at one or more

network servers located remotely from a user, wherein a data link is established

between a mobile information appliance of the user and the one or more network

servers, comprising:

1a; a code seqment that receives a spoken:reouest for desired informotion

from the user utilizinq the mobile infgrmation apbliance of thq user. wh9rein said

mobile information appliance comprises a portable remote qontrol devicP or a

set-top box for a television' r

(b) a code segment.that renders an interpretation of the spoken request;
(c) a code segment that constructs a navigation query based upon the

interpretation;
(d) a code segment that utilizes the navigatiorl guery to select a portion of

the electronic data source; and
(e) a code segment that transmits the selected portion of the electronic

data source from the network server to the mobile information appliance of the
user. (emphasis added) 

,,

74. A system for speech-based navigatiql of an electronic data source
located at one or more network servers locatbd remotely from a user,

comprising:
(a)

or a set-top box for.a television;
(b) spoken language processing logic, operable to render art

n

information appliance comprises a pOrtable remote cor$roldevice
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interpretation of the spoken request;
(c) query construction logic, operable to construct a navigation query

based uPon the interpretation;
(d) navigation logic, operable to select a portion of the electronic data

source using the navigation query, and
(e) electronic communications infrastructure for transmitting the

selected portion of the electronic data source from the network server to the

mobile information appliance of the user. (emphasis added)

Applicants' invention teaches a novel method and apparatus for speech-based

navigation where the meJhod receives spoken fequest for desired in the

television. This teaching is completely absent in the Levin and Bailey references.

During the Examiner Interview, Applicants' representative indicated to the

Examiner that the present claims specifically recitg Faid mobile information appliance

. Applicants'

specification (e.g., on page 2) describes a need for a user interface that does not

require the user to learn a highly specialized command tanguage or format. In

describing Applicants' invention in the context of a home entertainment setting,

Applicants disclose the present invention within the cO-ntgxt of a portabte remote control

device or a set-top box for a television. (e.g., See Applibants' specification, page 6,

lines 4-20; and page 18, line 4 to page 19, line 9). In sum, Applicants' rrovel speech-

based navigation method is claimed specifically within the context of a portable remQte

control device or a set-top box for a television.

During the Examiner Interview, Applicants' representative presented to the

Examiner that the combination of Levin and Bailey will fall short of making Applicants'

invention obvious. Namely, both referg!$es do not disclose Applicants' novel speech-

based navigation method within the context of a oortable remote control device or a set-

toO box for a television. For exarnple, Bailey states that "the present invention generally

relates to a method and system for combinipg the power, flexibility, and access to

information and communications of the Internet with the simplicity, reliability and wide
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availability of the existing plain old telephone system (POTS).' (See Bailey, Column 1,

lines 5-9) Specifically, the entire purpose of Baitey is to salvage the use of a plain old

telephone system to access the Internet. Thus, Bailey does not disclose or suggest

.Applicants' novel speech-based navigation method within the context of a oortable

remote controldevice or a set'too box for a teleyision.

Second, the alleged combination (as taught by Bailey) states that "once the

information is obtained the system presents the information to the user by transforming

the downloaded text into speech in a manner emulating the behavior of a web browser."

(Emphasis added) (See Bailey, Column 3, lines 21'25) Bailey then discloses a

complicated method of notifying content, e.g., hyperlinks, of a web page to a user via

audible signals. (See Bailey, Golumn 7, line 5 to Column 8, line 10). In sum, Bailey

converts a tetephone into a user interface that serves as a web browser as positively

asserted by Bailey. This teaching is directty contrary to Applicants' invention which

recites 'receiving a spoken request for desired information from the user utilizing the

mobile information appliance of the user, wherein said mobile information appliance

comprises a portable remote control device or a set-top box for a television" and

interpreting the spoken request. Applicants' invention is intended to address the

criticality of not having to navigate the electronic data source, whereas Bailey simply

converts the web page content so that the user is required to manually navigate the

data source by listening to different audible signals. Thus, Bailey teaches-awav from

Applicants'novelspeech-based navigation method. l'Fji

During the Examiner Interview, the Examiner indicated that he will re-evaluate

the cited references and reconsider the present rejections. Therefore, the Applicants

respectfully submit that independent ctaims 56, 65 and74 gre not made obvious by the

Levin and Bailey references. As such, claims 56, 65 and74 fully satisfy the

requirernents of 35 U.S.C. $103 and are patentable thereunder.

Claims 57-64,66-73 and 75-82 depend, either directly or indirectly, from claims

56, 65 and74 and recite additionalfeatures therefor. Since Levin and Bailey fail to

make Applicants' invention obvious as recited in Applicants' independent claims 56, 65

0I/06/03 19:05 FAX 732 530 9r '
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andT4,dependent claims 57-64,66-73 and 75-82 are also not made obvious under 35

u,s.c. s 103 and are allowable for the same reason noted above.

Conclusion

Thus, the Applicarrts submit that all of these claims now fully satisfy the

requirements of 35 U.S.C. 5103. Consequently, the Applicants believe that allthese

claims are presently in condition for allowance. Accordingly, both reconsideration of

this application and its swift pqssage to issue are earnestly solicited.

lf, however, the Examiner believes that there are any unresolved issues requiring

the issuance of a final action in any of the claims now pending in the application, it is

requested thatthe Examinertelephone Mr. Kin-Wah Tonq. Esq. at(732) 530-9404 so

that appropriate anangements can be made for resolving such issues as expeditiously

as possible.

Respectfu llY su bmitted,

Kin-Wah Tong,
Reg. No.,39,400
(732) 530-e404

Moser, Patterson & Sheridan, LLP

595 Shrewsbury Avenue
First Floor,
threwsbury, New JerseY 07702
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lnteruiew Summary
09/608,872

No. Applicant(s)

HALVERSEN ET AL.

Examiner

Frantz B. Jean

Art Unit

2155

personnel):

(3)_.
(4)_.

2)X appticant's representativel

e)X ruo.

All participants (applicant, applicant's representative, PTO

(1) Frani,tz B. Jean.

(2) Kin=Wah Tono.

Date of lnterview: 23 December 2002 .

Type: a)n Telephonic b)n Vioeo Conference
c)X Personal lcopy givento: 1)n applicant

Exhibit shown or demonstration conducted: d)fl Yes

P4

{

dr^-.-det--a'

Examiner Note: You must sign this form unless it is an
Attachment to a signed Office action.

lf Yes, brief description:

Claim(s) discussed: - lz Cfu*
ldentification of prior art oiscrisse a, tleurr^,-- / Z* q

YJ, *-r{^,./- (t-A-*- ftr*

Agreement with respect to the claims 0f] was reached. g)X was not reached. h)n N/A.

:"

Substance of Interview including descriptiop oflhe general nature of what was agreed to if an agreement was
reached, or any other comments: 9er- /C&J
(A fuller description, if necessary, and a copy of the amendments which the examiner agreed would render the claims
allowable, if available, must be attached. Also, where no copy of the amendments that would render the claims
allowable is available, a summary thereof must be attached.)

i)ffi f t is not necessary for applicant to provide a separate record of the substance of the interview(if box is
1 checked).

Unless the paragraph above has been checked, THE FORMAL WRITTEN REPLY TO THE LAST OFFICE ACTION
MUST INCLUDE THE SUBSTANCE OF THE INTERVIEW. (See MPEP Section 713.04). lf a reply to the last Office
action has already been filed, APPLICANT lS GIVEN ONE MONTH FROM THIS INTERVIEW DATE TO FILE A
STATEMENT OF THE SUBSTANCE OF THE INTERVIEW. See Summary of Record of Interview requirements on
reverse side or on attached sheet.

o'/",- fl-- b'^; da*/**^

2u;/2&-----__

"j d1z"o_otr/

/"U""-- F ,fu'-

signature, if required

Offlce

PTO-413 (Rev. 03- 98) lnterview Summary Paper No. 25
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Notice of Allowability

No.

872

Applicant(s) C

HALVERSEN ET AL.
Examiner

Frantz B. Jean 2155

UnitArt

- The MAILING DATE of this communication appears on the cover sheet with the correspondenca address--
All claims being allowable, PROSECUTION ON THE MERITS lS (OR REMAINS) CLOSED in this appticatibn. tf not inctuded
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communicatiori will be mailed in due course. THIS
NOTICE OF ALLOWABILITY lS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the office or upon petition by the applicant. See 37 cFR 1.313 and MpEp 1308.

1 . X fnis cbmmunication is responsiv e to the response fited on 1/06/2005.
2. X fne allowed claim(s) islare 56-82.

3. I fne drawings filed on 

- 

are accepted by the Examiner.

4. fl RcXnowledgment is made of a claim for foreign priority under 35 U.S.C. S 119(a)-(d) or (f).
a) E A|t b)E Some* c) fl None of the:

1. fl Certified copies of the priority documents have been received.

2. I Certified copies of the priority documents have been received in Application 'No. _ .

3. E Copies of the certified copies of the priority documents have been received in this national stage application from the
International Bureau (PCT Rute 17,2(a)).

. Certified copies not received:

5. n nctnowledgment is made of a claim for domestic priority under 35 U.S.C. S 1 19(e) (to a provisional application).
(a) ! fne translation of the foreign language provisional application has been received.

6. n Rctnowf edgment is made of a claim for domestic priority under 35 U.S.C. 'SS 120 andlor 12i.

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a repty complying with the requirements noted
below. Failure to timely complywill result in ABANDoNMENT of this application. THts THREE'-MoNTH pERloD ts NoT EXTENDABLE

Z. N N SUBSTITUTE OATH OR DECLARATION must be submitted. Note the attached EXAMINER,S AMENDMENT or NoTICE oF
INFORMAL PATENT APPLICATION (PTO-152)which gives reason(s)why the oath or dectaration is deficient.

g. x connEcTED DRAWTNGS must be submitted.
(a)X inctuOing changes required by the Notice of Draftsperson's Patent Drawing Review ( pTO-948) attached

1) X hereto or 2)f] to Paper No. .

(b) ! incluOing changes required by the proposed drawing correction filed 

-, 

which has been approved by the Examiner.
(c) n inctuAing changes required by the attached Examiner's Amendment / Comment or in the Office action of paper No. _.

ldentlfying indlcia such as the application number (see 37 CFR 1.8a(c)) should be written on the drawlngs in the top margin (not the back)
of aach sheet. The drawlngs should be filed as a separate paper with a transmlttal letter addressed to t[e Official brarui-rson.

L n DEPOSIT OF and/or INFORMATION about the deposit of BloLoGlcAL MATERTAL must be submitted. Note the
attached Examiner's comment regarding REQUTREMENT FORTTHE D$FOStT OF BTOLOGTCAL MATERtAL,

Attachment(s)

1[ Notice of References Cited (PTO-892)
3X Notice of Draftperson's Patent Drawing Review (pTO-948)
5f] Information Disclosure Statements (PTO-1449), paper No.
7[ Examiner's Comment Regarding Requirement for Deposit

of Biological Material

2l Notice of Informat Patent Apptication (pTO-152)
4E Interview Summary (PTO413), Paper No._.
6E Examinqr's Amendment/Comment
8X Examiner's Statement of Reasons for Allowance
9E other

Notice of Allowabillty Part of Paper No. 27PTO-37 (Rev. 04-01 )
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Application/Control Number: 09 I 608,87 2 :

Art Unit: 2155

Page2

1. Claims 56-82 are allowable over the prior art made of record and in light of Applicants'

arguments..

2. The response filed on 01/08/2003 has been entered.

Reasons for Allowance ,

3. The examiner respectfully submits that the specifiq,r.techniques of providing a speech-based

navigation where a spoken request for desired information is received from a user utilizing a

mobile information appliance of the user, wherein the mobile information appliance comprises a

portable remote control device or a set-top box for a television; f.n,conjunction with the other

limitations of the dependent and independent claims 56-82were not shown by, would not have

been obvious over, nor would have been fairly suggested by the prior art made of record.

Any comments considered nepessaryby applicant must be submitted no later than the

payment of the issue fee and, to avoid processing delays, should preferably accompany the issue

fee. Such submissions should be clearly labeled "Comments on Statement of Reasons for

Allowance."

4. Any inquiry conceming this communication or earlier communications from the examiner

should be directed to Frantz B. Jean whose telephone numbe"l is (703) 305-3970. The examiner

can normally be reached on Monday thru Friday from 8:30 to 6:00.
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Application/Control Number: 09 I 608,87 2:

Art Unit: 2155

Page 3

If attempts to reach the examiner by telephone are unsuccessful, the examiner's supervisor,

Ayaz R. Sheikh, can be reached on (703) 305-9648. The fax phone numbers for this Group are

(703) 746-7238 for After-Final, (703) 746-7239 for Official, and (703) 746-7240 for Non-

Official/Draft.

Communications via Internet e-mail regarding this application, other than those under 35

U.S.C. I32 or which otherwise require a signature,ndy be used by the applicant and should be

addressed to [Ayaz.Sheikh@uspto.gov].

All Internet e-mail communications will be made of record in the application file. PTO

employees do not engage in Internet communications where there exists a possibility that sensitive

information could be identified or exchanged unless the record includes a properly signed express

waiver of the confidentiality requirements of 35 U.S.C. 122. This is more clearly set forth in the

Interim lnternet Usage Policypublished in the Official Gazette of the Patent and Trademark on

February 25,1997 at 1195 OG 89.

Any inquiry of a general nature or relating to the status of this application or proceeding

should be directed to the Group receptionist whose telephone number is (703) 305-3900.

Frantz B. Jean

March 07,2003
FBJ/
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Form PTO 948 (Rev. 03/01) U.S. DEPARTMENT OF COMMERCE - Palen{ and Trademark Office

NOTICE OF DIRAFTSPERSON'S
] PATENT: DRAWING REVIEW

Appricarion A Z
7--

reasons indicated below. The Examiner will require
must be sumitted according to the instructions on ihe back ofthis notice.

The drawing(s) filed (insert 
"fure:A. l--l _ggproved by Ihe Draftsperson under 37 CFR 1.84 or l.t52.

B.)CZ-rr.bjecred to by rhe Drafrsperson under 37 CFR 1.84 or 1.152 for the
.sdSmission of new, corrected drawings when necessary. Corrected draqing

i

t.

3.

DRAWINGS. 37 CFR .l.84(a): 
Acceptable categories of drawings:

Black ink. Color.

_ Color drawings are not acceplable until petiron is granted.
Fig(s) _

_ Pencil and non black ink not permirted. Fig(s):_
PHOTOCRAPHS. 37 CFR 1.84(b)

_ -1 
full-tone set is required. Fig(s) _

Photographs may not be mounred. 37 CFR 1.84(e)

_ Poor qualiry (half-tone). Fig(s) _
TYPE OF PAPER. 37 CFR 1.84(e)

_ Paper not flexible, strong, white, and durable.
FieG) 

-

_ Erasures, alteralions, overwritings, interl ineations,
tblds, copy machine marks nol accepled. Fig(s) 

--
_ Mylar, velum paper is not acceptable (too thin).

Fig(s) 

-

SIZE OF PAPER. 37 CFR 1.84(t): ,Acceptable sizes:

_ 21.0 cmby 29.7 cm (DlN size A,4)

_ 21.6 cm by 27.9 cm (8 l/2 x I I inches)

_ All drawing sheets not the same size.
Sheet(s)

_ Drawings sheets not an acceptable size. Fig(s) _
MARGINS. 37 CFR 1.84(g): Acceptable marginsr

Top 2.5 cm Left 2.5cm Right 1.5 cm Boltom I

SIZE: ,{4 Size

Top 2.5'cm l-rft 2.5 cm Right 1.5 cm Borrom
SIZE:81/2xll

8. ARRANCEMENT OF VIEWS. 37 CFR I.84(i)

_ Words do not appear on a horizontal, left-to-right fashion
$,hen page is either upright or lurned so that the top
becomes lhe right side, except for graphs. Fig(s) _

9. SCALE. 37CFR 1.84(k)

_ Scale not large enough to show mechanism without
crowding when drawing is reduced in size to two-rhirds in
reproduct ion,

Fig(s) _
10. CHARACTER OF LINES, NIJMBERS, & LET'IERS.

37 CFR 1.84(i)

{Lin.r, numhers & lerrers nor uniformly rhick and well
defincd. cl94n, {urable, and btack (poor line qualiry).
r'gr/-1-L- +i-;-'

I I . SHADINC. 37 CFR 1.sa(m)
Solid black areas oale. Fis(s)

E sorio utacr sniaing no, p.-#itr1l.T[1r-l_gp_
'_.Shade lines, pale, rough and blurred. Fig(s)

rz.-_r.iurvr'seRs,LEl-f ERs,a"nepeneucecr-rlintTens"*

.0 cm

l'.0 cm

same direction as the view
Fie(s)
English alphabet not used.

. 37CFR l.8a(p)(1)

37 CFR 1.84(p)(2)
Figs

Margins not acceptable. Fig(s)

Bouom (B)
viEws. 37 cFR r.84(h)
REMINDER: Specification may require revision to
correspond to drawing changes.

Parlial views. 37 CFR 1.84(h)(2)

_ Brackets needed to show figure as one entity.
Fig(s) 

-

_ Views not labeled separately or properly.

Fie(O 

-

_ Enlarged view not labeled separetely or properly.
Fie(O 

-

sEcTloNAL vrEws. 37 cFR 1.84 (h)(3)

_ Hatching not indicated tbr sectional porlions of an object.
Fig(s) 

-

_ Sectional designation should be noled with Arabic or
Roman numbers. Fig(s) _

COMMENTS

_ Numbers, letters and reference characters must be at least
.32 cm (l/8'inch) in heighr. 37 cFR 1.8a(p)(3)
Fig(s)

LEAD LINES. 37 CFR 1.8a(q)

_ Lead lines cross each other. Fig(s) *-

- 
Lead lines missing. Fie(s) _

NUMBERINO OF SHEETS OF DRAWINGS. 37 CFR 1.84(I)

_ Sheets not numbered consecutively, and in Arabic numerals
beginning with number 1. Sheet(s)

NUMBERING OF VlEwS. 37 CFR l.8a(u)
. Views not numbered consecutively, and in Arabic numerals,

beginning with number l. Fig(s)
CORRECTIONS. 37CFR 1.84(w)

_ Corrections nol made from prior PTO-S48
dated _

DESICN DRAWINOS. 37 CFR I.I52
_ Surface shading shown not appropriate. Fig(s)

_ Solid black shading not used litr color conlrast.
Fig(s) 

-.-

- 

rop (r)
Right (R)

Left (L)

13.

14.

t5

16.

17.

,*ui-/c - /SrrrEpHoNE No.REVI

ATTACHMENT TO PAPER NO, ,7
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7590 03/n/2003

THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE
SUITE IOO

SHREWSBURY. NJ 07702

.r!
Ur$tnp Srerps ParBt.qr aNp ThapnN,rARK OFFron

IJNITED STAITES DEPANTMEI.{T OF COMMNRCE
Unlted Statei Patent .nd TradefurL Offioe
AddreBs: COMMISSIONER OF PATEI.IIS AND TRATEMARKS

Wa8hingb, D.C. zoggl
www.uepb,gd

NOTTCE OF ALLOWANCE AND FEE(S) DUE {ut
EXAMINER

JEAN. FRAMZ B

ARTUNIT I CLASS.SUBCLASS

2155

DATE MAILED : 03 I 1 | 12003

709-21 8000

eppIIceTIoN No. I FILING DATE FIRST NAMED INVEMOR ATTORNEYDOCKETNO. I CONFIRMATIONNO.

09t608,872 06t30/2000 Christine Halversen SRILPO3TB 2382

TITLE OF INVENTION: MOBILE NAVIGATION OF NETWORK.BASED ELECTRONIC INFORMATION usn,I.G spoKEN TNpuT

APPLN.rYPElSMALLENTITYlIssuEFEElpuBLrcATroNFEElrorer.rrrlslnuelonrrtur
nonprovisional $650 06/1u2003

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOS['D. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APDLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT TTIE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR TIIIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY
PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. T5T. THE ISSUE FEE DUE INDICATED ABOVE NNTINCTS A CREDIT
FOR ANY PREVIOUSLY PAID ISSUn FEE APPITED IN THrS AppLrCATrON. THE,PTOL-85B (OR AN EQUTVALENT)
MUST BE RETURNED WITHIN THIS PERIOD EVEN IF NO FEE IS DUE OR THE APPLIC,q,rlOf.[ WILL n-n RnC,q,nOnn,q,S
ABANDONED.

HOW TO REPLY TO THIS NOTICE:
L Review the SMALL ENTITY status shown above.

If the SMALL ENTITY is shown as YES, verifu your current
SMALL ENTITY status:
A. If the status is the same, pay the TOTAL FEE(S) DUE shown
above.

B. If the status is changed, pay the PUBLICATION FEE (if required)
and twice the amount of the ISSUE FEE shown above and notifu the
United States Patent and Trademark Office of the change in status, or

If the SMALL ENTITY is shown as NO:

A. Pay TOTAL FEE(S) DUE shown above, or

B. If applicant claimed SMALL ENTITY status before, or is now
claiming SMALL ENTITY status, check the box below and enclose
the PUBLICATION FEE atdt/2 the ISSUE FEE shown above.

O Applicant claims SMALL ENTITY status.
See 37 CFR 1.27.

II. PART B . FEE(S) TRANSMITTAL should be completed and returned to the United States Patent and Trademark Office (USPTO) with
your ISSUE FEE and PLTBLICATION FEE (if required). Even if the fee(s) have already been paid, Part B - Fee(s) Transmittal should be
completed and returned. If you are charging the fee(s) to your deposit account, section 'i4b" of Part B - Fee(s) Transmittal should be
completed and an extra copy of the form should be submitted.

III' All communications regarding this application must give the application number. Please direct all communicatio4s prior to issuance to
Box ISSUE FEE unless advised to the contrary 

,.

IMPORTANT REMINDER: Utility patents issuing on applications filed on or after Dec. 12, 1980 may require payment of
maintenance fees. It is patenteers responsibility to ensure timely payment of maintenance fees when due.

PTOL-85 (REV. 04-02) Approved for use through 0 1/3 1/2004.
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PART B - FEE(S) TRANSMTTTAL

complete and send this form, together with applicable fee(s), to: Mail Box ISSUE FEE
Commissioner for Patents
Washington, D.C.20231

Ear (703)746-4000
-.rv.r!vvr^vr!p uJsU lul UAt
appropriate. All further correspondence includine the .

lndicated unless corrected below or directed oth6rwise
mainlenance fee notifi cations.

B urs rorvD rDE 4tru ruDLluA_llul\ rE,E (1r requlred). tslocl(s, I through 4 should be completed whcre-adv-ance orders and notification of maintenanci rees'wiirbe-miitJiio G-Srihini';"onir;;":H;;-aier;:s;ck I' bv (a) specifing a new correspondence ia*lisj iiraliri(u) i-ndic"tiig i'..pr".:#:rfie ADDRESS" for

7s90 03/nt2003

THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE
SUITE IOO

SHREWSBURY, NJ 07702

I$9_If,ryigl This,iertificat6 cannot re--il;a'-ff;i ;#;
lccoqp?nyilg papers. Eac.h additional_paper,-such as an assignir.rent or
Iormal drawlng, must have its own certificat! of mailing or transmtsslon.

09t608,872

TITLE OF INVENTION
06/30/2000

MOBILENAVIGATION OFNETWORK-BASED ELECTRO'NIC.INFORMATION USING SPOKEN INPUT

L iilili

APPLN. TYPE . I SMALL ENTITY I ISSUE FEE

nonprovisional
s650 06/nt2003

L Change-of correspondence address or indication of "Fee Address\37
cFR 1.363).

O Change of c_orrespondence address (or Change of Conespondence
Address form PTO/SB/lz2) attacneo.

p_'!9_{{!r9ss" indication (or,'Fee Address" Indication form
PTO/SB/47; Rev.03-02 or niore recent) auachiii. 

-UiJ-oi 
i Ciistomer

r\umDer ls requlred.

2. For printing on the patent front page, list (l)
the nam€s of up.to 3 registqred patent attomeys
or agents OR, alternative.ly; (2)-the name of a
single firm (having .as a member a registered
attomey or agent) and the names of up to 2
registered patent attorneys or agents. If no name
is listed, no name will be orinted.

PLEASE NorE: unless an assignee is identified below, no 
lssiqn-ee data will appear on the.patent. lng^lgsiglr ofassignee data is only appropriate when an assignment hasbeen previouslv submitted to ttre1Jspro oiia b;ing ilbririfti un?er separate cofdr. eoipiiiiSi;iliti'i;;h1ti. fdi 

"1i,"r'rl,*," 
ro*,ng an assrgnmenr.(A) NAME oF ASSTGNEE 

loy nrsrorNce, icrv *a sixd on cdur.iiivr

3. ASSIGNEE NAME AND RESIDENOE DATA To BE PRINTED oN THE PATENT (print or type)

Ple.ase check the appropriate assignee (will not be printed on the
4a. The following fee(s) are enclosed: 4b. Payment

tr individual .E corporation or other

B A check in tlligfifili ofthe fee(s) is enctosed.

B Payment by credit card. Form pTO-2038 is attached.

E The commissioner is herebv authorized by charge the required fee(s),or credit any overpaymen! roDeposit Account Number - _ (enclose an eitra copy or mls rorm).

O Issue Fee

O Publication Fee '

O Advance Order - # of Copies

JEAN. FRANTZ B

CommissionerforPatentsisrequestedtoapplytheIssueFeeandPublicationF..rir.ni.l.o.
:. , tf

(Authorized Signature) (Date)

!.q1e3t qqQ f ra{e4ark dffi ce, u, s. oe pirtmint;i Cilr;Nor SEND rEES oR iovpr-pfEo FoRids'1o
u,S..D-e_p34mqn1_of Commeice,w;rliftffi ;'DC)o;ji."dd)MpLETqp^ -qqB\4s ro rHrs ADDndss.-'seNb"r"dCommissioner for patents, w;hi;gton,bt io11\'.* '" '

Under.the Paperwork Reduction Act of 1995. no Dersons*iii."ii"" 
"ii'iiiiit"ati"niiiiJs's 

it aisprays a vatid oMB 
""nrr"l*n:urlillired 

to respond to a

TRANSMIT THIS FORM WITH FEE(S)

esrmareq ro .uKe ll mlnutes to comple_tqincluding gathering, preparing, and submitting thi
gomple^ted application form to the Uspt'o. iiniJ"*lliulry"o"p"no,ng upon tne Indrvrdualcase Any comments on the amount .of time you requiri: to' complete' this lbrm- ind6rsuggestions for.reducing this burden, should ue'sint i6'ttiicit.i-t"I"riitliii oiiiiltj.E:
fgEt 11a,fra{egagk Officq^u,s._D_er34rmqni oiciirmerce-, w;s-lii;;l;.'DCT{iii.\"o

PTOL-85 (REV.04-02) Approved for use through 0t/3112004. OMB 0651-0033 U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
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Unit€d Stater Pat6nt and Trad@rk OfAo€

Washingbn, D.C. 2O2S1

APPLICATIONNO. I FILINGDATE FIRST NAMED I}WENTOR ATTORNEYDOCKETNO. I CONTIRMATIONNO.

09t608,872 06/30/2000

$/nn003

Christine Halversen SRILPO3TB 2382

ARTUNIT I PAPERNUMBER

THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE
SUITE 1OO

SHREWSBURY, NJ 07702

EXAMINER

JEAN. FRANTZ B

2155

DATE MAILED: 031 | | /2003

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The patent term adjustment to date is 0 days. If the issue fee is paid on the date that is three months after the mailing
date of this notice and the patent issues on the Tuesday before the date that is 28 weeks (six and a half months) after
the mailing date of this notice, the term adjustment will be 0 days.

If a continued prosecution application (CPA) was filed in the above-identified application, the filing date that
determines patent term adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Application Information Rehieval
(PAIR) system. (http://pair.uspto.gov)

Any questions regarding the patent term extension or adjustment determination should be directed to the Office of
Patent Legal Administration at (703)305-1383. 

,, ,

PTOL-85 (REV. 04-02) Approved for use through 0113 l/2004,

rjf:fij
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@ Add.es6: COMMISSIONER OF PATET.ITS AND TRATEMARKS
Washingbn, D.C. ZOZ8I
www.uBpb.gw

09/608,872 Christine Halversen SRILPO3TB06/30/2000

03^t/2003

THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE
SUITE IOO

SHREWSBURY. NJ 07702
UNITED STATES

EXAMINER

JEAN, FRANTZ B

ART TJNIT I PAPER NUMBER

tl <{

DATE MAILED: 031 1 1 /2003

Notice ofFee Increase on January 1r2003

If a reply to a "Notice of Allowance and Fee(s) Due" is filed in the office on or after January l,26o3,then the
amount due will be higher than that set forth in the "Notice of Allowance and Fee(s) Due" since there will be an increasein fees effective on January 1, 2003 . Sge Revision 9f Patent agd Trademark fses Or fir.rf year 2003:Final Rule, 67 Fed.
Reg. 70847, 70849 (November 27, 2002).

The current fee schedule is accessible from: httn://www.uspto.gov/mainnrowtofees.htm.

If the issue fee paid is the amount shown on the "Notice of Allowance and Fee(s) Due,,' but not the correct amount
in view of the fee increase, a "Notice to Pay Balance of lssue Fee" will be mailed to applicant. In order to avoidpr.ocessing delays associated with mailing of a "Notice to Pay Balance of Isiue r..,'i ir the response to'itre-Notice orAllowance and Fee(s) due form is to be filed.on or.after Jguary 1, 2003 (or mailed with a certificate of mailing on orafter.January l, 2003), the issue fee paid should be the fee that is required at the time the fee is paid. rf tfr. irru. fee waspreviously paid, and the response to the "Notice of Allowance and Fee(s) Due" includes a request to apply apreviously-paid issue fee to the issue fee now due, then the difference between the issue fee amount at the time theresponse is filed and the previously paid issue fee should be paid. See Manual of patent Examining pro..aur.,'iiitioi
1308.01 (Eighth Edition, August 2001).

Questions relating to issue and publication fee payments should be directed to,tije Customer Service Center
of the Office of Patent Publication at (703) 305-9293.

Page 4 gf4
-t:i. lr., \..

':,,i,i.{',rr r ii'
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1

NAVIGATING NETWORK-BASED
ELECTRONIC INFORMATION USING
SPOKEN INPUT WITH MULTIMODAL

ERROR FEEDBACK

This is a Continuation In Part of co-pending U.S. patent
application Ser. No. 09/225,198, filed Jan. 5, 1999, Provi-
sional U.S. patent application Ser. No. 60/124,718, filed
Mar. 17, 1999, Provisional U.S. patent application Ser. No.
60/124,720, filed Mar. 17, 1999, and Provisional U.S. patent
application Ser. No. 60/124,719, filed Mar. 17, 1999, from
which applications priority is claimed and these application
are incorporated herein by reference.

BACKGROUND OF THE INVENTION
The present invention relates generally to the navigation

of electronic data by means of spoken natural language
requests, and to feedback mechanisms and methods for
resolving the errors and ambiguities that may be associated
with such requests.

As global electronic connectivity continues to grow, and
the universe of electronic data potentially available to users
continues to expand, there is a growing need for information
navigation technology that allows relatively naive users to
navigate and access desired data by means of natural lan-
guage input. In many of the most important markets-
including the home entertainment arena, as well as mobile
computing-spoken natural language input is highly
desirable, if not ideal. As just one example, the proliferation
of high-bandwidth communications infrastructure for the
home entertainment market (cable, satellite, broadband)
enables delivery of movies-on-demand and other interactive
multimedia content to the consumer's home television set.
For users to take full advantage of this content stream
ultimately requires interactive navigation of content data-
bases in a manner that is too complex for user-friendly
selection by means of a traditional remote-control clicker.
Allowing spoken natural language requests as the input
modality for rapidly searching and accessing desired content
is an important objective for a successful consumer enter-
tainment product in a context offering a dizzying range of
database content choices. As further examples, this same
need to drive navigation of (and transaction with) relatively
complex data warehouses using spoken natural language
requests applies equally to surfing the Internet/Web or other
networks for general information, multimedia content, or
e-commerce transactions.

In general, the existing navigational systems for brows-
ing electronic databases and data warehouses (search
engines, menus, etc.), have been designed without naviga-
tion via spoken natural language as a specific goal. So
today's world is full of existing electronic data navigation
systems that do not assume browsing via natural spoken
commands, but rather assume text and mouse-click inputs
(or in the case of TV remote controls, even less). Simply
recognizing voice commands within an extremely limited
vocabulary and grammar-the spoken equivalent of button/
click input (e.g., speaking "channel 5" selects TV channel
5)-is really not sufficient by itself to satisfy the objectives
described above. In order to deliver a true "win" for users,
the voice-driven front-end must accept spoken natural lan-
guage input in a manner that is intuitive to users. For
example, the front-end should not require learning a highly
specialized command language or format. More
fundamentally, the front-end must allow users to speak
directly in terms of what the user ultimately wants -e.g.,
"I'd like to see a Western film directed by Clint
Eastwood"-as opposed to speaking in terms of arbitrary

navigation structures (e.g., hierarchical layers of menus,
commands, etc.) that are essentially artifacts reflecting con-
straints of the pre-existing text/click navigation system. At
the same time, the front-end must recognize and accommo-

5 date the reality that a stream of naive spoken natural
language input will, over time, typically present a variety of
errors and/or ambiguities: e.g., garbled/unrecognized words
(did the user say "Eastwood" or "Easter"?) and under-
constrained requests ("Show me the Clint Eastwood

10 movie"). An approach is needed for handling and resolving
such errors and ambiguities in a rapid, user-friendly, non-
frustrating manner.

What is needed is a methodology and apparatus for
rapidly constructing a voice-driven front-end atop an
existing, non-voice data navigation system, whereby users

15 can interact by means of intuitive natural language input not
strictly conforming to the step-by-step browsing architecture
of the existing navigation system, and wherein any errors or
ambiguities in user input are rapidly and conveniently
resolved. The solution to this need should be compatible

20 with the constraints of a multi-user, distributed environment

such as the Internet/Web or a proprietary high-bandwidth
content delivery network; a solution contemplating one-at-
a-time user interactions at a single location is insufficient, for
example.

25
SUMMARY OF THE INVENTION

The present invention addresses the above needs by
providing a system, method, and article of manufacture for
navigating network-based electronic data sources in

30 response to spoken input requests. When a spoken input
request is received from a user, it is interpreted, such as by
using a speech recognition engine to extract speech data
from acoustic voice signals, and using a language parser to
linguistically parse the speech data. The interpretation of the

35 spoken request can be performed on a computing device
locally with the user or remotely from the user. The resulting
interpretation of the request is thereupon used to automati-
cally construct an operational navigation query to retrieve
the desired information from one or more electronic network

40 data sources, which is then transmitted to a client device of
the user. If the network data source is a database, the
navigation query is constructed in the format of a database
query language.

Typically, errors or ambiguities emerge in the interpreta-
45 tion of the spoken request, such that the system cannot

instantiate a complete, valid navigational template. This is to
be expected occasionally, and one preferred aspect of the
invention is the ability to handle such errors and ambiguities
in relatively graceful and user-friendly manner. Instead of

50 simply rejecting such input and defaulting to traditional
input modes or simply asking the user to try again, a
preferred embodiment of the present invention seeks to
converge rapidly toward instantiation of a valid navigational
template by soliciting additional clarification from the user

55 as necessary, either before or after a navigation of the data
source, via multimodal input, i.e., by means of menu selec-
tion or other input modalities including and in addition to
spoken input. This clarifying, multi-modal dialogue takes
advantage of whatever partial navigational information has

6o been gleaned from the initial interpretation of the user's
spoken request. This clarification process continues until the
system converges toward an adequately instantiated navi-
gational template, which is in turn used to navigate the
network-based data and retrieve the user's desired informa-

65 tion. The retrieved information is transmitted across the
network and presented to the user on a suitable client display
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In a further aspect of the present invention, the construc-
tion of the navigation query includes extracting an input
template for an online scripted interface to the data source
and using the input template to construct the navigation
query. The extraction of the input template can include
dynamically scraping the online scripted interface.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, together with further advantages thereof,
may best be understood by reference to the following
description taken in conjunction with the accompanying
drawings in which:

FIG. la illustrates a system providing a spoken natural
language interface for network-based information
navigation, in accordance with an embodiment of the
present invention with server-side processing of requests;

FIG. lb illustrates another system providing a spoken
natural language interface for network-based information
navigation, in accordance with an embodiment of the
present invention with client-side processing of requests;

FIG. 2 illustrates a system providing a spoken natural
language interface for network-based information
navigation, in accordance with an embodiment of the
present invention for a mobile computing scenario;

FIG. 3 illustrates the functional logic components of a
request processing module in accordance with an embodi-
ment of the present invention;

FIG. 4 illustrates a process utilizing spoken natural lan-
guage for navigating an electronic database in accordance
with one embodiment of the present invention;

FIG. 5 illustrates a process for constructing a navigational
query for accessing an online data source via an interactive,
scripted (e.g., CGI) form; and

FIG. 6 illustrates an embodiment of the present invention
utilizing a community of distributed, collaborating elec-
tronic agents.

DETAILED DESCRIPTION OF THE
INVENTION

1. System Architecture
a. Server-End Processing of Spoken Input

FIG. la is an illustration of a data navigation system
driven by spoken natural language input, in accordance with
one embodiment of the present invention. As shown, a user's
voice input data is captured by a voice input device 102,
such as a microphone. Preferably voice input device 102
includes a button or the like that can be pressed or held-
down to activate a listening mode, so that the system need
not continually pay attention to, or be confused by, irrelevant
background noise. In one preferred embodiment well-suited
for the home entertainment setting, voice input device 102
is a portable remote control device with an integrated
microphone, and the voice data is transmitted from device
102 preferably via infrared (or other wireless) link to com-
munications box 104 (e.g., a set-top box or a similar
communications device that is capable of retransmitting the
raw voice data and/or processing the voice data) local to the
user's environment and coupled to communications network
106. The voice data is then transmitted across network 106
to a remote server or servers 108. The voice data may
preferably be transmitted in compressed digitized form, or
alternatively-particularly where bandwidth constraints are
significant-in analog format (e.g., via frequency modulated
transmission), in the latter case being digitized upon arrival
at remote server 108.

At remote server 108, the voice data is processed by
request processing logic 300 in order to understand the
user's request and construct an appropriate query or request
for navigation of remote data source 110, in accordance with

5 the interpretation process exemplified in FIG. 4 and FIG. 5
and discussed in greater detail below. For purposes of
executing this process, request processing logic 300 com-
prises functional modules including speech recognition
engine 310, natural language (NL) parser 320, query con-

10 struction logic 330, and query refinement logic 340, as
shown in FIG. 3. Data source 110 may comprise database(s),
Internet/web site(s), or other electronic information
repositories, and preferably resides on a central server or
servers-which may or may not be the same as server 108,

15 depending on the storage and bandwidth needs of the
application and the resources available to the practitioner.
Data source 110 may include multimedia content, such as
movies or other digital video and audio content, other
various forms of entertainment data, or other electronic

20 information. The contents of data source 110 are
navigated-i.e., the contents are accessed and searched, for
retrieval of the particular information desired by the user-
using the processes of FIGS. 4 and 5 as described in greater
detail below.

25 Once the desired information has been retrieved from data
source 110, it is electronically transmitted via network 106
to the user for viewing on client display device 112. In a
preferred embodiment well-suited for the home entertain-
ment setting, display device 112 is a television monitor or

30 similar audiovisual entertainment device, typically in sta-
tionary position for comfortable viewing by users. In
addition, in such preferred embodiment, display device 112
is coupled to or integrated with a communications box
(which is preferably the same as communications box 104,

35 but may also be a separate unit) for receiving and decoding/
formatting the desired electronic information that is received
across communications network 106.

Network 106 is a two-way electronic communications
network and may be embodied in electronic communication

40 infrastructure including coaxial (cable television) lines,
DSL, fiber-optic cable, traditional copper wire (twisted
pair), or any other type of hardwired connection. Network
106 may also include a wireless connection such as a
satellite-based connection, cellular connection, or other type

45 of wireless connection. Network 106 may be part of the
Internet and may support TCP/IP communications, or may
be embodied in a proprietary network, or in any other
electronic communications network infrastructure, whether
packet-switched or connection-oriented. A design consider-

5o ation is that network 106 preferably provide suitable band-
width depending upon the nature of the content anticipated
for the desired application.
b. Client-End Processing of Spoken Input

FIG. lb is an illustration of a data navigation system
55 driven by spoken natural language input, in accordance with

a second embodiment of the present invention. Again, a
user's voice input data is captured by a voice input device
102, such as a microphone. In the embodiment shown in
FIG. lb, the voice data is transmitted from device 202 to

60 requests processing logic 300, hosted on a local speech
processor, for processing and interpretation. In the preferred
embodiment illustrated in FIG. lb, the local speech proces-
sor is conveniently integrated as part of communications box
104, although implementation in a physically separate (but

65 communicatively coupled) unit is also possible as will be
readily apparent to those of skill in the art. The voice data is
processed by the components of request processing logic
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300 in order to understand the user's request and construct
an appropriate query or request for navigation of remote data
source 110, in accordance with the interpretation process
exemplified in FIGS. 4 and 5 as discussed in greater detail
below.

The resulting navigational query is then transmitted elec-
tronically across network 106 to data source 110, which
preferably resides on a central server or servers 108. As in
FIG. la, data source 110 may comprise database(s), Internet/
web site(s), or other electronic information repositories, and
preferably may include multimedia content, such as movies
or other digital video and audio content, other various forms
of entertainment data, or other electronic information. The
contents of data source 110 are then navigated-i.e., the
contents are accessed and searched, for retrieval of the
particular information desired by the user-preferably using
the process of FIGS. 4 and 5 as described in greater detail
below. Once the desired information has been retrieved from
data source 110, it is electronically transmitted via network
106 to the user for viewing on client display device 112.

In one embodiment in accordance with FIG. lb and
well-suited for the home entertainment setting, voice input
device 102 is a portable remote control device with an
integrated microphone, and the voice data is transmitted
from device 102 preferably via infrared (or other wireless)
link to the local speech processor. The local speech proces-
sor is coupled to communications network 106, and also
preferably to client display device 112 (especially for pur-
poses of query refinement transmissions, as discussed below
in connection with FIG. 4, step 412), and preferably may be
integrated within or coupled to communications box 104. In
addition, especially for purposes of a home entertainment
application, display device 112 is preferably a television
monitor or similar audiovisual entertainment device, typi-
cally in stationary position for comfortable viewing by
users. In addition, in such preferred embodiment, display
device 112 is coupled to a communications box (which is
preferably the same as communications box 104, but may
also be a physically separate unit) for receiving and
decoding/formatting the desired electronic information that
is received across communications network 106.

Design considerations favoring server-side processing
and interpretation of spoken input requests, as exemplified
in FIG. la, include minimizing the need to distribute costly
computational hardware and software to all client users in
order to perform speech and language processing. Design
considerations favoring client-side processing, as exempli-
fied in FIG. lb, include minimizing the quantity of data sent
upstream across the network from each client, as the speech
recognition is performed before transmission across the
network and only the query data and/or request needs to be
sent, thus reducing the upstream bandwidth requirements.
c. Mobile Client Embodiment

A mobile computing embodiment of the present invention
may be implemented by practitioners as a variation on the
embodiments of either FIG. la or FIG. lb. For example, as
depicted in FIG. 2, a mobile variation in accordance with the
server-side processing architecture illustrated in FIG. 1 a
may be implemented by replacing voice input device 102,
communications box 104, and client display device 112,
with an integrated, mobile, information appliance 202 such
as a cellular telephone or wireless personal digital assistant
(wireless PDA). Mobile information appliance 202 essen-
tially performs the functions of the replaced components.
Thus, mobile information appliance 202 receives spoken
natural language input requests from the user in the form of
voice data, and transmits that data (preferably via wireless

data receiving station 204) across communications network
206 for server-side interpretation of the request, in similar
fashion as described above in connection with FIG. 1.
Navigation of data source 210 and retrieval of desired

5 information likewise proceeds in an analogous manner as
described above. Display information transmitted electroni-
cally back to the user across network 206 is displayed for the
user on the display of information appliance 202, and audio
information is output through the appliance's speakers.

10 Practitioners will further appreciate, in light of the above
teachings, that if mobile information appliance 202 is
equipped with sufficient computational processing power,
then a mobile variation of the client-side architecture exem-
plified in FIG. 2 may similarly be implemented. In that case,

15 the modules corresponding to request processing logic 300
would be embodied locally in the computational resources
of mobile information appliance 202, and the logical flow of
data would otherwise follow in a manner analogous to that
previously described in connection with FIG. lb.

20 As illustrated in FIG. 2, multiple users, each having their
own client input device, may issue requests, simultaneously
or otherwise, for navigation of data source 210. This is
equally true (though not explicitly drawn) for the embodi-
ments depicted in FIGS. la and lb. Data source 210 (or

25 100), being a network accessible information resource, has
typically already been constructed to support access requests
from simultaneous multiple network users, as known by
practitioners of ordinary skill in the art. In the case of
server-side speech processing, as exemplified in FIGS. la

3o and 2, the interpretation logic and error correction logic
modules are also preferably designed and implemented to
support queuing and multi-tasking of requests from multiple
simultaneous network users, as will be appreciated by those
of skill in the art.

35 It will be apparent to those skilled in the art that additional
implementations, permutations and combinations of the
embodiments set forth in FIGS. la, lb, and 2 may be created
without straying from the scope and spirit of the present
invention. For example, practitioners will understand, in

40 light of the above teachings and design considerations, that
it is possible to divide and allocate the functional compo-
nents of request processing logic 300 between client and
server. For example, speech recognition-in entirety, or
perhaps just early stages such as feature extraction-might

45 be performed locally on the client end, perhaps to reduce
bandwidth requirements, while natural language parsing and
other necessary processing might be performed upstream on
the server end, so that more extensive computational power
need not be distributed locally to each client. In that case,

50 corresponding portions of request processing logic 300, such
as speech recognition engine 310 or portions thereof, would
reside locally at the client as in FIG. lb, while other
component modules would be hosted at the server end as in
FIGS. la and 2.

55 Further, practitioners may choose to implement the each
of the various embodiments described above on any number
of different hardware and software computing platforms and
environments and various combinations thereof, including,
by way of just a few examples: a general-purpose hardware

60 microprocessor such as the Intel Pentium series; operating
system software such as Microsoft Windows/CE, Palm OS,
or Apple Mac OS (particularly for client devices and client-
side processing), or Unix, Linux, or Windows/NT (the latter
three particularly for network data servers and server-side

65 processing), and/or proprietary information access platforms
such as Microsoft's WebTV or the Diva Systems video-on-
demand system.
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2. Processing Methodology

The present invention provides a spoken natural language
interface for interrogation of remote electronic databases
and retrieval of desired information. A preferred embodi-
ment of the present invention utilizes the basic methodology
outlined in the flow diagram of FIG. 4 in order to provide
this interface. This methodology will now be discussed.
a. Interpreting Spoken Natural Language Requests

At step 402, the user's spoken request for information is
initially received in the form of raw (acoustic) voice data by
a suitable input device, as previously discussed in connec-
tion with FIGS. 1-2. At step 404 the voice data received
from the user is interpreted in order to understand the user's
request for information. Preferably this step includes per-
forming speech recognition in order to extract words from
the voice data, and further includes natural language parsing
of those words in order to generate a structured linguistic
representation of the user's request.

Speech recognition in step 404 is performed using speech
recognition engine 310. A variety of commercial quality,
speech recognition engines are readily available on the
market, as practitioners will know. For example, Nuance
Communications offers a suite of speech recognition
engines, including Nuance 6, its current flagship product,
and Nuance Express, a lower cost package for entry-level
applications. As one other example, IBM offers the ViaVoice
speech recognition engine, including a low-cost shrink-
wrapped version available through popular consumer distri-
bution channels. Basically, a speech recognition engine
processes acoustic voice data and attempts to generate a text
stream of recognized words.

Typically, the speech recognition engine is provided with
a vocabulary lexicon of likely words or phrases that the
recognition engine can match against its analysis of acous-
tical signals, for purposes of a given application. Preferably,
the lexicon is dynamically adjusted to reflect the current user
context, as established by the preceding user inputs. For
example, if a user is engaged in a dialogue with the system
about movie selection, the recognition engine's vocabulary
may preferably be adjusted to favor relevant words and
phrases, such as a stored list of proper names for popular
movie actors and directors, etc. Whereas if the current
dialogue involves selection and viewing of a sports event,
the engine's vocabulary might preferably be adjusted to
favor a stored list of proper names for professional sports
teams, etc. In addition, a speech recognition engine is
provided with language models that help the engine predict
the most likely interpretation of a given segment of acous-
tical voice data, in the current context of phonemes or words
in which the segment appears. In addition, speech recogni-
tion engines often echo to the user, in more or less real-time,
a transcription of the engine's best guess at what the user has
said, giving the user an opportunity to confirm or reject.

In a further aspect of step 404, natural language inter-
preter (or parser) 320 linguistically parses and interprets the
textual output of the speech recognition engine. In a pre-
ferred embodiment of the present invention, the natural-
language interpreter attempts to determine both the meaning
of spoken words (semantic processing) as well as the
grammar of the statement (syntactic processing), such as the
Gemini Natural Language Understanding System developed
by SRI International. The Gemini system is described in
detail in publications entitled "Gemini: A Natural Language
System for Spoken-Language Understanding" and "Inter-
leaving Syntax and Semantics in an Efficient Bottom-Up
Parser," both of which are currently available online at
http://www.ai.sri.com/natural-language/projects/arpa-sls/

nat-lang.html. (Copies of those publications are also
included in an information disclosure statement submitted
herewith, and are incorporated herein by this reference).
Briefly, Gemini applies a set of syntactic and semantic

5 grammar rules to a word string using a bottom-up parser to
generate a logical form, which is a structured representation
of the context-independent meaning of the string. Gemini
can be used with a variety of grammars, including general
English grammar as well as application-specific grammars.

l0 The Gemini parser is based on "unification grammar,"
meaning that grammatical categories incorporate features
that can be assigned values; so that when grammatical
category expressions are matched in the course of parsing or
semantic interpretation, the information contained in the

15 features is combined, and if the feature values are incom-
patible the match fails.

It is possible for some applications to achieve a significant
reduction in speech recognition error by using the natural-
language processing system to re-score recognition hypoth-

2o eses. For example, the grammars defined for a language
parser like Gemini may be compiled into context-free gram-
mar that, in turn, can be used directly as language models for
speech recognition engines like the Nuance recognizer.
Further details on this methodology are provided in the

25 publication "Combining Linguistic and Statistical Knowl-
edge Sources in Natural-Language Processing for ATIS"
which is currently available online through http://
www.ai.sri.com/natural-language/proj ects/arpa-sls/spnl-
int.html. A copy of this publication is included in an infor-

30 mation disclosure submitted herewith, and is incorporated
herein by this reference.

In an embodiment of the present invention that may be
preferable for some applications, the natural language inter-
preter "learns" from the past usage patterns of a particular

35 user or of groups of users. In such an embodiment, the
successfully interpreted requests of users are stored, and can
then be used to enhance accuracy by comparing a current
request to the stored requests, thereby allowing selection of
a most probable result.

4o b. Constructing Navigation Queries
In step 405 request processing logic 300 identifies and

selects an appropriate online data source where the desired
information (in this case, current weather reports for a given
city) can be found. Such selection may involve look-up in a

45 locally stored table, or possibly dynamic searching through
an online search engine, or other online search techniques.
For some applications, an embodiment of the present inven-
tion may be implemented in which only access to a particu-
lar data source (such as a particular vendor's proprietary

50 content database) is supported; in that case, step 405 may be
trivial or may be eliminated entirely.

Step 406 attempts to construct a navigation query, reflect-
ing the interpretation of step 404. This operation is prefer-
ably performed by query construction logic 330.

55 A "navigation query" means an electronic query, form,
series of menu selections, or the like; being structured
appropriately so as to navigate a particular data source of
interest in search of desired information. In other words, a
navigation query is constructed such that it includes what-

60 ever content and structure is required in order to access
desired information electronically from a particular database
or data source of interest.

For example, for many existing electronic databases, a
navigation query can be embodied using a formal database

65 query language such as Standard Query Language (SQL).
For many databases, a navigation query can be constructed
through a more user-friendly interactive front-end, such as a
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series of menus and/or interactive forms to be selected or
filled in. SQL is a standard interactive and programming
language for getting information from and updating a data-
base. SQL is both an ANSI and an ISO standard. As is well
known to practitioners, a Relational Database Management
System (RDBMS), such as Microsoft's Access, Oracle's
Oracle7, and Computer Associates' CA-OpenIngres, allow
programmers to create, update, and administer a relational
database. Practitioners of ordinary skill in the art will be
thoroughly familiar with the notion of database navigation
through structured query, and will be readily able to appre-
ciate and utilize the existing data structures and navigational
mechanisms for a given database, or to create such structures
and mechanisms where desired.

In accordance with the present invention, the query con-
structed in step 406 must reflect the user's request as
interpreted by the speech recognition engine and the NL
parser in step 404. In embodiments of the present invention
wherein data source 110 (or 210 in the corresponding
embodiment of FIG. 2) is a structured relational database or
the like, step 406 of the present invention may entail
constructing an appropriate Structured Query Language
(SQL) query or the like, or automatically filling out a
front-end query form, series of menus or the like, as
described above.

In many existing Internet (and Intranet) applications, an
online electronic data source is accessible to users only
through the medium of interaction with a so-called Common
Gateway Interface (CGI) script. Typically the user who
visits a web site of this nature must fill in the fields of an
online interactive form. The online form is in turn linked to
a CGI script, which transparently handles actual navigation
of the associated data source and produces output for
viewing by the user's web browser. In other words, direct
user access to the data source is not supported, only medi-
ated access through the form and CGI script is offered.

For applications of this nature, an advantageous embodi-
ment of the present invention "scrapes" the scripted online
site where information desired by a user may be found in
order to facilitate construction of an effective navigation
query. For example, suppose that a user's spoken natural
language request is: "What's the weather in Miami?" After
this request is received at step 402 and interpreted at step
404, assume that step 405 determines that the desired
weather information is available online through the medium
of a CGI-scripted interactive form. Step 406 is then prefer-
ably carried out using the expanded process diagrammed in
FIG. 5. In particular, at sub-step 520, query construction
logic 330 electronically "scrapes" the online interactive
form, meaning that query construction logic 330 automati-
cally extracts the format and structure of input fields
accepted by the online form. At sub-step 522, a navigation
query is then constructed by instantiating (filling in) the
extracted input format-essentially an electronic template-
in a manner reflecting the user's request for information as
interpreted in step 404. The flow of control then returns to
step 407 of FIG. 4. Ultimately, when the query thus con-
structed by scraping is used to navigate the online data
source in step 408, the query effectively initiates the same
scripted response as if a human user had visited the online
site and had typed appropriate entries into the input fields of
the online form.

In the embodiment just described, scraping step 520 is
preferably carried out with the assistance of an online
extraction utility such as WebL. WebL is a scripting lan-
guage for automating tasks on the World Wide Web. It is an
imperative, interpreted language that has built-in support for

common web protocols like HTTP and FTP, and popular
data types like HTML and XML. WebL's implementation
language is Java, and the complete source code is available
from Compaq. In addition, step 520 is preferably performed

5 dynamically when necessary-in other words, on-the-fly in
response to a particular user query-but in some applica-
tions it may be possible to scrape relatively stable
(unchanging) web sites of likely interest in advance and to
cache the resulting template information.

10 It will be apparent, in light of the above teachings, that
preferred embodiments of the present invention can provide
a spoken natural language interface atop an existing, non-
voice data navigation system, whereby users can interact by
means of intuitive natural language input not strictly con-

15 forming to the linear browsing architecture or other artifacts
of an existing menu/text/click navigation system. For
example, users of an appropriate embodiment of the present
invention for a video-on-demand application can directly
speak the natural request: "Show me the movie

20 'Unforgiven"'-instead of walking step-by-step through a
typically linear sequence of genre/title/actor/director menus,
scrolling and selecting from potentially long lists on each
menu, or instead of being forced to use an alphanumeric
keyboard that cannot be as comfortable to hold or use as a

25 lightweight remote control. Similarly, users of an appropri-
ate embodiment of the present invention for a web-surfing
application in accordance with the process shown in FIG. 5
can directly speak the natural request: "Show me a one-
month price chart for Microsoft stock"-instead of poten-

30 tially having to navigate to an appropriate web site, search
for the right ticker symbol, enter/select the symbol, and
specify display of the desired one-month price chart, each of
those steps potentially involving manual navigation and data
entry to one or more different interaction screens. (Note that

35 these examples are offered to illustrate some of the potential
benefits offered by appropriate embodiments of the present
invention, and not to limit the scope of the invention in any
respect.)
c. Error Correction

40 Several problems can arise when attempting to perform
searches based on spoken natural language input. As indi-
cated at decision step 407 in the process of FIG. 4, certain
deficiencies may be identified during the process of query
construction, before search of the data source is even

45 attempted. For example, the user's request may fail to
specify enough information in order to construct a naviga-
tion query that is specific enough to obtain a satisfactory
search result. For example, a user might orally request
"what's the weather?" whereas the national online data

50 source identified in step 405 and scraped in step 520 might
require specifying a particular city.

Additionally, certain deficiencies and problems may arise
following the navigational search of the data source at step
408, as indicated at decision step 409 in FIG. 4. For

55 example, with reference to a video-on-demand application,
a user may wish to see the movie "Unforgiven", but perhaps
the user can't recall name of the film, but knows it was
directed by and starred actor Clint Eastwood. A typical
video-on-demand database might indeed be expected to

6o allow queries specifying the name of a leading actor and/or
director, but in the case of this query-as in many cases-
that will not be enough to narrow the search to a single film,
and additional user input in some form is required.

In the event that one or more deficiencies in the user's
65 spoken request, as processed, result in the problems

described, either at step 407 or 409, some form of error
handling is in order. A straightforward, crude technique
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might be for the system to respond simply "input not
understood/insufficient; please try again." However, that
approach will likely result in frustrated users, and is not
optimal or even acceptable for most applications. Instead, a
preferred technique in accordance with the present invention
handles such errors and deficiencies in user input at step 412,
whether detected at step 407 or step 409, by soliciting
additional input from the user in a manner taking advantage
of the partial construction already performed and via user
interface modalities in addition to spoken natural language
("multi-modality"). This supplemental interaction is prefer-
ably conducted through client display device 112 (202, in the
embodiment of FIG. 2), and may include textual, graphical,
audio and/or video media. Further details and examples are
provided below. Query refinement logic 340 preferably
carries out step 412. The additional input received from the
user is fed into and augments interpreting step 404, and
query construction step 406 is likewise repeated with the
benefit of the augmented interpretation. These operations,
and subsequent navigation step 408, are preferably repeated
until no remaining problems or deficiencies are identified at
decision points 407 or 409. Further details and examples for
this query refinement process are provided immediately
below.

Consider again the example in which the user of a
video-on-demand application wishes to see "Unforgiven"
but can only recall that it was directed by and starred Clint
Eastwood. First, it bears noting that using a prior art navi-
gational interface, such as a conventional menu interface,
will likely be relatively tedious in this case. The user can
proceed through a sequence of menus, such as Genre (select
"western"), Title (skip), Actor ("Clint Eastwood"), and
Director ("Clint Eastwood"). In each case-especially for
the last two items-the user would typically scroll and select
from fairly long lists in order to enter his or her desired
name, or perhaps use a relatively couch-unfriendly keypad
to manually type the actor's name twice.

Using a preferred embodiment of the present invention,
the user instead speaks aloud, holding remote control micro-
phone 102, "1 want to see that movie starring and directed
by Clint Eastwood. Can't remember the title." At step 402
the voice data is received. At step 404 the voice data is
interpreted. At step 405 an appropriate online data source is
selected (or perhaps the system is directly connected to a
proprietary video-on-demand provider). At step 406 a query
is automatically constructed by the query construction logic
330 specifying "Clint Eastwood" in both the actor and
director fields. Step 407 detects no obvious problems, and so
the query is electronically submitted and the data source is
navigated at step 408, yielding a list of several records
satisfying the query (e.g., "Unforgiven", "True Crime",
"Absolute Power", etc.). Step 409 detects that additional
user input is needed to further refine the query in order to
select a particular film for viewing.

At that point, in step 412 query refinement logic 340
might preferably generate a display for client display device
112 showing the (relatively short) list of film titles that
satisfy the user's stated constraints. The user can then
preferably use a relatively convenient input modality, such
as buttons on the remote control, to select the desired title
from the menu. In a further preferred embodiment, the first
title on the list is highlighted by default, so that the user can
simply press an "OK" button to choose that selection. In a
further preferred feature, the user can mix input modalities
by speaking a response like "I want number one on the list."
Alternatively, the user can preferably say, "Let's see
Unforgiven," having now been reminded of the title by the
menu display.

12
Utilizing the user's supplemental input, request process-

ing logic 300 iterates again through steps 404 and 406, this
time constructing a fully-specified query that specifically
requests the Eastwood film "Unforgiven." Step 408 navi-

5 gates the data source using that query and retrieves the
desired film, which is then electronically transmitted in step
410 from network server 108 to client display device 112 via
communications network 106.

Now consider again the example in which the user of a
10 web surfing application wants to know his or her local

weather, and simply asks, "what's the weather?" At step 402
the voice data is received. At step 404 the voice data is
interpreted. At step 405 an online web site providing current
weather information for major cities around the world is

15 selected. At step 406 and sub-step 520, the online site is
scraped using a WebL-style tool to extract an input template
for interacting with the site. At sub-step 522, query con-
struction logic 330 attempts to construct a navigation query
by instantiating the input template, but determines (quite

2o rightly) that a required field-name of city-cannot be
determined from the user's spoken request as interpreted in
step 404. Step 407 detects this deficiency, and in step 412
query refinement logic 340 preferably generates output for
client display device 112 soliciting the necessary supple-

25 mental input. In a preferred embodiment, the output might
display the name of the city where the user is located
highlighted by default. The user can then simply press an
"OK" button-or perhaps mix modalities by saying "yes,
exactly"-to choose that selection. A preferred embodiment

30 would further display an alphabetical scrollable menu listing
other major cities, and/or invite the user to speak or select
the name of the desired city.

Here again, utilizing the user's supplemental input,
request processing logic 300 iterates through steps 404 and

35 406. This time, in performing sub-step 520, a cached version
of the input template already scraped in the previous itera-
tion might preferably be retrieved. In sub-step 522, query
construction logic 330 succeeds this time in instantiating the
input template and constructing an effective query, since the

4o desired city has now been clarified. Step 408 navigates the
data source using that query and retrieves the desired
weather information, which is then electronically transmit-
ted in step 410 from network server 108 to client display
device 112 via communications network 106.

45 It is worth noting that in some instances, there may be
details that are not explicitly provided by the user, but that
query construction logic 330 or query refinement logic 340
may preferably deduce on their own through reasonable
assumptions, rather than requiring the use to provide explicit

50 clarification. For example, in the example previously
described regarding a request for a weather report, in some
applications it might be preferable for the system to simply
assume that the user means a weather report for his or her
home area and to retrieve that information, if the cost of

55 doing so is not significantly greater than the cost of asking
the user to clarify the query. Making such an assumption
might be even more strongly justified in a preferred
embodiment, as described earlier, where user histories are
tracked, and where such history indicates that a particular

60 user or group of users typically expect local information
when asking for a weather forecast. At any rate, in the event
such an assumption is made, if the user actually intended to
request the weather for a different city, the user would then
need to ask his or her question again. It will be apparent to

65 practitioners, in light of the above teachings, that the choice
of whether to program query construction logic 330 and
query refinement logic 340 to make particular assumptions
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will typically involve trade-offs involving user convenience
that can be assessed in the context of specific applications.

3. Open Agent Architecture (OAA®)

Open Agent Architecture1 m (OAA®) is a software 5
platform, developed by the assignee of the present invention,
that enables effective, dynamic collaboration among com-
munities of distributed electronic agents. OAA is described
in greater detail in co-pending U.S. patent application Ser.
No. 09/225,198, which has been incorporated herein by 10
reference. Very briefly, the functionality of each client agent
is made available to the agent community through registra-
tion of the client agent's capabilities with a facilitator. A
software "wrapper" essentially surrounds the underlying
application program performing the services offered by each 15
client. The common infrastructure for constructing agents is
preferably supplied by an agent library. The agent library is
preferably accessible in the runtime environment of several
different programming languages. The agent library prefer-
ably minimizes the effort required to construct a new system 20
and maximizes the ease with which legacy systems can be
"wrapped" and made compatible with the agent-based archi-
tecture of the present invention. When invoked, a client
agent makes a connection to a facilitator, which is known as
its parent facilitator. Upon connection, an agent registers 25
with its parent facilitator a specification of the capabilities
and services it can provide, using a highlevel, declarative
Interagent Communication Language ("ICL") to express
those capabilities. Tasks are presented to the facilitator in the
form of ICL goal expressions. When a facilitator determines 30
that the registered capabilities of one of its client agents will
help satisfy a current goal or sub-goal thereof, the facilitator
delegates that subgoal to the client agent in the form of an
ICL request. The client agent processes the request and
returns answers or information to the facilitator. In process- 35
ing a request, the client agent can use ICL to request services
of other agents, or utilize other infrastructure services for
collaborative work. The facilitator coordinates and inte-
grates the results received from different client agents on
various sub-goals, in order to satisfy the overall goal. 40

OAA provides a useful software platform for building
systems that integrate spoken natural language as well as
other user input modalities. For example, see the above-
referenced co-pending patent application, especially FIG. 13
and the corresponding discussion of a "multi-modal maps" 45
application, and FIG. 12 and the corresponding discussion of
a "unified messaging" application. Another example is the
InfoWiz interactive information kiosk developed by the
assignee and described in the document entitled "InfoWiz:
An Animated Voice Interactive Information System" avail- 50
able online at http://www.ai.sri.com/-oaa/applications.html.
A copy of the InfoWhiz document is provided in an Infor-
mation Disclosure Statement submitted herewith and incor-
porated herein by this reference. A further example is the
"CommandTalk" application developed by the assignee for 55
the U.S. military, as described online at http://
www.ai.sri.com/-lesaf/commandtalk.html and in the follow-
ing publications, copies of which are provided in an Infor-
mation Disclosure Statement submitted herewith and
incorporated herein by this reference: 60

"CommandTalk: A Spoken-Language Interface for Battle-
field Simulations", 1997, by Robert Moore, John
Dowding, Harry Bratt, J. Mark Gawron, Yonael Gorfu
and Adam Cheyer, in "Proceedings of the Fifth Con-
ference on Applied Natural Language Processing", 65
Washington, DC, pp. 1-7, Association for Computa-
tional Linguistics

"The CommandTalk Spoken Dialogue System", 1999, by
Amanda Stent, John Dowding, Jean Mark Gawron,
Elizabeth Owen Bratt and Robert Moore, in "Proceed-
ings of the Thirty-Seventh Annual Meeting of the
ACL", pp. 183-190, University of Maryland, College
Park, Md., Association for Computational Linguistics

"Interpreting Language in Context in CommandTalk",
1999, by John Dowding and Elizabeth Owen Bratt and
Sharon Goldwater, in "Communicative Agents: The
Use of Natural Language in Embodied Systems", pp.
63-67, Association for Computing Machinery (ACM)
Special Interest Group on Artificial Intelligence
(SIGART), Seattle, Wash.

For some applications and systems, OAA can provide an
advantageous platform for constructing embodiments of the
present invention. For example, a representative application
is now briefly presented, with reference to FIG. 6. If the
statement "show me movies starring John Wayne" is spoken
into the voice input device, the voice data for this request
will be sent by UI agent 650 to facilitator 600, which in turn
will ask natural language (NL) agent 620 and speech rec-
ognition agent 610 to interpret the query and return the
interpretation in ICL format. The resulting ICL goal expres-
sion is then routed by the facilitator to appropriate agents-
in this case, video-on-demand database agent 640-to
execute the request. Video database agent 640 preferably
includes or is coupled to an appropriate embodiment of
query construction logic 330 and query refinement logic
340, and may also issue ICL requests to facilitator 600 for
additional assistance-e.g., display of menus and capture of
additional user input in the event that query refinement is
needed-and facilitator 600 will delegate such requests to
appropriate client agents in the community. When the
desired video content is ultimately retrieved by video data-
base agent 640, UI agent 650 is invoked by facilitator 600
to display the movie.

Other spoken user requests, such as a request for the
current weather in New York City or for a stock quote,
would eventually lead facilitator to invoke web database
agent 630 to access the desired information from an appro-
priate Internet site. Here again, web database agent 630
preferably includes or is coupled to an appropriate embodi-
ment of query construction logic 330 and query refinement
logic 340, including a scraping utility such as WebL. Other
spoken requests, such as a request to view recent emails or
access voice mail, would lead the facilitator to invoke the
appropriate email agent 660 and/or telephone agent 680. A
request to record a televised program of interest might lead
facilitator 600 to invoke web database agent 630 to return
televised program schedule information, and then invoke
VCR controller agent 680 to program the associated VCR
unit to record the desired television program at the sched-
uled time.

Control and connectivity embracing additional electronic
home appliances (e.g., microwave oven, home surveillance
system, etc.) can be integrated in comparable fashion.
Indeed, an advantage of OAA-based embodiments of the
present invention, that will be apparent to practitioners in
light of the above teachings and in light of the teachings
disclosed in the cited co-pending patent applications, is the
relative ease and flexibility with which additional service
agents can be plugged into the existing platform, immedi-
ately enabling the facilitator to respond dynamically to
spoken natural language requests for the corresponding
services.
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4. Further Embodiments and Equivalents

While the present invention has been described in terms
of several preferred embodiments, there are many
alterations, permutations, and equivalents that may fall
within the scope of this invention. It should also be noted
that there are many alternative ways of implementing the
methods and apparatuses of the present invention. It is
therefore intended that the following appended claims be
interpreted as including all such alterations, permutations,
and equivalents as fall within the true spirit and scope of the
present invention.

What is claimed is:
1. A method for speech-based navigation of an electronic

data source, the electronic data source being located at one
or more network servers located remotely from a user,
comprising the steps of:

(a) receiving a spoken request for desired information
from the user;

(b) rendering an interpretation of the spoken request;
(c) constructing at least part of a navigation query based

upon the interpretation;
(d) soliciting additional input from the user, including

user interaction in a non-spoken modality different than
the original request without requiring the user to
request said non-spoken modality;

(e) refining the navigation query, based upon the addi-
tional input;

(f) using the refined navigation query to select a portion
of the electronic data source; and

(g) transmitting the selected portion of the electronic data
source from the network server to a client device of the
user.

2. The method of claim 1, wherein the step of rendering
an interpretation further includes deriving linguistic infor-
mation by using a speech recognition engine and a linguistic
parser.

3.The method of claim 1, wherein the step of constructing
a navigation query further includes the steps of extracting an
input template for an online scripted interface to the data
source, and using the input template to construct the navi-
gation query.

4. The method of claim 3, wherein the step of extracting
the input template includes dynamically scraping the online
scripted interface.

5. The method of claim 1, wherein the navigation query
is constructed in the format of a database query language.

6. The method of claim 1, wherein the step of rendering
an interpretation and the step of constructing a navigation
query are performed, at least in part, on a computing device
located locally with the user.

7. The method of claim 1, wherein the step of rendering
an interpretation and the step of constructing a navigation
query are performed, at least in part, on a network comput-
ing device located remotely from the user.

8. The method of claim 1, wherein the step of soliciting
additional input is performed in response to one or more
deficiencies encountered during the step of constructing a
navigation query.

9. The method of claim 8, wherein the deficiencies include
unresolved words of the spoken request.

10. The method of claim 8, wherein the deficiencies
include one or more required elements of the navigational
query not determinable from the interpretation of the spoken
request.

li.The method of claim 1, wherein the step of soliciting
additional input is performed in response to one or more

deficiencies encountered after a first navigation of the data
source using the navigation query constructed in step (c).

12. The method of claim 11, wherein the deficiencies
include existence of more than one data record within the

5 data source responsive to the navigation query.
13. The method of claim 11, wherein the deficiencies

include failure to identify a single data record within the data
source responsive to the navigation query.

14. The method of claim 1, wherein the additional input
is solicited upon receiving a user-input statement that addi-
tional information is required.

15. The method of claim 1, wherein the step of soliciting
the additional input includes presenting a menu to the user
on the client device of the user.

16. The method of claim 1, wherein the step of soliciting
15 the additional input includes presenting a textual request for

the additional input.
17. The method of claim 1, wherein the step of soliciting

the additional input includes an audible request for the
additional input.

20 18. The method of claim 1, wherein the step of soliciting
the additional input includes presenting a list of portions of
the electronic data source that match the navigational query.

19. The method of claim 1, wherein additional input
received from the user is at least partially speech based.

25 20. The method of claim 1, wherein additional input
received from the user includes no spoken input.

21. The method of claim 1, wherein steps (d)-(e) are
repeated until the navigational query is deemed adequate.

22. The method of claim 1, wherein the input modality of
30 step (d) includes selecting from a displayed option menu.

23. The method of claim 22, wherein the act of selecting
from the displayed option menu is performed by speaking.

24. The method of claim 1, wherein the method is
performed with respect to a plurality of simultaneous users

35 and corresponding client devices.
25. The method of claim 1, further including the step of

selecting the data source from among a plurality of candi-
date electronic data sources, in response to the interpretation
of the spoken request.

40 26. The method of claim 1, wherein the electronic data
source stores multimedia content including at least one of
video content and audio content.

27. A system for speech-based navigation of an electronic
data source, the electronic data source being located at one

45 or more network servers located remotely from a user, the
system comprising:

(a) a portable microphone operable to receive a spoken
request for desired information from the user;

50 (b) language processing logic, operable to render an
interpretation of the spoken request;

(c) query construction logic, operable to construct a
navigation query in response to the interpretation of the
spoken request;

55 (d) user interaction logic, operable to solicit additional
input from the user, including user interaction in a
non-spoken modality different than the original request
without requiring the user to request said non-spoken
modality;

60 (e) query refining logic, operable to refine the navigation
query, based upon the additional input;

(f) navigation logic, operable to select a portion of the
electronic data source using the navigation query; and

(g) electronic communications infrastructure for transmit-
65 ting the selected portion of the electronic data source

from the network server to a primarily stationary,
display device located locally with the user.
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28. The system of claim 27, wherein the language pro-
cessing logic includes speech recognition logic and an
linguistic parsing logic for deriving linguistic information.

29. The system of claim 27, wherein the language pro-
cessing logic extracts an input template for an online 5
scripted interface to the data source, and uses the input
template to construct the navigation query.

30. The system of claim 29, wherein the language pro-
cessing logic dynamically scrapes the online scripted inter-
face. 10

31. The system of claim 27, wherein the query construc-
tion logic constructs the query in the format of a database
query language.

32. The system of claim 27, wherein at least a portion of
the language processing logic is hosted on a computing 15
device located locally with the user, and wherein the por-
table microphone is electronically coupled to the local
computing device.

33. The system of claim 27, wherein at least a portion of
the language processing logic is hosted on a network coM- 20
puting device located remotely from the user, and wherein
the portable microphone sends data to the remote network
computing device via the communications infrastructure.

34. The system of claim 27, wherein the user interaction
logic solicits additional input in response to one or more 25
deficiencies encountered during construction of the naviga-
tion query.

35. The system of claim 34, wherein the deficiencies
include unresolved words of the spoken request.

36. The system of claim 34, wherein the deficiencies 30
include one or more required elements of the navigational
query not determinable from the interpretation of the spoken
request.

37. The system of claim 27, wherein the user interaction
logic solicits additional input in response to one or more 35
deficiencies encountered after a first navigation of the data
source performed by the navigation logic.

38. The system of claim 31, wherein the deficiencies
include existence of more than one date record within the
data source responsive to the navigation query. 40

39. The system of claim 31, wherein the deficiencies
include failure to identify a single data record within the data
source responsive to the navigation query.

40. The system of claim 27, wherein the user Interaction
logic displays an option menu. 45

41. The system of claim 40, wherein the act of selecting
from the displayed option menu is performed by speaking.

42. The system of claim 27, wherein the navigation logic
selects the data source from among a plurality of candidate
electronic data sources, in response to the interpretation of 50
the spoken request.

43. The system of claim 27, wherein the electronic data
source stores multimedia content including at least one of
video content and audio content.

44. The system of claim 27, wherein the display device 55
receives data from the electronic data source on the network
servers via a communications box.

45. The system of claim 27, wherein the electronic
communication infrastructure is a two-way infrastructure
and is selected from among one or more of the following 60
group: {coaxial cable, DSL, satellite, wireless/cellular, fiber-
optic}.

46. A computer program embodied on a computer read-
able medium for speech-based navigation of an electronic
data source, the electronic data source being located at one 65
or more network servers located remotely from a user,
comprising:

(a) a code segment that receives a spoken request for
desired information from the user;

(b) a code segment that renders an interpretation of the
spoken request;

(c) a code segment that constructs at least part of a
navigation query based upon the interpretation;

(d) a code segment that solicits additional input from the
user, including user interaction in a non-spoken modal-
ity different than the original request without requiring
the user to request said non-spoken modality;

(e) a code segment that refines the navigation query, based
upon the additional input;

(f) a code segment that uses the refined navigation query
to select a portion of the electronic data source; and

(g) a code segment that transmits the selected portions of
the electronic data source from the network server to a
primarily stationary, display device located locally with
the user.

47. The computer program of claim 46, further compris-
ing a code segment that derives linguistic information by
using a speech recognition engine and a linguistic parser.

48. The computer program of claim 46, further compris-
ing a code segment that extract an input template for an
online scripted interface to the data source, and a code
segment that uses the input template to construct the navi-
gation query.

49. The computer program of claim 48, further compris-
ing a code segment that dynamically scrapes the online
scripted interface.

50. The computer program of claim 46, wherein the
navigation query is constructed in the format of a database
query language.

51. The computer program of claim 46, wherein rendering
of the interpretation and the construction of the navigation
query are performed, at least in part, on a computing device
located locally with the user.

52. The compute program of claim 46, wherein the
rendering of the interpretation and the construction of a
navigation query are performed, at least in part, on a network
computing device located remotely from the user.

53. The computer program of claim 46, wherein code
segment that solicits additional input solicits the additional
input in response to one or more deficiencies encountered
during the constructing of the navigation query.

54. The computer program of claim 53, wherein the
deficiencies include unresolved words of the spoken request.

55. The computer program of claim 53, wherein the
deficiencies include one or more required elements of the
navigational query not determinable from the interpretation
of the spoken request.

56. The computer program of claim 46, wherein the code
segment that solicits the additional input solicits the addi-
tional input in response to one or more deficiencies encoun-
tered after a first navigation of the data source.

57. The computer program of claim 56, wherein the
deficiencies include existence of more than one data record
within the data source responsive to the navigation query.

58. The computer program of claim 57, wherein the
deficiencies include failure to identify a single data record
within the data source responsive to the navigation query.

59. The computer program of claim 46, wherein code
segment that solicits additional Input displays an option
menu.

60. The computer program of claim 59, wherein the act of
selecting from the displayed option menu is performed by
speaking.
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61. The computer program of claim 46, wherein the code
segments of the computer program operate with respect to a
plurality of simultaneous users and corresponding client
devices.

62. The computer program of claim 46, further compris-
ing a code segment that selects the data source from among
a plurality of candidate electronic data sources, in response
to the interpretation of the spoken request.

63. The computer program of claim 46, wherein the
electronic data source stores multimedia content including at
least one of video content and audio content.

64. The computer program of claim 46, wherein the
additional input is solicited upon receiving a user-input
statement that additional information is required.

65. The computer program of claim 46, wherein the code
segment that solicits the additional input includes a code
segment that presents a menu to the user on the client device
of the user.

66. The computer program of claim 46, wherein the code
segment that solicits the additional input includes a code
segment that presents a textual request for the additional
input.

67. The computer program of claim 46, wherein the code
segment that solicits the additional input includes a code
segment that produces an audible request for the additional
input.

68. The computer program of claim 46, wherein the code
segment that solicits the additional input includes a code
segment that presents a list of portions of the electronic data
source that match the navigational query.

69. The computer program of claim 46, wherein addi-
tional input received from the user is at least partially speech
based.

70. The computer program of claim 46, wherein addi-
tional input received from the user includes no spoken input.

71. The compute program of claim 46, wherein code
segments (d)-(e) are repeated until the navigational query is
deemed adequate.

72. A method for utilizing spoken natural language for
navigating an electronic data source, the electronic data
source being located at one or more network servers located
remotely from a user; comprising the steps of:

(a) receiving a spoken natural language ("NL") request
for desired information from the user;

(b) rendering an interpretation of the spoken request;
(c) constructing at least part of a navigation query based

upon the interpretation;
(d) soliciting additional input from the user, including

user interaction in a non-spoken modality different than
the original request without requiring the user to
request said non-spoken modality;

(e) refining the navigation query, based upon the addi-
tional input;

(f) using the refined navigation query to select a portion
of the electronic data source; and

(g) transmitting the selected portion of the electronic data
source from the network server to a client device,of the
user.

73. The method of claim 72, wherein the step of rendering
an interpretation further includes deriving linguistic infor-
mation by using a speech recognition engine and an NL
parser.

74. The method of claim 72, wherein the step of con-
structing a navigation query further includes the steps of
extracting an input template for an online scripted interface
to the data source, and using the input template to construct
the navigation query.

20
75. The method of claim 74, wherein the step of extracting

an input template includes dynamically scraping the online
scripted interface.

76. The method of claim 72, wherein the navigation query
5 is constructed in the format of a database query language.

77. The method of claim 72, wherein the step of rendering
an interpretation and the step of constructing a navigation
query are performed, at least in part, on a computing device
located locally with the user.

10 7 8 . The method of claim 72, wherein the step of rendering
an interpretation and the step of constructing a navigation
query are performed, at least in part, on a network comput-
ing device located remotely from the user.

79. The method of claim 72, wherein the step of soliciting
additional input is performed in response to one or more
deficiencies encountered during the step of constructing a
navigation query.

80. The method of claim 79, wherein the deficiencies
include unresolved words of the spoken NL request.

81. The method of claim 79, wherein the deficiencies
include one or more required elements of the navigational
query not determinable from the interpretation of the spoken
NL request.

82. The method of claim 72, wherein the step of soliciting
additional input is performed in response to one or more

25 deficiencies encountered after a first navigation of the data
source using the navigation query constructed in step (c).

83. The method of claim 82, wherein the deficiencies
include existence of more than one data record within the
data source responsive to the navigation query.

84. The method of claim 82, wherein the deficiencies
include failure to identify a single data record within the data
source responsive to the navigation query.

85. The method of claim 72, wherein the input modality
of step (d) includes selecting from a displayed option menu.

86. The method of claim 85, wherein the act of selecting
from the displayed option menu is performed by speaking.

87. The method of claim 72, wherein the method is
performed with respect to a plurality of simultaneous users
and corresponding client devices.

88. The method of claim 72, further including the step of
selecting the data source from among a plurality of candi-
date electronic data sources, in response to the interpretation
of the spoken NL request.

89. The method of claim 72, wherein the electronic data45
source stores multimedia content including at least one of
video content and audio content.

90. A system or utilizing spoken natural language to
navigate an electronic data source, the electronic data source
being located at one or more network servers located

5 remotely from a user, the system comprising:
(a) a portable microphone operable to receive a spoken

natural language ("NL") request for desired informa-
tion from the user;

55 (b) spoken language processing logic, operable to render
an interpretation of the spoken natural language
request;

(c) query construction logic, operable to construct a
navigation query in response to the interpretation of the

60 spoken natural language request;
(d) user interaction logic, operable to solicit additional

input from the user, including user interaction in a
non-spoken modality different than the original request
without requiring the user to request said non-spoken

65 modality;
(e) query refining logic, operable to refine the navigation

query, based upon the additional input;
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(f) navigation logic, operable to select a portion of the
electronic data source using the navigation query; and

(g) electronic communications infrastructure for transmit-
ting the selected portion of the electronic data source
from the network server to a primarily stationary, 5
display device located locally with the user.

91. The system of claim 90, wherein the spoken language
processing logic includes speech recognition logic and an
NL parsing logic for deriving linguistic information.

92. The system of claim 90, wherein the spoken language 10
processing logic extracts an input template for an online
scripted interface to the data source, and uses the input
template to construct the navigation query.

93. The system of claim 90, wherein the spoken language
processing logic dynamically scrapes the online scripted
interface. 15

94. The system of claim 90, wherein the query construc-
tion logic constructs the query in the format of a database
query language.

95. The system of claim 90, wherein at least a portion of
the spoken language processing logic is hosted on a com- 20
puting device located locally with the user, and wherein the
portable microphone is electronically coupled to the local
computing device.

96. The system of claim 90, wherein at least a portion of
the spoken language processing logic is hosted on a network 25
computing device located remotely from the user, and
wherein the portable microphone sends data to the remote
network computing device via the communications infra-
structure.

97. The system of claim 90, wherein the user interaction 30
logic solicits additional input in response to one or more
deficiencies encountered during construction of the naviga-
tion query.

98. The system of claim 97, wherein the deficiencies
include unresolved words of the spoken NL request.

99. The system of claim 97, wherein the deficiencies 35

include one or more required elements of the navigational
query not determinable from the interpretation of the spoken
NL request.

100. The system of claim 90, wherein the user interaction
logic solicits additional input in response to one or more 40
deficiencies encountered after a first navigation of the data
source performed by the navigation logic.

101. The system of claim 100, wherein the deficiencies
include existence of more than one data record within the
data source responsive to the navigation query. 45

102. The system of claim 100, wherein the deficiencies
include failure to identify a single data record within the data
source responsive to the navigation query.

103. The system of claim 100, wherein the user interac-
tion logic displays an option menu. 50

104. The system of claim 103, wherein the act of selecting
from the displayed option menu is performed by speaking.

105. The system of claim 90, wherein the navigation logic
selects the data source from among a plurality of candidate
electronic data sources, in response to the interpretation of 55
the spoken NL request.

106. The system of claim 90, wherein the electronic data
source stores multimedia content including at least one of
video content and audio content.

107. The system of claim 90, wherein the display device 60
receives data from the electronic data source on the network
servers via a communications box.

108. The system of claim 90, wherein the electronic
communication infrastructure is a two-way infrastructure
and is selected from among one or more of the following 65
group: {coaxial cable, DSL, satellite, wireless/cellular, fiber-
optic}.

109. A computer program embodied on a computer read-
able medium for utilizing spoken natural language for
navigating an electronic data source, the electronic data
source being located at one or more network servers located
remotely from a user, comprising:

(a) a code segment that receives a spoken natural lan-
guage ("NL") request for desired information from the
user;

(b) a code segment that renders an interpretation of the
spoken natural language request,

(c) a code segment that constructs at least part of a
navigation query based upon the interpretation;

(d) a code segment that solicits additional input from the
user, including user interaction in a non-spoken modal-
ity different than the original request without requiring
the user to request said non-spoken modality;

(e) a code segment that refines the navigation query, based
upon the additional inputs;

(f) a code segment that uses the refined navigation query
to select a portion of the electronic data source; and

(g) a code segment that transmits the selected portion of
the electronic data source from the network server to a
primarily stationary, display device located locally with
the user.

110. The computer program of claim 109, further com-
prising a code segment that derives linguistic information by
using a speech recognition engine and an NL parser.

111. The computer program of claim 109, further com-
prising a code segment that extract an input template for an
online scripted interface to the data source, and a code
segment that uses the input template to construct the navi-
gation query.

112. The computer program of claim 111, further com-
prising a code segment that dynamically scrapes the online
scripted interface.

113. The computer program of claim 109, wherein the
navigation query is constructed in the format of a database
query language.

114. The computer program of claim 109, wherein ren-
dering of the interpretation and the construction of the
navigation query are performed, at least in part, on a
computing device located locally with the user.

115. The computer program of claim 109, wherein the
rendering of the interpretation and the construction of a
navigation query are performed, at least in part, on a network
computing device located remotely from the user.

116. The computer program of claim 109, wherein code
segment that solicits additional input solicits the additional
input in response to one or more deficiencies encountered
during the constructing of the navigation query.

117. The computer program of claim 116, wherein the
deficiencies include unresolved words of the spoken NL
request.

118. The computer program of claim 116, wherein the
deficiencies include one or more required elements of the
navigational query not determinable from the interpretation
of the spoken NL request.

119. The computer program of claim 109, wherein the
code segment that solicits the additional input solicits the
additional input in response to one or more deficiencies
encountered after a first navigation of the data source.

120. The computer program of claim 119, wherein the
deficiencies include existence of more than one data record
within the data source responsive to the navigation query.

121. The computer program of claim 119, wherein the
deficiencies include failure to identify a single data record
within the data source responsive to the navigation query.
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122. The computer program of claim 109, wherein code
segment that solicits additional input displays an option
menu.

123. The computer program of claim 122, wherein the act
of selecting from the displayed option menu is performed by
speaking.

124. The computer program of claim 109, wherein the
code segments of the computer program operate with respect
to a plurality of simultaneous users and corresponding client
devices.

125. The computer program of claim 109, further com-
prising a code segment that selects the data source from
among a plurality of candidate electronic data sources, in
response to the interpretation of the spoken NL request.

126. The computer program of claim 109, wherein the
electronic data source stores multimedia content including at
least one of video content and audio content.

127. A method for utilizing spoken natural language for
navigating an electronic data source, the electronic data
source being located at one or more network servers located
remotely from a user, comprising the steps of:

(a) receiving a spoken natural language ("NL") request
for desired information from the user;

(b) rendering an interpretation of the spoken request;

(c) constructing at least part of a navigation query based
upon the interpretation;

(d) soliciting additional input from the user, including
user interaction in a non-spoken modality different than
the original request, in accordance with results gener-
ated from said at least part of a navigation query;

(e) refining the navigation query, based upon the addi-
tional input;

(f) using the refined navigation query to select a portion
of the electronic data source; and

24
(g) transmitting the selected portion of the electronic data

source from the network server to a client device of the
user.

128. The method of claim 127, wherein the input modality
5 of step (d) includes selecting from a displayed option menu.

129. The method of claim 128, wherein the act of select-
ing from the displayed option menu is performed by speak-
ing.

130. A method for utilizing spoken natural language for
10 navigating an electronic data source, the electronic data

source being located at one or more network servers located
remotely from a user, comprising the steps of:

(a) receiving a spoken natural language ("NL) request
for desired information from the user;

15 (b) rendering an interpretation of the spoken request;
(c) constructing at least part of a navigation query based

upon the interpretation;
(d) soliciting additional input from the user, including

user interaction in a non-spoken modality different than
the original request, in response to one or more defi-

20 ciencies encountered during the step of constructing
said at least part of a navigation query;

(e) refining the navigation query, based upon the addi-
tional input;

(f) using the refined navigation query to select a portion
25 of the electronic data source; and

(g) transmitting the selected portion of the electronic data
source from the network server to a client device of the
user.

131. The method of claim 130, wherein the input modality
30 of step (d) includes selecting from a displayed option menu.

132. The method of claim 131, wherein the act of select-
ing from the displayed option menu is performed by speak-
ing.
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This is a Continuation In Part of co-pending U.S. Patent Application No.

09J225,198, filed January 5,1999, Provisional U.S. Patent Application No.

601124,718, filed March 17,1999, Provisional U.S. Patent Application No.

601124,720, filed March 17,1999, and Provisional U.S. Patent Application No.

601124,719, filed March 17,1999, from which applications priority is claimed and

these application are incorporated herein by reference.

The present invention relates generally to the navigation of electronic data by

means of spoken natural language requests, and to feedback mechanisms and methods

for resolving the errors and ambiguities that may be associated with such requests.

As global electronic connectivity continues to grow, and the universe of

electronic data potentially available to users continues to expand, there is a growing

need for information navigation technology that allows relatively narve users to

navigate and access desired data by means of natural language input. In many of the

most important markets - including the home entertainment arena, as well as mobile

computing -- spoken natural language input is highly desirable, if not ideal. As just

one example, the proliferation of high-bandwidth communications infrastructure for

the home entertainment market (cable, satellite, broadband) enables delivery of

movies-on-demand and other interactive multimedia content to the consumer's home

television set. For users to take full advantage of this content stream ultimately

requires interactive navigation of content databases in a manner that is too complex

for user-friendly selection by means of a traditional remote-control clicker. Allowing

spoken natural language requests as the input modality for rapidly searching and

accessing desired content is an important objective for a successful consumer

entertainment product in a context offering a dizzytngrange of database content

choices. As further examples, this same need to drive navigation of (and transaction

with) relatively complex data warehouses using spoken natural language requests

applies equally to surfing the InterneVlVeb or other networks for general information,

multimedia content. or e-commerce transactions.

25
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ln general, the existing navigational systems for browsing electronic databases

and data warehouses (search engines, menus, etc.), have been designed without

navigation via spoken natural language as a specific goal. So today's world is fullof

existing electronic data navigation systems that do not assume browsing via natural

spoken commands, but rather assume text and mouse-click inputs (or in the case of

TV remote controls, even less). Simply recognizing voice commands within an

extremely limited vocabulary and grammar -- the spoken equivalent of button/click

input (e.g., speaking "channel 5" selects TV channel 5) -- is really not sufficient by

itself to satisfy the objectives described above. In order to deliver a true "win" for

users, the voice-driven front-end must accept spoken natural language input in a

manner that is intuitive to users. For example, the front-end should not require

learning a highly specialized command language or format. More fundamentally, the

front-end must allow users to speak directly in terms of what the user ultimately wants

-- 0.g., "I'd like to see a Western film directed by Clint Eastwood" -- as opposed to

speaking in terms of arbitrary navigation structures (e.g., hierarchical layers of menus,

commands, etc.) that are essentially artifacts reflecting constraints of the pre-existing

text/click navigation system. At the same time, the front-end must recognize and

accommodate the reality that a sfieam of naive spoken natural.language input will,

over time, typically present a variety of errors and/or arnbiguities: e.g.,

garbled/unrecognized words (did the user say "Eastwood" or "Easter"?) and under-

constrained requests ("Show me the Clint Eastwood movie";. An approach is needed

for handling and resolving such errors and ambiguities in a rapid, user-friendly, non-

frustrating mahner.

What is peeded is a methodology and apparatus for rapidly constructing a

voice-driven front-end atop an existing, non-voice data navigation system, whereby

users can interact by means of intuitive natural language input not strictly conforming

to the step-by-step browsing architecture of the existing navigation system, and

wherein any errors or ambiguities in user input are rapidly and conveniently resolved.

The solution to this need should be compatible with the constrainls of a multi-user,

distributed environment such as the Internet/Web or a proprietary high-bandwidth

content delivery network; a solution contemplating one-at-a-time user interactions at a

single location is insufficient, for example.
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present invention addresses the above needs byproviding a system,

article of manufacture for navigating network-based electronic data

sources m to spoken NL input requests. When a spoken natural language

ived from a user, it is interpreted, such as by using a speechmput request r

recogrutron to extract speech data from acoustic voice signals, and using a

natural language to linguistically parse the speech data. The interpretation of

the spoken natural request can be performed on a computing device locally

l0 with the user or remote from the user. The resulting interpretation of the request is

thereupon used to ically construct an operational navigation query to retrieve

the desired information one or more electronic network data sources. which is

then transmitted to a client ice of the user. If the network data source is a

database, the navigation query

language.

constructed in the format of a database query

Typically, errors or ambigui emerge in the interpretation of the spoken NL

request, such that the system cannot i iate a complete, valid navigational

template. This is to be expected ly, and one prefened aspect of the

invention is the abilitv to handle such and ambiguities in relatively graceful and

20 user-friendly manner. Instead of simply rej ing such input and defaulting to

traditional input modes or simply asking the to try again, apreferred embodiment

l5

ion from the user as necessary,

either before or after a navigation of the data yia multimodal input, i.e., by

means of menu selection or other input modalities i and in addition to spoken

natural language. This clarifying, multi-modal d advantage of whatever

partial navigational information has been gleaned from t itial interpretation of the

user's spoken NL request. This clarification process contin until the svstem

converges toward an adequately instantiated navigational which is in turn

30 used to navigate the network-based data and retrieve the user's

The retrieved information is transmitted across the network and

on a suitable client display device.

ofthe present invention seeks to converge rap

navigational template by soliciting additional

toward instantiation of a valid

a

,.1
It

'It f "\*li'

to the user
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In a further aspect of the present invention, the construction of the navigation

query includes extracting an input template for an online scripted interface to the data

source and using the input template to construct the navigation query. The extraction

of the input template can include dynamically scraping the online scripted interface.
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The invention, together with further advantages thereof, may best

understood by reference to the following description taken in conjunction with

accompanying drawings in which:

Figure la illushates a system providing a spoken natural language interface

for network-based information navigation, in accordance with an embodiment of the

present invention with server-side processing of requests;

Figure lb illustrates another system providing a spoken natural language

interface for network-based infonnation navigation, in accordance with an

l0 embodiment of the present invention with client-side processing of requests;

Figure 2 illustrates a system providing a spoken natural language interface for

network-based information navigation, in accordance with an embodiment of the

. 
present invention for a mobile computing scenario;

Figure 3 illustrates the functional logic components of a request processing

l5 module in accordance with an embodiment of the present invention;

Figure 4 illustrates a process utilizing spoken natural language for navigating

an electronic database in accordance with one embodiment of the present invention;

Figure 5 illushates a process for constructing a navigational query for

accessing an online data source via an interactive, scripted (e.g., CGI) form; and

Figure b iilustrates an embodiment of the present invention utilizing a

community of distributed, collaborating electronic agents.

be
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L. System Architecture

a. Server-End Processine of Spoken Input

Figure la is an illustration of a data navigation system driven by spoken

natural language input, in accordance with one embodiment of the present invention.

As shown, a user's voice input data is captured by a voice input device 102, such as a

microphone. Preferably voice input device 102 includes a button or the like that can

be pressed or held-down to activate a listening mode, so that the slatem need not

continually pay attention to, or be confused by, irrelevant background noise. In one

prefened embodiment well-suited for the home entertainment setting, voice input

device 102 is a portable remote conhol device with an integrated microphone, and the

voice data is transmitted from device 102 preferably via infrared (or other wireless)

link to communications box 104 (e.g., a set-top box or a similar communications

device that is capable of retransmitting the raw voice data and/or processing the voice

data) local to the user's environment and coupled to communications network 106.

The voice data is then transmitted across network 106 to a remote server or servers

108. The voice datamay preferably be transmitted in compressed digitized form, or

alternatively --particularly where bandwidth constraints are significant- in analog

format (e.g., via frequency modulated transmission), in the latter case being digitized

upon arrival at remote server 108.

At remote server 108, the voice data is processed by request processing logic

300 in order to understand the user's request and construct an appropriate query or

request for navigation of remote data source 110, in accordance with the interpretation

process exemplified in Figure 4 and Figure 5 and discussed in greater detail below.

For purposes of executing this process, request processing logic 300 comprises

functional modules including speech recognition engine 310, natural language (NL)

parser 320, query construction logic 330, and query refinement logic 340, as shown in

Figure 3. Data source 110 may comprise database(s), Intemet/web site(s), or other

electronic information repositories, and preferably resides on a central server or

servers -- which may or may not be the same as server 108, depending on the storage

l5
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and bandwidth needs of the application and the resources available to the practitioner.

Data source 110 may include multimedia content, such as movies or other digital

video and audio content, other various forms of entertainment data, or other electronic

information. The contents of data source 110 are navigated -- i.e., the contents are

accessed and searched, for retrieval of the particular information desired by the user --

using the processes of Figures 4 and 5 as described in greater detail below.

Once the desired information has been rekieved from data source 110, it is
electronically transmitted via network 106 to the user for viewing on client display

device ll2.In a preferred embodiment well-suited for the home entertainment setting,

display device 112 is a television monitor or similar audiovisual entertainment device,

typically in stationary position for comfortable viewing by users. In addition, in such

preferred embodiment, display device 112 is coupled to or integrated with a

communications box (which is preferably the same as communications box 104, but

may also be a separate unit) for receiving and decoding/formatting the desired

elechonic information that is received across communications network 106.

i

Network 106 is a two-way electronic communications network and may be

embodied in electronic communication infrastructure including coanial (cable

television) lines, DSL, fiber-optic cable, haditional copper wire (twisted pair), or any

other tlpe of hardwired connection. Network 106 may also include a wireless

connection such as a satellite-based connection, cellular connection, or other type of
wireless connection. Network 106 may be part of the Internet and may support

TCP/P communications, or may be embodied in a proprietary network, or in any

other electronic communications network infrastructure, whether packet-switched or

connection-oriehted. A design consideration is that network 106 preferably provide

suitable bandwidth depending upon the nature of the content anticipated for the

desired application.

' b. Client-End Processine of Spoken Input

Figure lb is an illustration of a data navigation system driven by spoken

natural language input, in accordance with a second embodiment of the present

invention. Again, a user's voice input data is captured by a voice input device 102,

such as a microphone. h the embodiment shown in Figure lb, the voice data is

!" "t
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transmitted from device202 to requests processing logic 300, hosted on a local speech

processor, for processing and interpretation. In the preferred embodiment illushated

in Figure 1b, the local speech processor is conveniently integrated as part of
communications box 104, although implementation in a physically separate (but

communicatively coupled) unit is also possible as will be readily apparent to those of
skill in the art. The voice data is processed by the components of request processing

logic 300 in order to understand the user's request and construct an appropriate query

or request for navigation of remote data source 110, in accordance with the

interpretation process exemplified in Figures 4 and 5 as discussed in greater detail

below.

The resulting navigational query is then transmitted electronically across

network 106 to data source ll0, which preferably resides on a central server or

servers 108. As in Figure la, data source 110 may comprise database(s), Intemet/web

site(s), or other electronic information repositories, and preferably may include

multimedia content, such as movies or other digital video and audio content, other

various forms of entertainment data, or other electronic infomration. The contents of
data source 110 are then navigated -- i.e., the contents are accessed and searched, for

retrieval of the particular information desired by the user -' preferably using the

process of Figures 4 and 5 as described in greater detail below. Once the desired

information has been retrieved from data source 110, it is electronicallytransmitted

via network 106 to the user for viewing on client display device 112.

In ond embodiment in accordance with Figure lb and well-suited for the home

entertainment setting, voice input device 102 is a portable remote control device with

an integrated microphone, and the voice data is transmitted from device 102

preferably via infrared (or other wireless) link to the local speech processor. The

local speech processor is coupled to communications network 106, and also

preferably to client display device 112 (especially for purposes of query refinement

transmissions, as discussed below in connection with Figure 4, step 412), and,

preferably may be integrated within or coupled to communications box 104. kl

addition, especially for purposes of a home entertainment application, display device

112 is preferably a television monitor or similar audiovisual entertainment device,

tlpically in stationary position for comfortable viewing by users. In addition, in such

i'n
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preferred embodiment, display device 112 is coupled to a communications box (which

is preferably the same as communications box 104, but may also be a physically

separate unit) for receiving and decoding/formatting the desired electronic

information that is received across communications network 106.

Design considerations favoring senrer-side processing and interpretation of

spoken input requests, as exemplified in Figure la, include minimizing the need to

distribute costly computational hardware and software to all client users in order to

perform speech and language processing. Design considerations favoring client-side

processing, as exemplified in Figure lb, include minimizing the quantity of data sent

upstream across the network from each client, as the speech recognition is performed

before transmission across the network and only the query data and/or request needs

to be sent, thus reducing the upstream bandwidth requirements.

c. Mobile Client Embodiment

A mobile computing embodiment of the present invention may be

implemented by practitioners as a variation on the embodiments of either Figure la or

Figure lb. For example, as depicted in Figure 2, a mobile variation in accordance

with the server-side processing architecture illushated in Figure la may be

implemented by replacing voice input device 102, communications box 104, and

client display delice I12, with an integrated, mobile, information appliance 202 such

as a cellular telephone or wireless personal digital assistant (wireless PDA). Mobile

information appliance 202 essentially performs the functions of the replaced

components. Thus, mobile information appliance 202 receives spoken natural

language input,requests from the user in the form of voice data, and transmits that

data (preferably via wireless data receiving station 204) across communications

network 206 for server-side interpretation of the request, in similar fashion as

described above in connection with Figure 1. Navigation of data source 210 and

retrieval of desired information likewise proceeds in an analogous manner as

described above. Display information hansmitted electronically back to the user

across network 206 is displayed for the user on the display of information appliance

202, andaudio information is output through the appliance's speakers.

l5
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Practitioners will further appreciate, in light of the above teachings, that if
mobile information appliance 202 is equipped with sufficient computational

processing power, then a mobile variation of the client-side architecture exemplified

in Figure 2 may similarly be implemented. In that case, the modules corresponding to

request processing logic 300 would be embodied locally in the computational

resources of mobile information appliance 202, and the logical flow of data would

otherwise follow in a manner analogous to that previously described in connection

with Figure lb.

As illustrated in Figure 2, multiple users, each having their own client input

device, may issue requests, simultaneously or otherwise, for navigation of data source

210. This is equally true (though not explicitly drawn) for the embodiments depicted

in Figures la and lb. Data source 210 (or 100), being a network accessible

information resource, has typically already been constructed to support access

requests from simultaneous multiple network users, as known by practitioners of

ordinary skill in the art. In the case of server-side speech processing, as exemplified

in Figures la and 2, the interpretation logic and error correction logic modules are

also preferably designed and implemented to support queuing and multi-tasking of

requests from multiple simultaneous network users, as will be appreciated by those of

skill in the art.

It will be apparent to those skilled in the art that additional implementations,

permutations and combinations of the embodiments set forth in Figures la, Lb, and 2

may be creatid without straying from the scope and spirit of the present invention.

For example, practitioners will understand, in light of the above teachings and design

considerations, that it is possible to divide and allocate the functional components of

request processing logic 300 between client and server. For example, speech

recognition -- in entirety, or perhaps just early stages such as feature extraction --

might be performed locally on the client end, perhaps to reduce bandwidth

requirements, while natural language parsing and other necessary processing might be

performed upstream on the server end, so that more extensive computational power

need not be distributed locally to each client. In that case, corresponding portions of

request processing logic 300, such as speech recognition engine 310 or portions

15
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thereof, would reside locally at the client as in Figure 1b, while other component

modules would be hosted at the server end as in Figures la and2.

Further, practitioners may choose to implement the each of the various

embodiments described above on any number of different hardware and software

computing platforms and environments and various combinations thereof, including,

by way of just a few examples: a general-purpose hardware microprocessor such as

the Intel Pentium series; operating system software such as Microsoft Windows/CE,

Palm OS, or Apple Mac OS (particularly for client devices and client-side

processing), or Unix, Linux, or WindowsA{T (the latter three particularly for network

data servers and server-side processing), and/or proprietary information access

platforms such as Microsoft's WebTV or the Diva Systerns video-on-demand system.

2. Processing Methodology

The present invention provides a spoken natural language interface for

interrogation of remote electronic databases and retrieval of :desired information. A

preferred embodiment of the present invention utilizes the basic methodology outlined

in the flow diagram of Figure 4 in order to provide this interface. This methodology

will now be discussed.

a. Intemreting Spoken Natural Languase Requests

At step 402, the user's spoken request for information is initially received in

the form of 'raw (acoustic) voice data by a suitable input device, as previously

discussed in connection with Figures l-2. At step 404 the voice data received from

the user is interpreted in order to understand the user's request for information.

Preferably this step includes performing speech recognition in order to extract words

from the voice data, and further includes natural language parsing of those words in

order to generate a structured linguistic representation of the user's request.

Speech recognition in step 404 is performed using speech recognition engine

310. A variety of commercial quality, speech recognition engines are readily

available on the marftet, as practitioners will know. For example, Nuance

Communications offers a suite of speech recognition engines, including Nuance 6, its

current flagship product, and Nuance Express, a lower cost package for entry-level

l5
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applications. As one other example, IBM offers the ViaVoice speech recognition

engine, including a low-cost shrink-wrapped version available through popular

consumer distribution channels. Basically, a speech recognition engine processes

acoustic voice data and attempts to generate a text sheam ofrecognized words.

Typically, the speech recognition engine is provided with a vocabulary lexicon

of likely words or phrases that the recog4ition engine can match against its analysis of
acoustical signals, for purposes of a given application. Preferably, the lexicon is

dynamically adjusted to reflect the current user context, as established by the

preceding user inputs. For example, if a user is engaged in a dialogue with the system

about *oui. selection, the recognition engine's vocabulary may preferably be adjusted

to favor relevant words and phrases, such as a stored list of proper names for popular

movie actors and directors, etc. Whereas if the current dialogue involves selection

and viewing of a sports event, the engine's vocabulary might preferably be adjusted to

favor a stored list of proper names for professional sports teams, etc. In addition, a

speech recognition engine is provided with language models that help the engine

predict the most likely interpretation of a given segment of acoustical voice data, in

the current context of phonemes or words in which the segment appears. In addition,

speech recognition engines often echo to the user, in more or less real-time, a

transcription of the engine's best guess at what the user has said, grving the user an

opportunity to confirm or reject.

In a further aspect of step 404, natural language interpreter (or parser) 320

linguistically ilarses and interprets the textual output of the speech recognition engine.

In a preferred embodiment of the present invention, the natural-language interpreter

attempts to detbrmine both the meaning of spoken words (semantic processing) as

well as the grammar of the statement (syntactic processing), such as the Gemini

Natural Language Understanding System developed by SRI International. The

Gemini system is described in detail in publications entitled "Gemini: A Natural

Language System for Spoken-Language Understanding" and "Interleaving Syntax and

Semantics in an Efficient Bottom-Up Parser," both of which are currently available

online at http:/ vrvw.ai.sri.com/natural-lanzuage/project$/arpa-sls/nat-lans.html.

(Copies of those publications are also included in an information disclosure statement

submitted herewith, and are incorporated herein by this reference). Briefly, Gemini
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applies a set of syntactic and semantic grammar rules to a word string using a bottom-

up parser to generate a logical fotm, which is a structured representation of the

context-independent meaning of the string. Gemini can be used with a variety of
gftilnmars, including general English grammaf, as well as application-specific

grammars. The Gemini parser is based on "unification grammar," meaning that

grammatical categories incorporate features that can be assigned values; so that when

grammatical category expressions are matched in the course of parsing or semantic

interpretation, the information contained in the features is combined, and if the feature

values are incompatible the match fails.

It is possible for some applications to achieve a significant reduction in speech

recognition error by using the natural-language processing system to re-score

recognition hlpotheses. For example, the grammars defined for a language parser

like Gemini may be compiled into context-free grafirmar that, in tum, can be used

directly as language models for speech recognition engines like the Nuance

recognizer. Further details on this methodology are provided in the publication

"Combining Linguistic and Statistical Knowledge Sources in Natural-Language

Processing for ATIS" . which is currently available online through

http://www.ai.sri.com/natural-lanzuage/projects/arpa-s1s/spnl-int.html. A copy of this

publication is included in an information disclosure submitted herewith, and is

incorporated herein by this reference.

In an embodiment of the present invention that may be preferable for some

applicationr, ih. natural language interpreter "learns" from the past usage patterns of
a particular user or of groups of users. In such an embodiment, the successfully

interpreted requ'ests ofusers are stored, and can then be used to enhance accuracy by

comparing a current request to the stored requests, thereby allowing selection of a

most probable result.

' b. Constructine Navieation Oueries

In step 405 request processing logic 300 identifies and selects an appropriate

online data source where the desired information (in this case, cunent weather reports

for a given city) can be found. Such selection may involve look-up in a locally stored

table, or possibly dynamic searching through an online search engine, or other online

l5
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search techniques. For some applications, an embodiment of the present invention

may be implemented in which only access to a particular data source (such as a

particular vendor's proprietary content database) is supported; in that case, step 405

may be trivial or may be eliminated entirely.

Step 406 attempts to construct a navigation query reflecting the interpretation

of step 404. This operation is preferably performed by query construction logic 330.

A "navigation query" means an electronic query form, series of menu

selections, or the like; being structured appropriately so as to navigate a particular

data source of interest in search of desired information. In other words, a navigation

query is constructed such that it includes whatever content and structure is required in

order to access desired information electronically from a particular database or data

source of interest.

For example, for many existing electronic databases, a navigation query can

be embodied using a formal database query language such as Standard Query

Language (SQL). For many databases, a navigation query can be constructed through

a more user-friendly interactive front-end, such as a series of menus and/or interactive

forms to be selected or filled in. SQL is a standard interactive and programming

language for getting information from and updating a database. SQL is both an ANSI

and an ISO standard. As is well known to practitioners, a Relational Database

Management System (RDBMS), such as Microsoft's Access, Oracle's OracleT, and

Computer Associates' CA-Openlngres, allow progmmmers to create, update, and

administer a relational database. Practitioners of ordinary skill in the art will be

thoroughly familiar with the notion of database navigation through structured guery,

and will be readily able to appreciate and utilize the existin g data structures and

navigational mechanisms for a given database, or to create such structures and

mechanisms where desired.

In accordance with the present invention, the query constructed in step 406

must reflect the user's request as interpreted by the speech recognition engine and the

NL parser in step 404. In embodiments of the present invention wherein data source

110 (or 210 in the corresponding embodiment of Figure 2) is a structured relational

database or the like, step 406 of the present invention may entail constructing an
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appropriate Structured Query Language (SQL) query or the like, or automatically

filling out a front-end query form, series of menus or the like, as described above.

In many existing Internet (and Intranet) applications, an online electronic data

source is accessible to users only through the medium of interaction with a so-called

Common Gateway Interface (CGI) script. Typically the user who visits a web site of

this nature must fill in the fields of an online interactive form. The online form is in

tum linked to a CGI script, which transparently handles actual navigation of the

associated data source and produces output for viewing by the user's web browser. In

other words, direct user access to the data source is not supported, only mediated

access through the form and CGI script is offered.

For applications of this nature, an advantageous embodiment of the present

invention "scrapes" the scripted online site where information desired by a user may

be found in order to facilitate construction of an effective navigation query. For

example, suppose that a user's spoken natural language request is: "What's the weather

in Miami?" After this request is received at step 402 and interpreted at step 404,

assume that step 405 determines that the desired weather information is available

online through the medium of a CGl-scripted interactive form. Step 406 is then

preferably carried out using the expanded process diagrammed in Figure 5.'In

particular, at sub-step 520, query construction logic 330 electronically "scrapes" the

online interactive form, meaning that query construction logic 330 automatically

extracts the format and structure of input fields accepted by the online form. At sub-

step 522, a navigation query is then constructed by instantiating (filling in) the

extracted input format -- essentially an electronic template -- in a manner reflecting

the user's r.qlr"'rt for information as interpreted in step 404. The flow of control then

returns to step 407 of Figure 4. Ultimately, when the query thus constructed by

scraping is used to navigate the online data source in step 408, the query effectively

initiates the same scripted responss as if a human user had visited the online site and

had typed appropriate entries into the input fields of the online form.

In the embodiment just described, scraping step 520 is preferably carried out

with the assistance of an online extraction utility such as WebL. WebL is a scripting

language for automating tasks on the World Wide Web. It is an imperative,
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interpreted language that has built-in support for common web protocols like HTTP

and FTP, and popular data types like HTML and )CvIL. Webl's implementation

language is Java, and the complete source code is available from Compaq. kr

addition, step 520 is preferably performed dynamically when necessary -- in other

words, onthe-flyin response to a particular user query -- but in some applications it

may be possible to scrape relatively stable (unchanging) web sites of likely interest in

advance and to cache the resulting template information,

It will be apparent, in light of the above teachings, that prefened embodiments

of the present invention can provide a spoken natural language interface atop an

existing, non-voice data navigation system, whereby users can interact by means of

intuitive natural language input not strictly conforming to the linear browsing

architecture or other artifacts of an existing menu/text/click navigation system. For

example, users of an appropriate embodiment of the present invention for a video-on-

demand application can directly speak the natural request: "Show me the movie

'Unforgiven"' -- instead of walking step-by-step through a tlpically linear sequence of

geweltitlelactor/director menus, scrolling and selecting from potentially long lists on

each menu, or instead of being forced to use an alphanumeric keyboard that cannot be

as comfortable to hold or use as a lightweight remote control. Similarly, users of an

appropriate embodiment of the present invention for a web-surfing application in

accordance with the process shown in Figure 5 can directly speak the natural request:

"Show me a one-month price chart for Microsoft stock" -- instead of potentially

having to nayigate to an appropriate web site, search for the right ticker symbol,

enter/select the symbol, and specify display of the desired one-month price chart, each

of those steps potentially involving manual navigation and data enbry to one or more

different interaction screens. (Note that these examples are offered to illustrate some

of the potential benefits offered by appropriate embodiments of the present invention,

and not to limit the scope of the invention in any respect.)

c. Error Correction

Several problems can arise when attempting to perform searches based on

spoken natural language input. As indicated at decision step 407 in the process of

Figure 4, certain deficiencies may be identified during the process of query

l5
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construction, before search of the data source is even attempted. For example, the

user's request may fail to specifu enough information in order to construct a

navigation query that is specific enough to obtain a satisfactory search result. For

example, a user might orally request "what's the weather?" whereas the national

online data source identified in step 405 and scraped in step 520 might require

speciffing a particular city.

Additionally, certain deficiencies and problems may arise following the

navigational search of the data source at step 408, as indicated at decision step 409 in

Figure 4. For example, with reference to a video-on-demand application, a user may

wish to see the movie "Unforgiven", but perhaps the user can't recall name of the film,

but knows it was directed by and starred actor Clint Eastwood. A tlpical video-on-

demand database might indeed be expected to allow queries specifying the name of a

leading actor anilor director, but in the case of this query -- as in many cases -- that

will not be enough to na:row the search to a single film, and additional user input in

some form is required.

In the event that one or more deficiencies in the user's spoken request, as

processed, result in the problems described, either at step 407 or 409, some form of
error handling is in order. A straightfonvard, crude technique might be for the system

to respond simply "input not understood / insfficient; please try again." Howover,

that approach will likely result in frustrated users, and is not optimal or even

acceptable for most applications. Instead, a preferred technique in accordance with

the present invention handles such errors and deficiencies in user input at step 412,

whether detected at step 407 or step 409,by soliciting additional input from the user

in a manner taking advantage of the partial construction already performed and via

user interface modalities in addition to spoken natural language ("multi-modality").

This supplemental interaction is preferably conducted through client display device

ll2 (202, in the embodiment of Figure 2), and may include textual, graphical, audio

and/or video media. Further details and examples are provided below. euery
refinement logic 340 preferably carries out step 412. The additional input received

from the user is fed into and augments interpreting step 4g{, and query construction

step 406 is likewise repeated with the benefit of the augmented interpretation. These

operations, and subsequent navigation step 408, are preferably repeated until no

-17-
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remaining problems or deficiencies are identified at decision points 407 or 409.

Further details and examples for this query refinement process are provided

immediatelv below.

Consider again the example in which the user of a video-on-demand

application wishes to see "Unforgiven" but can only recall that it was directed by and

starred Clint Eastwood. First, it bears noting that using a prior art navigational

interface, such as a conventional menu interface, will likely be relatively tedious in

this case. The user can proceed through a sequence of menus, such as Genre (select

"western"), Title (skip), Actor ("Clint Eastwood"), and Director ("Clint Eastwood").

In each case --especially for the last two items -- the user would typically scroll and

select from fairly long lists in order to enter his or her desired name, or perhaps use a

relatively couch-unfriendlykeypad to manuallytype the actor's name twice.

Using a preferred embodiment of the present invention, the user instead speaks

aloud, holding remote control microphone 102, "I want to see that movie starring and

directed by Clint Eastwood. Can't remember the title." At step 402 thevoice data is

received. At step 404 thevoice data is interpreted. At step 405 an appropriate online

data source is selected (or perhaps the system is directly connected to a proprietary

video-on-demand provider). At step 406 a query is automatically constructed by the

query construction logic 330 speciffing "Clint Eastwood" in both the actor and

director fields. Step 407 detects no obvious problems, and so the query is

electronically submitted and the data source is navigated at step 408, yielding a list of

several ,..oid, satisffing the query (e.g., "Unforgiven", "True Crime", "Absolute

Power", etc.). Step 409 detects that additional user input is needed to further refine

the query in order to select a particular film for viewing.

At that point, in step 412 query refinement logic 340 might preferably

generate a display for client display device 112 showing the (relatively short) list of

film titles that satisff the user's stated constraints. The user can then preferably use a

relatively convenient input modality, such as buttons on the remote control, to select

the desired title from the menu. In a further preferred embodiment, the first title on

the list is highlighted by default, so that the user can simply press an rroKtr button to

choose that selection. In a frrther preferred feature, the user can mix input modalities

- 18 -
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by speaking a response like "I want number one on the list." Alternatively, the user

can preferably say, "Let's see Unforgiven," having now been reminded of the title by

the menu display.

Utilizing the user's supplemental input, request processing logic 300 iterates

again through steps 404 and 406, this time constructing a fully-specified query that

specifically requests the Eastwood film "Llnforgiven." Step 408 navigates the data

source using that query and retrieves the desired film, which is then electronically

transmitted in step 410 from network server 108 to client display device ll2 via

communications network I 06.

Now consider again the example in which the user of a web surfing

application wants to know his or her local weather, and simply asks, "what's the

weather?" At step 402 the voice data is received. At step 404 the voice data is

interpreted. At step 405 an online web site providing current weather information for

major cities around the world is selected. At step 406 and sub-step 520, the online

site is scraped using a Webl-style tool to extract an input template for interacting

with the site. At sub-step 522, query construction logic 330 attempts to construct a

navigation query by instantiating the input template, but determines (quite rightly)

that a required field -- name of city - cannot be determined from the user's spoken

request as interpreted in step 404. Step 407 detects this deficiency, and in step 412

query refinement logic 340 preferably generates output for client display device 112

soliciting the necessary supplemental input. In a preferred embodiment, the output

might display"the name of the city where the user is located highlighted by default.

The user can then simply press an t'OK" button -- or perhaps mix modalities by saying

"yes, exactly" -j to choose that selection. A preferred embodiment would further

display an alphabetical scrollable menu listing other major cities, and/or invite the

user to speak or select the name of the desired city.

Here again, utilizing the user's supplemental input, request processing logic

300 iterates through steps 404 and 406. This time, in performing sub-step 520, a

cached version of the input template already scraped in the previous iteration might

preferably be retrieved. In sub-step 522, query construction logic 330 succeeds this

time in instantiating the input template and constructing an effective query since the
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desired city has now been clarified. Step 408 navigates the data source using that

query and retrieves the desired weather information, which is then electronically

transmitted in step 410 from network server 108 to client display device lI2 via

communications network I 06.

It is worth noting that in some instances, there may be details that are not

explicitly provided by the user, but that query construction logic 330 or query

refinement logic 340 may preferably deduce on their own through reasonable

assumptions, rather than requiring the use to provide explicit clarification. For

example, in the example previously described regarding a request for a weather

report, in some applications it might be preferable for the system to simply assume

that the user means a weather report for his or her home area and to retrieve that

information, if the cost of doing so is not significantly gteater than the cost of asking

the user to clarify the query. Making such an assumption might be even more

strongly justified in a preferred embodiment, as described earlier, where user histories

are tracked, and where such history indicates that a particular user or $oup of users

typically expect local information when asking for a weather forecast. At any rate, in

the event such an assumption is made, if the user actually intended to request the

weather for a different city, the user would then need to ask hii or her question again.

It will be apparent to practitioners, in light of the a6ove teachings, that the choice of

whether to program query construction logic 330 and query refinement logic 340 to

make make particular assumptions will typically involve trade-offs involving user

conveience that can be assessed in the context of specific applications.
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3. Open Agent Architecture (OAA@)

Open Agent Architectur.rrvr (OAA@) is a software platform, developed by the

assignee of the present invention, that enables effective, dynamic collaboration among

communities of distributed electronic agents. OAA is described in greater detail in

co-pending U.S. Patent Application No. 091225,198, which has been incorporated

herein by reference. Very briefly, the functionality of each client agent is made

available to the agent community through registration of the client agent's capabilities

with a facilitator. A software "wrapper" essentially surrounds the underlying

application program performing the services offered by each client. The common

infrastructure for constructing agents is preferably supplied by an agent library. The

agent library is preferably accessible in the runtime environment of several different

programming languages. The agent library preferably minimizes the effort required

to construct a new system and maximizes the ease with which legacy systems can be

'\rrapped" and made compatible with the agent-based architecture of the present

invention. When invoked, a client agent makes a connection to a facilitator, which is

known as its parent facilitator. Upon connection, an agent registers with its parent

facilitator a specification of the capabilities and senrices it can provide, using a high-

level, declarative lnteragent Communication Language ("ICL') to express those

capabilities. Tasks are presented to the facilitator in the form of ICL goal expressions.

When a facilitator determines that the registered capabilities of one of its client agents

will help satisfy a current goal or sub-goal thereof, the facilitator delegates that sub-

goal to the ciient agent in the form of an ICL request. The client agent processes the

request and returns answers or information to the facilitator. In processing a request,
t

the client agent can use ICL to request services of other agents, or utilize other

infrastructure services for collaborative work. The facilitator coordinates and

integrates the results received from different client agents on various sub-goals, in

order to satisff the overall goal.

OAA provides a useful software platform for building systems that integrate

spoken natural language as well as other user input modalities. For example, see the

above-referenced co-pending patent application, especially Figure 13 and the

corresponding discussion of a "multi-modal maps" application, and Figure 12 and the

lrq
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conesponding discussion of a "unified messaging" application. Another example is

the InfoWiz interactive information kiosk developed by the assignee and described in

the document entitled "InfoWiz: An Animated Voice Interactive Information System"

available online at http://www.ai.sri.com/-oaalapplications.html. A copy of the

InfoWhiz document is provided in an Information Disclosure Statement submitted

herewith and incorporated herein by this reference. A further example is the

!'CommandTalk" application developed by the assignee for the U.S. military, as

described online at http://www.ai.sri.com/-lesaflcommandtalk.html and in the

following publications, copies of which are provided in an Information Disclosure

Staternent submitted herewith and incorporated herein by this reference:

o "CommandTalk: A Spoken-Language Interface for Battlefield Simulations",
1997, by Robert Moore, John Dowding, Harry Bratt, J. Mark Gawron, Yonael
Gorfu and Adam Cheyer, in "Proceedings of the Fifth Conference on Applied
Natural Language Processing", Washington, DC, pp. l-7, Association for
Computational Linguistics

o "The CommandTalk Spoken Dialogue System", l999,by Amanda Stent, John
Dowding, Jean Mark Gawron, Elizabeth Owen Bratt and Robert Moore, in
"Proceedings of the Thirty-Seventh Annual Meeting of the ACL", pp. 183-

190, University of Maryland, College Park, MD, Association for
Computational Linguistics

. "Interpreting Language in Context in CommandTalk", 1999, by John Dowding
and Elizabeth Owen Bratt and Sharon Goldwater, in "Communicative Agents:
The Use of Natural Language in Embodied Systems!',pp.63-67, Association
for Computing Machinery (ACM) Special lnterest Group on Artificial
Intelligence (SIGART), Seattle, WA

For Some applications and systems, OAA can provide an advantageous

platform for constructing embodiments of the present invention. For example, a

representative application is now briefly presented, with reference to Figure 6. If the

statement "show me movies starring John Wayne" is spoken into the voice input

device, the voice data for this request will be sent by UI agent 650 to facilitator 600,

which in turn will ask natural language (NL) agent 620 and speech recognition agent

610'to inte-rpret the query and return the interpretation in ICL format. The resulting

ICL goal expression is then routed by the facilitator to appropriate agents - in this

case, video-on-demand database agent 640 -- to execute the request. Video database

agent 640 preferably includes or is coupled to an appropriate ernbodiment of query

construction logic 330 and query refinement logic 340, and may also issue ICL

-22-
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requests to facilitator 600 for additional assistance -- e.g., display of menus and

capture of additional user input in the event that query refinement is needed -- and

facilitator 600 will delegate such requests to appropriate client agents in the

community. When the desired video content is ultimately retrieved by video database

agent 640, UI agent 650 is invoked by facilitator 600 to display the movie.

Other spoken user requests, such as a request for the current weather in New

York City or for a stock quote, would eventually lead facilitator to invoke web

database agent 630 to access the desired information from an appropriate Intemet site.

Here again, web database agent 630 preferably includes or is coupled to an

appropriate embodiment of query construction logic 330 and query refinement logic

340, including a scraping utility such as WebL. Other spoken requests, such as a

request to view recent emails or access voice mail, would lead the facilitatorto invoke

the appropriate email agent 660 and/or telephone agent 680. A request to record a

televised program of interest might lead facilitator 600 to invoke web database agent

630 to return televised program schedule information, ild then invoke VCR

controller agent 680 to program the associated VCR unit to record the desired

television progftrm at the scheduled time.

Control and connectivity embracing additional elechonic home appliances

(e.9., microwave oven, home surveillance system, etc.) can be integrated in

comparable fashion. Indeed, an advantage of OAA-based embodiments of the present

invention, that will be apparent to practitioners in light of the above teachings and in

light of the teachings disclosed in the cited co-pending patent applications, is the

relative ease and flexibility with which additional service agents can be plugged into

the existing pldtform, immediately enabling the facilitator to respond dynamically to

spoken natural language requests for the corresponding services.
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4. Further Embodiments and Equivalents

While the present invention has been described in terms of several preferred

embodiments, there are many alterations, permutations, and equivalents that may fall

within the scope of this invention. It should also be noted that there are many

alternative ways of implementing the methods and apparatuses of the present

invention. It is therefore intended that the following appended claims be interpreted

as including all such alterations, permutations, and equivalents as fall within the true

spirit and scope of the present invention.
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ll/hat is claimed is:

1. A method for utilizing spoken natural language navigating an

electronic data source, the electronic data source being at one or more network

servers located remotely from a user, comprising the

(a) receiving a spoken natural language

information from the user:

') request for desired

(b)

(c)

rendering an interpretation of natural language request;

constructing at least part of a vigation query based upon the

interpretation;

(d) soliciting additional from the user, including user interaction in a

modality different

4
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data source;

selected of the electronic data source from the

of the user.network to a client

The of claim 1, wherein the step of rendering an interpretation
t

further includes deri ng linguistic information by using a speech recognition engine

and an NL parser.

a method of claim 1, wherein the step of constructing a navigation

query further udes the steps of exhacting an input template for an online scripted

(e)

2.

refining the additional input;

portion of the electronicusing the refined

data source, and using the input template to construct the navigation
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4. The method of claim 3, wherein the step of an input

template includes dynamically scraping the online scripted i

5. The method of claim 1, wherein the navigation is constructed in

the format of a database query language.

6. The method of claim 1, wherein the step o rendering an interpretation

and the step of constructing a navigation query are

computing device located locallywith the user.

at least in part, on a

7. The method of claim 1, wherein step of rendering an interpretation

and the step of constructing a navigation query performed, at least in part, on a

network computing device located remotely the user.

8. The method of claim 1. the step of soliciting additional input

is performed in response to one or more ies encountered during the step of
constructing a navigation query.

9. The method of claim wherein the deficiencies include unresolved

words of the spoken NL request.

10. The method of c 8, wherein the deficiencies include one or more

required elements of the navi I querynot lnable from the interpretation

of the spoken NL request.

11. " The of of soliciting additional input

is performed in to one or encountered after a first

navigation of th'e data using query constructed in step (c).
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12.

more than one

The of claim | /, wherein the deficiencies include existence of
record within the data source responsive to the navigation query.

I

2

I

aL

13. method of claim 11, wherein the deficiencies include failure to

identiff a e data record within the data source responsive to the navigation query.

14. The method of claim 1, wherein the input modality of step (d) includes

a displayed option menu.selecting

Page 38 of 314 Petitioner Microsoft Corporation - Ex. 1008, p. 3438



I

a
L

I

2

15. The method of claim 14, wherein the act of selecting the

displayed option menu is performed by speaking.

16. The method of claim 1. wherein the method is with respect

to a plurality of simultaneous users and corresponding client

17. The method of claim 1, further including step of selecting the data

source from among a plurality of candidate electronic

interpretation of the spoken NL request.

sources, in response to the

I

2

a

I

2

18. The method of claim l, wherein the

multimedia content including at least one of video

data source stores

and audio content.

. ",;
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19. A system for utilizing spoken I language to navigate an

electronic data source. the electronic data ine located at one or more network

servers located remotely from a user, the sys comprising:

(a) a portable microphone to receive a natural language

("NL") request for desired ion fro

(b) spoken language g logic,

of the spoken natural

(c) query construction a navrgatlon query m

response to the i spoken language request;

(d) user interaction operable solicit ional input from the user,

including user i lon ln a different than the original

request;

(e) query logic, operable to refine the navigation query based

upon the itional input;

navl logic, operable to select a portion of the electronic data

the navigation query; and

4

5

6

t0

ll

l2

13.

t4

l5

16

(0

source
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G) electronic communications infrastructure for transmitting

portion of the electronic data source from the network toa

primarily stationary, display device located locally with user.

20. The system of claim 19, wherein the spoken logic

includes speech recognition logic and an NL parsing logic for

information.

21. The system of claim 19, wherein the processing logic

extracts an input template for an online scripted i the data sourceo and uses

the input template to construct the navigation query.

22. The system of claim 21, wherein spoken language processing logic

dynamically scrapes the online scripted

23. The system of claim 19, w the query logic

constructs the query in the format of a query

24. The svstem of claim 1 wherein at least a of the spoken

language processing logic is hosted a computing locally with the

user, and wherein the portable mi ls to the local

computing device.

claim 19, wherein at a portion of the spoken

hosted on a network

t"'l

i'ri

I

2

I

2

I

4.

3

I

2

device located remotelv

from the user, and the portable microphone sends data to the remote network

computing device via
t

communications infrastructure,

26. The of claim 19, wherein the user interaction logic solicits

additional input in to one or more deficiencies encountered during

construction of navigation query.

25. The system

language processing logic

27.

words of the

system of claim 26, wherein the deficiencies include unresolved

NL request.
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28. The system of claim 26, wherein the deficiencies include or more

required elements of the navigational query not determinable from the

of the spoken NL request.

29. The system of claim 19, wherein the user

additional input in response to one or more deficiencies

logic solicits

navigation of the data source performed by the navigation

30. The system of claim 29, wherein the include existence of

more than one data record within the data source ive to the navigation query.

31. The system of claim 29, wherein deficiencies include failure to

identiff a single data record within the data responsive to the navigation query.

32. The system of claim 19,

option menu.

the user interaction logic displays an

33. The system of claim 3 from the

displayed option menu is

34. The system of c

source from among a plurality

19, w logic selects the data

f candidate

request.

sources, in response to the

interpretation of the spoken

claim 19, wherein the electronic data source stores

g at least one ofvideo content and audio content.

36. The of claim 19, wherein the display device receives data from

the electronicdata on the network servers via a communications box.

37. system of claim 19, wherein the electronic communication

infrastructure is two-way infrastructure and is selected from among one ormore of

the following {coaxial cable, DSL, satellite, wireless/cellular, fiber-optic}.

38. An computer program embodied on a computer readable medium for

natural language for navigating an electronic data source, the

after a first

I

2

I

2

I

)

1

2

I

2

a

1.

2

3

1

2

na

I

2

I

2

35. The

multimedia cbntent

utilizing
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aJ

4

electronic data source being located at one or more network servers

from a user, comprising:

transmits the

server

remotely

(a) a code segment that receives a spoken natural

for desired information from the user:

("NL") request

a code segment that renders an

language request;

of the spoken natural

(c) a code segment that constructs at of a navigation query based

upon the interpretation;

a code segment that solicits input from the user, including

than the original request;user interaction in a modality

(e) a code segment that refines navigation Query, based upon the

additional input;

a code segment that the refined navigation query to select a

portion of the.el

a code segment

source from the

data source;

ion of the electronic data

ily stationary, display

39. "The

(b)7

8

9

t0

1l

t2

13

t4

15

l6

t7

l8

t9

I

2

(d)

(0

(e)

device located lywith the

I

2

ofcl 38, comprising a code segment

that derives linguistic info on by using gnition engine and an NL

3 parser.

ter program of claim 38, further comprising a code segment

that extract an input for an online scripted interface to the data source, and a

code segment that the input template to construct the navigation query.

t

40. TheI

a

3

program of claim 40, further comprising a code segment

that dynamically the online scripted interface.

computer program of claim 38, wherein the navigation query is

4t.

42.

constructed in format of a database query language.
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43. The computer program of claim 38, wherein

interpretation and the construction of the navigation query are

part, on a computing device located locally with the user.

50. The

failure to identify a

at least in

I

2

44. The computer program of claim 38, rendering of the

interpretation and the construction of a navigation query performed, at least in

the user.part, on a network computing device located remotely

45. The computer progfttm of claim 38 herein code segment that solicits

additional input solicits the additional input in to one or more deficiencies

encountered during the constructing of the query.

46. The computer program of 45, wherein the deficiencies include

unresolved words of the spoken NL req

47. The computer of claim 45, wherein the deficiencies include

one or more required elements of navigational querynot determinable from the

interpretation of the spoken NL

48. The computei gram of claim 38, wherein the code segment that

solicits the additional input icits the additional input in response to one ormore

deficiencies encountered a first navigation

49. The comp program of claim in the deficiencies include

existence of r,nore than

navigation query.

data record within urce responsive to the

'r#

'li
;,$

i.J

data record wi the data source responsive to the

navigation query.

51. computer program of claim 38, wherein code segment that solicits

additional input isplays an option menu.

uter program of 48, n the deficiencies include

computer program of claim 51, wherein the act of selecting from

1

2

I

2

52.

the displayed tion menu is performedby speaking.
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53. The computer progrum of claim 38, wherein the code

computer program operate with respect to a plurality of simultaneous

corresponding client devices.

54. The computer progfttm , further comprising a code segment

that selects the data source from plurality of candidate electronic data

I

2 stores

sources, in response to thgi of the spoken NL request.

55. computer program of claim 38, wherein the electronic data source

media content including at least one of video content and audio content.

i '-j

i" _,!

W
M-
0Mre(
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\ a----r---.,--ar,-,r '4

) { sftem, method, and articl'd6i**dA.to, are provided for navigating an

,-/ | electronildEta source by means of spoken natural language. When a spoken natural
\^f\

Q*tU^ f 
, language input \t is received from a user, it is interpreted. Additional input is

\J* U, solicited from the useilng modality different than the original request and used to

source by means of spoken natural language. When a spoken nafural

N.c,vTcA,TTNIG NETwoRK-B^q,snn Er,ncrnoNlc INFoRMATIoN Usrxc S pornN

N.q,ruRAr, La,nculcr Ixpur wrrH Mulrrnnen.q.r, ERRon Fnnonacr

AssrRAcr oF THE lxvnnrroN

10 refine the navigation query. resulting interpretation of the request is thereupon

used to automaticallv construct an ional navigation query to retrieve the desired

information from one or more e data sources.
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FORMALITIES LETTER

file:///c:/APPS/preexam/correspondence/4' htm

T]NITED STATES DEPARTMENT OF COMMERCE
Patent and Trademrrk Office

Address: COMMISSIOMR OF PATENT AND TRADEMARKS
Washinetoq D.C,20231

ilil]1||tffi lrillllillllil llilllilllllll llill llll illllillllillllilllllillllillilllll
-oc0000000051 13304-

APPLICATION NUMBER FILING/RECEIPT DATE FIRST NAMED APPLICANT ATTORNEY DOCKET NUMBER

091524,095 0311312000 Christine Halverson SRIIPO3T

Hlckman Stephens Coleman & Hughes LLP
PO Box 52037
Palo Alto, CA 94303-0746

Date Mailed: 0511212000

NOTICE TO FILE MISSING PARTS OF NONPROVTSIONAL APPLICATION

FILED UNDER 37 CFR 1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The.item(s) indicated bglow,.

howdver, are missing. Applicani is given TWO MONTHS from the date of this Notice within which to file all

required'items and fay dny fees re{uired below to avoid abandonment. Extensions of time may be obtained by

fitilig a petition accomiani6d by the'extension fee under the provisions of 37 CFR 1'136(a).

. The oath or declaration is missing.
A property signed oath or declardtion in compliance with 37 CFR 1.63, identifying the application by the

above Apptication Number and Filing Date, is required.
. To avoid abandonment, a late filing iee or oath oi declaration surcharge as set forth in 37 CFR 1.16(e) of

$130 for a non-small entity, must be submifted with the missing items identified in this letter.
. The balance due by applicant is $ 130.

A copy of this notice MaST be returned with the reply.

Division (7 03) 308-1202
PART3.OFFICECOPY

I nf 1
5/12/00 8:56 AM
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IN THE IJMTED STATES PATENT AND TRADEMARK OFFICE

re the application of

Luc Julia et al.

Application No. 09/524,095

Filed: 311312000

For:
Navigating Network-Based Electronic )
Information Using Spoken Natural Language )
Input With Multimodal Error Feedback )

CERTIFICATE OF MAILING

I hereby certif that this correspondence is being deposited with the

United States Postal Service as First Class Mail in an envelope

addressed to: Assistant Conrnissioner for Patents, Washington, D C'

20231 on August 17,1000.

Signed:
Kimboly Main

RESPONSE TO NOTICE TO FILE MISSING PARTS

Assistant Commissioner for Patents

Box: Missing Parts
Washington, D.C. 20231

Sir:

In response to the Notice to File Missing Parts of Application-Filing Date Granted

dated May 12,z}}O,Applicants hereby attach an original executed Declaration and Power of

Attorney, an Assignment document, an Assignment Recordation Cover Sheet, and the copy of

the Notice to be returned with this response. Applicants are also enclosing a copy of the

previously filed Small Entity Statement, filed on the parent case of this application, serial

number 091225,1g8, which accounts for the fees being paid as a small entity on this case. We

are also enclosing check number 6331, in the amount of $105.00, for the missing fees, and the

. assignment recordation. We are also request a two-month extension of time in which to

respondstothismatter,checknumber 6S12,intheamountof$190.00isalsoenclosed.

01(P " 
56 q){

Examiner: Not Assigned

AnUnit: NotAssigned

Atty. Docket No. AND1P037

Date: 8/17100

0s/;3,/1000 sK0ft0tlA 000000ss 095e4095

01 F[:t16 190'00 0F
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Respectfu lly submitted,

aymond E. Roberts
Reg. No. 38,597

The Commissioner is authorized to charge any other fees that may be due to our

Deposit Account No. 50-0384 (Order No. SRI1P031. A copy of this sheet is enclosed for

this purpose.

P.O. Box 52037
Palo Alto, CA 94303-0746
(408) s58-ee50
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DECL \TION AND
, FOR U,.I^GINAL U.S.

As a below-named inventor, I hbreby declare that:

POWER OF A1 RIIEY
PATENT APPLIE.TTION

ilp rtm
My residence, post office address and citizenship are as stated below next to my name.

I believe that I am the original, flrrst and sole inventor (if only one name is listed below) or an ori inventor (if
plural names are listed below) of the subject matter which is claimed and for which a patent is sought bntion entitled:

NAVIGATING NETWORK-BASED ELECTRONIC INFORMATIN USING SPOKEN NATURAL LANGUAGE INPUT

WITH MULTIMODAL ERROR FEEDBACK the specification of which,

(check one) l. I isattachedhereto.

2. X was filed on March 13,2000 . as

U.S. Application Serial No. 09/524,095

and was amended on

was filed on3.[]

I hereby state that I have reviewed and understand the contents of the above-identified

amended by any amendment referred to above.

International PCT Application Serial No.
and was amended on

I acknowledge the duty to disclose information which is material to the examination of this application

37, CFR $ 1.56.

including the claims, as

in accordance with Title

I hereby claim foreign priority benefits under Title 35, United States code, $ I l9(a)-(d) or $ 365(b) of any foreign application(s)

for patent or inventor's certificate, or $ 365(a) of any PCT International application which designated at least one country other

than the United States, listed below and have identified below, by checking the box, any foreign application for patent or

inventor's certificate, or PCT International application having a filing date before that of the application on which priority is

claimed:

Prior Foreign Application(s) Priority Benefits Claimed?

[Yes f]No
(Appl. No.) (Country) (Filing Date)

[Yes f]No
(Appl. No.) (Country) (Filing Date)

[Yes nNo
(Appl. No.) ' (country; (Filing Date)

I hereby claim the benefit under 35 U.S.C. $ I l9(e) of any United States provisional application(s) listed below:

(Application Serial No.) (Filing Date)

(Application Serial No.) (Filing Date)

I hereby claim the benefit under Title 35, United States Code, $ 120 of any United States application(s), or $ 365(c) of any PCT

International application designating the United States, listed below and, insofar as the subject matter of each of the claims of this

application is not disclosed in the prior United States or PCT International application in the manner provided by the first

paiagraph of Title 35, United States Code, $ I12, I acknowledge the duty to disclose information which is material to

patentability as defined in Title 37, Code of Federal Regulations, $ 1.56 which became available between the filing date of the

prior application and the national or PCT international filing date of this application:
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Prior U.S. Application(s)

(Application Serial No.) (Filing Date)

(Application Serial No.) (Filing Date)

And I hereby appoint the law firm of Hickman Stephens Coleman & Hughes, including Paul L. Hickman (Reg. No. 28,516); L.
Keith Stephens (Reg. No. 32,632); Brian R. Coleman (Reg. No. 39,145); Michael J. Hughes (Reg. No. 29,077); Michaet E.
Melton (Reg. No. 32,276); Raymond E. Roberts (Reg. No. 38,597); Vidya R. Bhakar (Reg. No. A2J23l; Larry B. Guernsey
(Reg. No. 40,008); Douglas E. Mackenzie (Reg. No. 38,955); Michael D. Plimier (Reg. No. 43,004); Ronald B. Feece (Reg.
No. P46,327); Stefanie M. Howell (Reg. No. P45,929); and Robert D. Hayden (Reg. No. 42,645') as my principalanorneys to
prosecute this application and to transact all business in the Patent and Trademark Office connected therewith:

Send Correspondence To: HICKMAN STEPHENS CPLEMAN & HUGHES, LLP
P.O. BOX 52037
Palo Alto, California 94303-0746

Raymond E. Roberts at telephone number (408) 558-9950Direct Telephone Calls To:

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and

belief are believed to be true; and further that these statements were made with the knowledge that willful false statements and the

like so made are punishable by fine or imprisonment, or both, under section l00l of Title l8 of the United States Code, and that
such willful false statements may jeopardize the validify of the application or any patent issuing thereon.

Typewrinen Full Name of
Sole or First Inventor:

lnventorts signature:

Residence: (City)

Citizenship:

Date of Signature:

(State/Country)

1623 Fairorchard Avenue, San Jose, California 95125

USA

California/USA

(Status - patented, pending,

(Status - patented, pending, abandoned)

Christine Halverson

Post Office Address:

FullName of Second Joint
Inventor (if any):

Inventor's signature:

Residence: (city)

Citizenship: USA

Date of Signature: (.71 on

(State/Country) Califomia/USA

607 Menlo Avenue, Menlo Park, California 94025

Luc Julia

Post Offiee Address:

FullName of Third Joint
Inventor (ifany):

lnventor's signature:

Citizenship: Greece

Date of Signature:

Residence (Cityl Thessal on'i ki (State/Coiintry) Greece

Post Office Address: 14 M- Pvrza Street-. Neoi Eoivates. Thessaloniki 57019, Greece
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Prior U.S. Application(s)

(Application Serial No.) (Filing Date)

(Ftttng D"te)(Application Serial No.)

And I hereby appoint the law firm of Hickman Stephens Coleman & Hughes, including Paul L. Hickman (Reg. No. 28'516); L.

Keith Stephens (Reg. No. 32,632); Brian R. Coleman (Reg. No. 39,145); Michael J. Hughes (Reg. No. 29'077); Michael E.

Melton (Reg. No. 32,276); Raymond E. Roberts (Reg. No. 38,597); Vidya R Bhakar (Reg. No. 42,323); Larry B. Guernsey

@eg. No. 40,008); Douglas E. Mackenzie (Reg. No. 38,955); Michael D. Plimier @eg. No. 43'004); Ronald B. Feece (Reg.

No. P46,327); Stefanie M. Howell (Reg. No. P45,929); and Robert D. Hayden (Reg. No. 42,645) as my principal attorneys to

prosecute this application and to transact all business in the Patent and Trademark Office connected therewith:

Send Correspondence To: HICKMAN STEPHENS CPLEMAN & HUGHES, LLP
P.O. BOX s2037
Palo Alto, California 94303-0746

Raymond E. Roberts at telephone number (408) 558-9950Direct Telephone Calls To:

I hereby declare that all statements made herein of my own knowledge are true and that all statements made on information and

belief are believed to be true; and further that these statements were made with the knowledge that willful false statements and the

like so made are punishable by fine or imprisonment, or both, under section 100 I of Title 18 of the United States Code, and that

such willful false statements may jeopardize the validity of the application or any patent issuing thereon.

Typewritten Full Name of
Sole or First Inventor:

lnventorts signature:

Residence: (City)

Post Offrce Address:

Full Name of Second Joint

Inventor (ifany):

Inventor's signature:

Citizenship: USA

Date of Sign ^t"r", b '/b'D0

Califomia/USA(State/Country)

1623 Fairorchard Avenue. San Jose, California 95 125

(Status - patented, pending, abandoned)

Christine Halverson

Luc Julia Citizenship:

(State/Country)

Date of Signature:

USA

Residence: (city) Menlo Park California/USA

607 Menlo Avenue, Menlo Park, California94025Post Office.Address:

Full Name of Third Joint
Inventor (ifany):

Inventor's signature:

Citizenship: Greece

Residence: (city) Thessal oni ki

DateorSign^tur"t 6 f l6 f 60
Greece

Attnv Docket No. SRI1P037 Page? of3
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Full Name of Fourth Joint

lnventor (if anY):

Inventor's signature:

Residence: (CitY)

Post Office Address:

Citizen,. USA

Date of sign ature: €l2Zf oo

(State/Country) Cal i forn'ia AJSAPalo Alto

757 Cereza Drive Palo Alto Cal ifornia 94306
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NAME OF ORGANIZAT1ON:
GANIZA'

TYPE OF

sor(ci(3

AS NONPROFIT
iTNE UNITED STATES

STATE:
br srRture:

I herebY declare that organhation

defined in 37 CFR 1

Office iEgarding the

[-lttre filed herawith with title

ITltne identilied above.

fltn. above.

t herebY declare that f contract or law have

n
E
E NON

UNIl

FIT ORGAI'|IZATION:

OR OTHER IN.STITUTION HIGHER EDUCATION

UNDER INTERNAL SERVICE GODE (26 USG 501(a) and

SCIENTIFIC OR EDUCA UNDER STATUTE OF STATE OF THE

OF AMERICA

ASTEXT.EXEMPT
AND 501(c)(3) lF r'r..irHE UNITED STATES OFAMERICA

'6t 
t o 

"t 
..q., Califomia Corporatonl 9{:L

,iii ir,rieir'rir REVENU E sERlvcE c.oD E

{TIFIC OR EDUCATIONAL UNDiR STATIJTE

niuenrCnrr LocATED lN THE uNlrED

above qualifies as a nonprofit organ'tzadon as

iiiJiri[6 il.iteo st"t"i Patent and rrademark

listed above.

organization regar.d

not exclusive, each

pumoses of Paying
in:

concern, or

Een conveyed to and remaln with the non'profit

inr ilqrttt fr.H bv the nongrofit 9191llt3l:1,fl:above-identifl ed invention'
;;Wilhsin ineinven'tion musl file separate

iiJJ lii n"t no rishts to tlre invention teteld by

verified statements i ito their status as small

"i "n-inJ.p"n-oent 
inventor under 37 CFR

ttl
PATENT OFFICE PAGE O2

PATDM

SITJIALI-,ENTITY STATU S

rT ORGANIZATION .

FOR COMMUNICATION AND

D ELECTRONICAGENTS

behalf of the nonprofit organizaiion identitied

SRllntemational
3 03 Raye n*vqod,Av-eJlUe-
ftfttn Park, CA 94025-3493

"nV 
pE*n, other thanlt$ , who would not

PaaalD
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IN TITE TINIIED STAIES PATEI\IT AND TRADEIT{ARK oF'rueE

PATEI{T

In 19 application of: ) Group ArtUnit 2755
)

Adam J. CIIEYER et al. ) Exnminer: NotAssigned
)

Serial No. 091225,198 ) AttomeyDocketNo.

Filed: January s, tggg I 
(sRI1Po16)

) Date: March 5,L999
FOT: SOETTV'ARE.BASEDARCIIITECTT]REFOR )

CoMMUNICATIONAIIDCOOPERATION )
AMONGDISTRIBU]ED ELECTRONIC )AGBNTS _ )

CERTIFTCATts OFMATLTNG
I hcrcby ccrtify ftat this concspondcncc is bcing deposltcd with
&e United Statcs P$tat Servicc as Flrst Class Mail In an
cnvclopc addressed to: Comsrissloncr of Patcnts aad

'Commissioner of Patents and Trademarks
Washington, DC 20231

ATIEI{TION: Refund Section, AccountingDivision, Office of Finance

REOIIEST F'OR REFI]I\D

(ftnproper charge of Deposit Account)

I. REFur{D REQIIEST

This is'a request for a refund with reslect to the charge to Deposit Account 50-0384 shown on the
statement dated January 29, t999 (Order No. SRI1P0I6) for the above-identified patent. A copy of the
monthly statement in which the error referred to occurs, accompanies this request.

a

FtsES CHARGED FOR \rymcE REFUI.{D REQITESTED

Basic.Fee
Sixty nine (69) claims
Three (3) Independenl Qlaims

for the total amount of $2236.00 in the above r"froncr{ application.

Itr. EPLANATION OF WET CONTESIEDCHARGE IS INERROR

The above mentioned charges as a large entity were charged to our Deposit Account No. 50-0384.
Enclosed herewith is a true facsimile copy of Verified Statement Claiming Small Entity Status by our client
(SRI Intemational) as a Non-Profit Organization.

u.

i

i

$ 760.00
$1242.00
$ 234.00
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W. IVIANNEROTREF']I'ND

i Please make refirnd by crediting Account No. 50-0384 (Order No. SRIIPOl5) in the amount of
$1118.00.

Hickman Stephens & Coleman,ILP
P.O. Box 52037
Palo Alto, C4, 94303-0746
(6s0)470:143.0

Respecdully submitted"
HICKI\4AN STEPHENS & COIEIvIANI, LLP

---r
I

BrianR. Coleman
rReg.No.39,145
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' file:lllc:lAPPSlpreexarn/correspondence/3 'htm

I
)r4

UNITED STATES DEPARTMENT OF 
"**:d J

Patent and Tra{emark Office

Address: COMMISSIONER OF PATENT AND TRADEMARKS
washington, D.C. 20231

I tiltil ffi ril llflr rilr flil] rill llill llill llill lllll lllil illl fl lll fi ll ilil llill lil llll
-oc0000000051 13304.

,fr 2t?0/

AppLrcATloN N1MBER I nrlrNcnrcErpr DATE I rnsrxelco APPLIcANT I erroruwv DocKET NUMBER

09t524.095 0311312000 Christine Halverson SRIIPO3T

Hlckman Stephens Coleman & Hughes LLP
PO Box 52037
Palo Alto, CA 94303-0746

Date Mailed: 051 1212000

NOTICE TO FILE MISSING PARTS OF NONPROVISIONAL APPLICATION

FILED UNDER 37 CFR 1.53(b)

Filing Date Granted

An application number and filing date have been accorded to this application. The.item(s) indicated bg.low,.

howdver, are missing, Applicani is given TWO MONTHS from the date of this Notice within which to file all

required items and fay any fees required below to avoid abandonment. Extensions of time may be obtained by

filing a petition accomianied by the extension fee under the provisions of 37 CFR 1 .1 36(a)'

. The oath or declaration is missing.
A property signed oath or declaration in compliance with 37 CFR 1.63, identifying the application by the

above Application Number and Filing Date, is required'
. To avoid abandonment, a late filing iee or oath or declaration surcharge as set forth in 37 CFR 1.16(e) of

$130 for a non-small entity, must be submitted with the missing items identified in this letter.
. The balance due by applicant is $ 130.

A'copy of this notice MaST be retamed with the reply.

Customer Serv
Initial Patent

00/e3/e000 t{KoRonf, 00000088 095p4095

0P F[:P05 65,00 0F

nation Division (703) 308-1202
PART 2 . COPY TO BE RETURNED WITH RESPONSE
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In re the application of

Christine HALVERSEN et al.

Application No. 09/524,095

Filed: March 13,2000
Date: June 30, 2000

FoT: NAVIGATING NETWORK BASED i

ELECTRONIC INFORMATION USING SPOKEN !
NATURAL LANGUAGE I}TPUT WITH MULTIMODAL
ERROR FEEDBACK

Preliminarv Amendment
I

Assi stant Commissioner for Patents

and Trademarks
Washington, DC 20231

Dear Sir:

In regard to the above-named patent application, please enter the following amendments.

IN THE TITLE: / t

Please delete' T{AVIGATING NETWORK-BASED ELECTRONIC INFORMATION

us.p{G sPoKEN NAyfuL LANGUAGE IMUT WITH VrWrnrnODAL ERROR

FEEDBACK', and insert therefor-- NAVIGATING MTWORK-BASED ELECTROMC

INFORMATION USING SPOKEN INPUT WIIH MULTMODAL ERROR FEEDBACK--.

IN THE UNITED STATES PATBNT AND TRADEMAC OFFICE IOIA /CA

Docket;
SRIlPO37A

"1

6\Ps)

JUL 0 5 zooo

IN THE,ABSTRACT:
/

Please delete the Abstract and

/
insert therefore system, method, and article of

[ 0?/0?/8000'ffiHln

I olEfito3
4t
J--/ I'(,

00000061 0ffi{095

ll{.00 m

manufacture are provided for navigafing an elecfonic data source by means of spoken language.

a,' SRIIPO3TA -1-
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When a spoken input request is received from a user, it is interpreted. Additional input is

solicited from the user in a modality different than the original request and used to refine the

navigation query. The resulting interpretation of the request is thereupon used to automatically

construct an operational navigation query to retrieve the desired information from one or more

electronic network data sources.J/

0,2-

I IN THE SPECIFICATION
t-t-//
f _ Please defete pug he present invention addresses
ie

the above needs by providing a system, method, and article of manufacture for navigating

network-based electronic data sources in response to spoken input requests. When a spoken

input request is received from a user, it is interpreted, such as by using a speech recognition

engine to extract speech data from acoustic voice signals, and using a language parser to

linguistically parse the speech data. The interpretation of the spoken request can be performed

on a computing device locally with the user or remotely from the user. The resulting

interpretation of the request is thereupon used to automatically construct an operational

navigation query to retrieve the desired information from one or more electronic network data

sources, which is then transmitted to a client device of the user. If the network data source is a

database, the navigation query is constructed in the format of a database query language.

Tlpically, errors or ambiguities emerge in the interpretation of the spoken request, such

that the system cannot instantiate a complete, valid navigational template. This is to be expected

occasionally, and one preferred aspect of the invention is the ability to handle such errors and

ambiguities in relatively graceful and user-friendly manner. Instead of simply rejecting such

input and defaulting to traditional input modes or simply asking the user to try again, a preferred

embodiment of the present invention seeks to converge rapidly toward instantiation of a valid

navigational template dy soliciting additional clarification from the user as necessary, either

before or after a navigation of the data source, via multimodal input, i.e., by means of menu

selection or other input modalities including and in addition to spoken input. This clariffing,

multi-modal dialogue takes advantage of whatever partial navigational information has been

gleaned from the initial interpretation of the user's spoken request. This clarification process

continues until the system converges toward an adequately instantiated navigational template,

which is in turn used to navigate the network-based data and retrieve the user's desired

information. The retrieved information is transmitted across the network and presented to the

user on a suitable client display device.ta.,,

-2
n ,'/'lx

SRI1P037A
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hI'
IN.TFIE CLAIMS:/
Please ddeteclaims 1-55, and insert therefore

fiffi'
'<\

,&L

the following claims 1-66:

v (New) A met for speech-based navigation ofan electronic data source, the

at one or more network servers located remotely from a user,electronic data source being

comprising the steps of:

(a) receiving a request for desired information from the user;

O) rendering an i ion of the spoken request;

(c) constructing least part of a navigation query based upon the interpretation;

ional input from the user, including user interaction in a modality(d) soliciting addi

different than

refining the ion query, based upon the additional input;

using the

and

navigation query to select a portion ofthe electronic data source;

transmitting selected portion of the elechonic data source from the network

server to a ent device of the user.

(e)

(f)

I

(e)

SRI1PO37A -J-
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Kln\t.Y
(New) The metho d of claim /, wherein the step of rendering an

{1\.'w*' further includes deriving linguistic informationby using a speech recognition

ing a navigation query

further includes the steps of extracting an input template for an onli scripted interface to the

data query.

w
"{

linguistic parser. i

5g ba
/. (New) The method of claim f wherein the step of

, and using the input template to construct the navi

{8

,{'y

(New) The metho d of claim/, wherein the of extracting an input template

ncludes dynamically scraping the online scripted

6a
/. (New) The metho d of elaim /, w

format of a database query language.

the navigation query is constructed in the

bl 5.!q
3. (New) The metho a of ctatqnr{,finerein the step of rendering an interpretation and

t the step of constructing a navigation queqyy'e performed, at least in part, on a computing device

located locally with the user.

bt,
,f (New) The method of,

the step of constructing a navigatioy'query axe\performed, at least in part, on a network

computing device located

b9
X (Nevy) The

performed in response to o/" or more deficiencies\encountered during the step of constructing a

navlgatlon query.

of the

required of the navigational querynot determinible from the interpretation of the

spoken

spoken

w

source

5q
/

(rb

1

Vt^/tl tv
Y1
,/, wherein the step of rendering an interpretation and

.'

from the usbr.

b+
,4, (New

5q
of claim /, whgein the step of soliciting additional input is

u!
method of claim/, wherei[ the deficiencies include unresolved wordst' 

u\
) The method of claim y',wherein tlie deficiencies include one or more

SRI1PO37A -4-
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I-\n '," HtO(\,.' Aq vr
n\S / (New) The\nethod of claim/, wherein the step of soliciting add

Y performed in response to or\e or more deficiencies encountered after a first navi

input is

of the data

source usi4g the navigation guery constructed in step (c). /

W (New) rhe metho d ot ctaim?fiwne,rein the deficiencie ,/r*existence of

more than one data record withii the data source responsive to the query.

jdentiff a si

t4
14.

ies include failure to

ngle data record within the data source responsivfo the navigation query.

iltp
(New) The methodof ctrnm/,wherein thy'additional input is solicited upon

receiving a user-input statement that additional i is required.'19 5at/ (New) The metho aotaarf/iwn/ein the step of soliciting the additional input

includes presenting a menu to the user on t[e lient device of the user.

includes presenting a textual request adt{itional input.

W (New) rhe method pf claim ff*nrrrin ttt.

/ 5q',
(New) The metho d 

7f 
claim /, whprein the stry of soliciting the additional inputf 1+)

fl
includes an audible request fot tbd additional input,

't3
,s. (Ne*) Th" ^Ad "f "I^ify,wherel,n 

the step of soliciting the additional input

includes presenting e list o/portions of the electronic\ata source that match the navigational

query.

"14

,{ Nery
5b

method of claim.(,wherein adbitional input received from the user is

at least partially based.

tx5
N

includes no input.

'('

tlr\
3lO i

ew) The method of claiml wherein additibnal input received from the user

5b
(New) The metho d of claim/wherein steps (d)-\) are repeated until the

query is deemed adequate.

SRI1P037A -5-
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4v

Y
d) includes

ecting from the displayed

:P
tion menu is performed by spehking.

w wfthe method is performed with respect to a

simultaneous users and client devices.

(New) The method of I further including the step of selecting the data

source from among a plurality of elechonic data sources, in response to the

\U s\a
/ (New) The rtnethod of claim/iwherein the input modality of

lecting from a displayed op{ion menu.
,1Q
IU

F (New) The methbd of claim

44L,(
p,,wherein the act of

multimedia

(c)

plurality of

w
interpretation of the spokengl ,/

(New)

source

system for speech-based navigation of an elechonic data source, the

located at one oi more network servers located remotely from a user,

the system comprising:

microphone operable to receive a spoken request for desired

from the user:

(b) langua processing logic, operable to render an interpretation of the spoken

6to
(New) The method Of clairrrf v

wherein the elechonic data source stores

of video content and audio content.

(a) a

il

query

the in

tion logic, operable to construct a navigation query in response to

of the spoken request;

(d) user I ion logic, operable to solicit additional input from the user, including

user I ion in a modality different than the original request;

(e) query ing logic, operable to refine the navigation query, based upon the

-6-

method of clair\

including at least
v
dne

SRIIPO3TA

additi l input;
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.{Fs) 
#p

(f) navrga logic, operable to select a portion of the elechonic data source using

the nav ion query; and

(e) elec infrastructure for hansmitting the selected portion of

the el data source from the network server to a primarily stationary,

display ice located locally with the user.

speech recognition logic and ai\ linguistic parsing logic for deriving lingayfic information.

ing logic extracts an

input template for an online scriptld interface to the data uses the input template to

ponstruct the navigation query.

24
(New) The system of qlaim /,wherein language processing logic

dynamically scrapes the online scripte\ interface.
w
BA
,t. (New) The system of clailp

the query in the format of a database quer{'Br/
71 (New) The system of

processing logic is hosted on a deVice located locallywith the user, and wherein the

ly coupled'n.c the local computing device.

processing logic is a network computinl device located remotely from the user, and

wherein the portable hone sends data to thevemote network computing device via the

in response to one or more deficiencie{ encountered during construction of the

communicati

p

3l Fp
Y (New) The system of claim/7, wherein the I

the query construction logic constructs

0,?

gA,
of claim /,vlherein at least a portion of the language

f ' 99 
". (New) The system of claim 3/, wherein thd,deficiencies include unresolved words

spoken request.

SRI1PO37A -7 -

Page 81 of 314 Petitioner Microsoft Corporation - Ex. 1008, p. 3481



^V
.-.,+'/Y

f

4r sy3/. (New) The system of claim /, wherein the deficiencies include

required elements of the rlavigational querynot determinable from the i

spoken request.

.Qa; I.tt''j/. (New) The sydtem of claim /,whercin,
additional input in response to one or rnore deficiencies

the data source performed by thdnavigation logic.q0 qv
3f (New) The system o,f claim /, wherein the

more than one data record within thodata source responsi to the navigation query.

the deficiencies include failure to identifv

record within the data sourc,e to the navigation query.

(New) The system of claim herein the user interaction logic displays an

f,\hereinthe act of selecting from the displayed

source from among a plurality
\

candidate electronib data sources, in response to the

interpretation of the spoken uest./gv
system of claim /f,whereint[e electronic data source stores

content i ing at least one of video conten\and audio content./w
) The system of claim ?y',whercinthe display device receives data from the

on the network servers via a communicbtions box.

B9)00,v (New) The system of claim/, wherein the electronic communication

is a two-way infrastructure and is selected from among one or more of the

group : {coaxial cable, DSL, satellite, wireless/cellular, ffo er-optic} .

logic solicits

a first navigation of

iencies include existence of

v
. sinele data

tr

multimedia

qq
%

eiectronic d

W (New) rhe s

qQ,

{ (New)

q,p
(New) The system of claimltf,wh,

optlon menu.
Ar
Ylp
{1 (New) The system of

option menu is performed by

followi

SRI1PO37A -8-
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\0\,
*9. (New) A program embodied on a computer readable medium for

speech-based navi ofan electronic data source, the electronic data source being located at

one or more network located remotely from a user, comprising:

(a) a code that receives a spoken request for desired information from the

user;

a code

a code

interp

a code that solicits additional input from the user, including user

int on in a modality different than the original request;

(b)

(c)

(e)

(0

that renders an interpretation of the spoken request;

t that constructs at least part of a navigation query based upon the

that refines the navigation query based upon the additional inpur;

(d)

(e)

a code

a code

0*
gment that uses the refined navigation query to select a portion of the

data source; and

that transmits the selected portion of the electronic data source

from tfre network server to a primarily stationary, display device located locally

with tlle user.

sing a code segment

tl1at derives linguistic information \y using a speech itgdenglne and a linguistic parser.

\W ;;jt; compurerprosram orcraiml#,1*r., "ffii
(h,
'" N. (New) The computer program of clg further comprising a code segment

//that extract an input template for an on\ine t yfiainterface to the data source, and a code

segment that uses the input template to fitruct the navigation query.

lo4 ,/ Db
9g'. (New) The comp1*Gprograln of claim $"n r*"rcomprising a code segment

that dynamically scrapes line scrijited lnterface.

\o# 
(New

t0l
computer program o) claim 4f,whercinthe navigation query is

SRIlPO37A

of a database query lariguage.
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"r$tr
PV (New) The computer program of claim pL*.t rendering of the i

and the construction of the navigatipn query are performed, at least in part, on a

device located locallv with the user.

10\V (New) The computer program of claim A/,whereinthe of the

interpretation and the construction of b navigation query are performed, least in part, on a

uting device located rembtely from the user.

code segment that solicits

additional input solicits the additional input in response to or more deficiencies encountered

during the constructing of the navigation query.

network comp

!$
l0\

(New) The computerpro'gftrm of claimt',,

24. (New) Ihe computer progr{m

unresolved words of the spoken request.

\ln iI t\,,
5{ (New) The computer progranl

, wherein the deficiencies include

/ tog
claim 5y',whereinthe deficiencies include one

^b
[J..,

or more required elements of the navi

the spoken request.

query not determinable from the interpretation of

the additional input solicits the a#itional input in response to one or more deficiencies

encountered after a first navigaflon of the data so!,rce.

! 
^.*, 

The compu ,"r/"*^*r"\'"^r^fr,!*.r",n the code segment that solicits

\\y
57. (New) The ter program of claim ff*nrr.in the deficiencies include

failure to identifr

1#&

existence of more than o/e data record within the data source responsive to the navigation query.

lP (New

e data record within the datd source responsive to the navigation query.

' lnl
ew) The computer program of clun],Wwherein code segment that solicits

\lA{
(New) The computer program of claimfr, wherein the act of selecting from the

displa option menu is performed by speaking.

I
!r'l/l

}J

SRI1P037A - 10-
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,. \tv \1,9 t9t
Qa't 9{. (New) The computer p{ogram of claim /6, wherein the code

computer program operate with respectto a plurality of simultaneous users and

client devices.

\\1 tpl
92t (New) The computer program of claim fi, fixther

that selects the data source from among aplurality of candidate elechonic

response to the interpretation of the spokerl request.

l\8 l9l
,AS (New) The computerprograrh of claim )6,wherein

code segment

sources, in

electronic data source

a menu to the user on the client device

stores multimedia content including at least lune of video content audio content.

lg {et
,d.' (New) The computer program Of dum$, in the additional input is

solicited upon rbceiving a user-input statement that additi information is required.

lf,c |o
ft{. (New) The computer program of claim in the code segment that solicits

the additional input includes a code segment that

of the user.

1[l
,66. (New) The computer program of

the additional input includes a code segment prFsents a textual request for the additional

' lol
im 

lK,whercin 
the code segment that solicits

rf mput.' l^/\ )

ld'd*:
,ffi. (N.T) The computer

the additional input includes a code

input.
lnrA i
I ,Lr/

,6,8. (New) The

1a4
9q. (New)

tgl
of clair4 4f, wherein the code segment that solicits

that produces an audible request for the additional

/ {El
ter program of claim {d, wherein the code segment that solicits

l9ti
computer progrirm of claim {6, {vherein additional input received from

the additional input includes code segment that presentb a list of portions of the electronic data

source that match the navi query.

the user is at least ly speech based.

the user includ

, tql
) The computer progrirm of claim 4f,w\erein additional input received from

l&5is: (N

/
,/\\'
I:J

SRIlPO37A

spoken input.
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n\\N \xtr
, 
T-. ,A. (New) The

^1r' 
y'L'

ttJ
Uv/ reoeated u:

\0\
of claim t',v,,hereincode segments (d)-(e) are

, repeated until the navi
tt/

query is deemed adequate.

kr the event a telephone conversation would expedite the prosecution of this application,

the Examiner may reach the undersigned at (408) 505-5100. If any fees are due in connection

with the filing of this paper, then the Commissioner is authorized to charge such fees to Deposit

Account No. 50-1351 (Order No. SRI1P037A). A duplicate copy of the transmittal is enclosed

for this pufpose.

*'frns*fted'

lL'l I k
y"/"{l'*t l . "Re i'i s/h/i o n N o / 4 1,429

P.O. Box 721030
San Jose, CA 95172
Telephone: (408) 505-5100

I

j\.,

ln,

I
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IN TFIE UNITED STATES PATENT AND TRADEMARK OFFICE

In re the application of

Christine HALVERSEN et al.

Application No. 09/524,095

Filed: March 13.2000

Date: June 30,2000
FoT: NAVIGATING NETWORK BASED
ELECTRONIC INFORMATION USING SPOKEN
NATURAL LANGUAGE INPUT WITH MULTMODAL
ERROR FEEDBACK

)

I hereby certiff tliat this
United States Postal
Commissioner for
2000.

Assistant Commissioner for Patents
Box Fee Amendment
Washington, DC 20231

Sir:

Transmitted herewith is an amendment in the above-identified application.

The fee has been calculated as shown below.

Claims
Remaining Highest
After Previously
Amendment PaidForExtra

TOTAL
CLAIMS 7I . 55
INDEP
CLAIMS 3 . 3

[ ] Multiple Dependent Claim Present
and Fee Not Previouslv Paid '

Present SMALL ENTITY
RATEFEE OR

16 X09 = $ 144 OR

0 x39: $

03

deposited with the
Mail to: Assistant
20231 on June 30.

LARGE ENTITY
RATEFEE

Xl8= $

)
)
)
)
)
)
)
)
)
)
)
)

Docket:
SRIlPO37A

TOTAL

$130

$ $144.00

oR x78: $

$260

$

q Applicant(s) hereby petition for a month extension of time to respond to the outstanding Office Action.
n Applicant(s) believe that no (additional) Extension of Time is required; however, if it iJdetermined that such
'. an extension is required, Applicant(s) hereby petition that such an extension be granted and authorize the

Commissioner to charge the required fees for an Extension of Time under 37 CFR 1.136 to Deposit Account
No.50-1351.

A Enclosed is our Check No. 139 in the amount of $144.00 to cover the additional claim fee and/or extension of
time fees.

xx Ifthe required fees are missing or any additional fees are required to facilitate filing the enclosed response,
please charge such fees or credit any overpayment to Deposit No. 5p2l3jl (Order No. SRIlP037A).

P.O. Box 721030
San Jose, CA 95172
Telephone: (408) 505-5100

(Revi ed li96)

JUL 052ooo {

o.41,429
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IN TIIE UNITED STATES PATENT AND TRADEMARK OFFICE
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$tu

In re application of:
Christine Halverson et al..

Application No. 09/524,095

Filed: 3ll3l00

For: Navigating Network-BasedElectronic Information
Using Spoken Natural Language Input With Multimodal
Error Feedback

)
)
) Group Art Unit: Unknown
)
) Examiner: Unknown
)
) Date:July 17,2000
)
)
)
)
)

8W

o

'i 
'j

CERTIFICATE OF MAILING

I hereby certify ttrat this correspondence is being deposited with the
Uniled States Postal Service as First Class Mail in an envelope
addressed to: Assistant Commissioner for Patents and Trademarks.
Washington, DCW23I onfdy 17,20@.

Signed:

REOUEST FOR STATUS

-', ,f, .,Assistant Commissioner for Patents
Washington, D. C. 2023I

Sir:

Applicant hereby requests status of the above-referenced patent application. This

application was filed on March 13,2000, and no Notice of Mssing parts has been received as

of this date.

Respectfully submitted

HICKMAN STEPIIENS COLEMAN & HUGIIES. LLP

P.O. Box 52A37
Palo Alto, CA 94303-0746
(408) ss8-99s0

Attorney Docket No. SRIIP037

Reg. No. 38,597
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IN TIIE UNITED STATES PATENT AND TRADEM#IK O}N

In re the application of: 
i Or"r#u{rlA

Christine Halverson 
) Group Art uhitt-/#t]"h

Application No.: Unassigned fl T9+ Zqt ) Examiner: unknofrn 
$' . 

'
) Atty. Docket No.: SnI$OlS

Filed: 311312000 ) + |

) Date: MaY 23,2000 F
For: Navigating Network-Based Electronic ) : H

Information Using Spoken Natural ) r 6 (5

Language Input with Multimodal Enor ) i', S
Feedback ) Fr;

CERTIFICATE OF MAILING

I hereby certify that this correspondence is being deposited with the

United States Postal Service as First Class Mail in an envelope
addressed to: Assistant Commissioner for Patents, Washington, DC

INFORMATION DIS CLOSURE STATEMENT
UNDER 37 CFR Q$ 1.56 AND 1.97(c)

Assistant Commissioner for Patents

Washington, DC 20231

Dear Sir:

The referenCes listed in the attached PTO Form 1449, copies of which are attached,

may be material to examination of the above-identified patent application. Applicants submit

these references in compliance with their duty of disclosure pursuant to 37 CFR $$ 1.56 and

1.97. The Examiner is requested to make these references of official record in this

application.

.t,At26a00

r-rl
C)
f'll

rrl
t3

20231on May 23,20p0.
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This Information Disclosure Statement is not to be construed as a representation that a

search has been made, that additional information material to the examination of this

application does not exist, or that these references indeed constitute prior art.

It is believed that no fees are due in connection with the filing of this Information

Disclosure Statement. However, if it is determined that any fees are due, the Commissioner

is hereby authorized to charge such fees to Deposit Account 50-0384 (Order No. SRI1P037).

COLEMAN & HUGFIES. LLP

P.O. Box 52037
Palo Alto, CA 94303-0746
Telephone: (408) 558-9950

Respectfully submitted,

Reg. No.32,632

Attn)/ I.)kt No. SRI1P0-3?_

-'_"_--."-*.u
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In re the application of:

Christine Halverson

Application No.: Unassigned

Filed: Herewith

For: Navigating Network-Based Elechonic
Information Using Spoken Natural
Language Input with Multimodal Error
Feedback

PATENT

Group ArtUniil Unknown

Examiner: Unknown

Atty. Docket No.: SRIIP037

Date: March 13,2000 4

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE
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/o/a foo

,b/
CERTIFICATE OF MAILING

I hereby certi$ that this conespondence is being deposited with the
United States Postal Service as First Class Mail in an envelope
addressed to: Assistant Commissioner for Patents, Washinglon, DC
20231 onMarch 13,2000.

Signed:

INFORMATION DIS CLOSURE STATEMENT
UNDER 37 CFR $$ 1.56 AND 1.97(c)

Assistant Commissioner for Patents
Washington, DC 20231

Dear Sir:
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maybe material to examination of the above-identified patent application. Applicants submit
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This Information Disclosure Statement is not to be construed as a representation that a

search has been made, that additional information material to the examination of this

application does not exist, or that these references indeed constitute prior art.

It is believed that no fees are due in connection with the filing of this Information

Disclosure Statement. However, if it is determined that any fees are due, the Commissioner

is hereby authorized to charge such fees to Deposit Account 50-0384 (OrderNo. SRI1P03D.

Respectfully submitted,

HICKMAN STEPHENS COLEMAN & HUGHES, LLP
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Dominic M. Kotab
Reg. No. 42,762

P.O. Box 52037
Palo Alto, CA 94303-0746
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

#rqa

ln re the application of

Christine HALVERSEN et al.

Application No. 09/524,095

Filed: March 13,2000

FoT: NAVIGATING NETWORK BASED
ELECTRONIC INFORMATION USING SPOKEN
INPUT WITH MULTIMODAL
ERROR FEEDBACK

0000s031 095e4095

Date: September 12, 2000

CERTtrICATE OF MAILING
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United States Postal Service as First Class Mail in an envelope addressed

to: Assistant Commissioner Washington, DC 20231 on
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Signed:

Docket:
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nfi]r zoor

Technology Center2lO0
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Assistant Commissioner for Patents
and Trademarks
Washington, DC 20231

Dear Sir:

Please supplement the Preliminary Amendment filed June 30,

idenllfieA patent application by entering the following amendments.

IN THE CLAIMS:

-1-

regarding
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:'

Please re-insert the originally filed claims as new claims 72-126. Pending claims 1-71 added in

the previous Preliminary Amendment have been included for reference purposes. All cunently

pending claims are thus represented below.

1. A method for speech-based navigation of em electronic data source,

data source being located at one or more network servers located remotely from a

comprising the steps ofi

(a) receiving a spoken request for desired information from user;

(b) rendering an interpretation of the spoken request;

(c) constructing at least part of a navigation query upon the interpretation;

(d) soliciting additional input from the user, iy'cnAinguser interaction in a modality

different than the original request;

refining the navigation query upon the additional input;

using the refined navigation to select a portion of the electronic data source;

and

(e)

2.

transmitting the se portion of the electronic data source from the network

server to a client of the user.

The method of l, wherein the step of rendering an interpretation further

on by using a speech recognition engine and a linguisticincludes deriving linguistic in

parser.

3. The of claim 1, wherein the step of constructing a navigation query

further includes the of extracting an rnput template for an online scripted interface to the

data source, and usi the input template to construct the navigation query.

4.

dynamically

method of claim 3, wherein the step of extracting an rnput template includes

the online scripted interface.

(e)

(0

SRIIPO3TA -2 -
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5. The method of claim 1, wherein the navigation query is constructed

ofa database query language.

6. The method of claim 1, wherein the step ofrendering an ion and the

step of constructing a navigation query are performed, at least in part, on a ting device

located locallv with the user.

7. The method of claim 1, wherein the step of an interpretation and the

on a network computingstep of constructing a navigation query are performed, at least in

device located remotelv from the user.

The method of claim 1, wherein the step soliciting additional input is

performed in response to one or more deficiencies

navigation query.

ered during the step of constructing a

9.

spoken request.

The method of claim 8. wherein deficiencies include unresolved words of the

f claim 11, wherein the deficiencies include existence of more than

10. The method of claim 8. the deficiencies include one or more required

elements of the navigational querynot

request.

from the interpretation of the spoken

I l. The method of l, wherein the step of soliciting additional input is

performed in response to one or deficiencies encountered after a first navigation of the data

source using the navigation constructed in step (c).
i

12. The method

one data record within the source responsive to the navigation query.

13. The of claim 11, wherein the deficiencies include failure to identify a

single data record wr the data source responsive to the navigation query.

14. The of claim 1, wherein the additional input is solicited upon receiving a

user-input

SRI1PO37A

that additional information is required.
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15. The method of claim l, wherein the step of soliciting the addi

includes presenting a menu to the user on the client device of the user.

16. The method of claim 1, wherein the step of soliciting additional input

includes presenting a textual request for the additional input.

17. The method of claim 1, wherein the step of iting the additional input

includes an audible request for the additional input.

18. The method of claim 1, wherein the of soliciting the additional input

includes presenting a list of portions of the

query.

data source that match the navigational

19. The method of claim 1,

partially speech based.

additional input received from the user is at least

20. The method of claim wherein additional input received from the user includes

no spoken input.

21. The method of c 1, wherein steps (d)-(e) are repeated until the navigational

query is deemed adequate.

22. The of claim 1, wherein the input modality of step (d) includes selecting

from a displayed option

23. The of claim 22,wherernthe act of selecting from the displayed option

menu is performed speaking.

24.

plurality of

method of claim 1, wherein the method is performed with respect to a

users and corresponding client devices.

25. The method of claim 1, further including the step of selecting the data source

from a plurality of candidate electronic data sources, in response to the interpretation of

the request.

SRII 7A -4-
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26. The method of claim 1. wherein the electronic data source stores multi

content including at least one ofvideo content and audio content.

27. A system for speech-based navigation of an electronic data

data source being located at one or more network servers located remotely

the electronic

a user, the

system comprising:

(a) a portable microphone operable to receive a spoken uest for desired

information from the user;

language processing logic, operable to render interpretation of the spokan

request;

(c) query construction logic, operable to t a navigation query in response to

the interpretation of the spoken req

(d) user interaction logic, operable to icit additional input from the user, including

user interaction in a'modalitv di than the original request;

(e) query refining logic,

additional input;

to refine the navigation query based upon the

(f) navigation logic, to select a portion of the electronic data source using

and

(g) electronic ications infrastructure for transmitting the selected portion of

the electronic source from the network server to a primarily stationary,

display devi located locally with the user.

28. The s of claim 2T,whereinthe language processing logic includes speech

recognition'logic and linguistic parsing logic for deriving linguistic information.

system of claim 27, wherein the language processing logic extracts an input

(b)

29.

template for an ine scripted interface to the data source, and uses the input template to

construct the

Szu1PO37A

lgatlon query.
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30. The system of claim 29, wherein the language processing logic d

scrapes the online scripted interface.

31. The system of claim 27, wherein the query construction logic

query in the format of a database query language.

32. The system of claim 2T,wherein at least riportion of t language processing

logic is hosted on a computing device located locally with the user, wherein the portable

microphone is electronically coupled to the local computing devi

33. The system of claim 27, wherein at least a of the language processing

y from the user, and wherein thelogic is hosted on a network computing device located

portable microphone sends data to the remote network

infrastructure.

34. The system of claim 2T,wherein user interaction logic solicits additional

input in response to one or more deficiencies

query.

during construction of the navigation

35.

spoken request.

The system of claim 34,w, the deficiencies include unresolved words of the

36. The system of claim , wherein the deficiencies include one or more required

elements of the navigational q

request.

determinable from the interpretation of the spoken

37. The system claim 2T,whereinthe user interaction logic solicits additional

input in response to one or deficiencies encountered after a first navigation of the data

soiirce performed by the vigation logic.

ine device via the communications

38.

one data record

39.

single data

The of claim 37, wherein the deficiencies include existence of more than

the data source responsive to the navigation query.

system of claim 37, wherein the deficiencies include failure to identiff a

within the data source responsive to the navigation query.

SRIlPO37A -6-
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menu.

40. The system of claim 27, wherein the user interaction logic displays an

41. The system of claim 40, wherein the act of selecting from the

menu is performed by speaking.

42. The system of claim 2T,wherein the navigation logic

among a plurality of candidate electronic data sources, in response to

the data source from

interpretation of the

spoken request.

43. The system of claim 2T,whereinthe electronic source stores multimedia

content including at least one of video content and audio

44. The system of claim 2T,wheretnthe di v device receives data from the

electronic data source on the network servers via a

45. The svstem of claim 27. wherein electronic communication infrastructure is a

two-way infrastructure and is selected from one or more of the following group: {coaxial

cable, DSL, satellite, wireless/cellular, fi

46. A computer program em on a computer readable medium for speech-based

navigation of an electronic data sotuce, electronic data source being located at one or more

network servers located remotely

a code

a code

(e)

Szu1PO37A

a user, comprising:

that renders an interpretation of the spoken request;

that constructs at least part of a navigation query based upon the

(a) a code segment receives a spoken request for desired information from the

user; t

o)

(c)

(d) segment that solicits additional input from the user, including user

ion in a modality different than the original request;

code segment that refines the navigation query based upon the additional input;

-7 -

Page 103 of 314 Petitioner Microsoft Corporation - Ex. 1008, p. 3503



(f) a code segment that uses the refined navigation query to select a porti bf the

electronic data source; and

(e) a code segment that transmits the selected portion of the nic data source

from the network server to a primarily stationary, di device located locally

with the user.

47. The computer program of claim 46, ising a code segment that

derives linguistic information by using a speech

48. The computer program of claim 46, comprising a code segment that

extract an input template for an online scripted i to the data source, and a code segment

that uses the input template to construct the query.

49. The computer program of 48, further comprising a code segment that

dynamically scrapes the online scripted i

50. Thecomputerprogram claim 46, wherein the navigation query is constructed

in the format of a database query

51. The computer of claim 46, wherein rendering of the interpretation and

the construction of the navi query are performed, at least in part, on a computing device

located locally with the user

52. The program of claim 46, wherein the rendering of the interpretation

and the construction o 'a navigation query are performed, at least in part, on a network

computing device remotely from the user.

. 53. computer program of claim 46, wherein code segment that solicits additional

input solicits th/ additional input in response to one or more deficiencies encountered during the

constructing rof the navigation query.

54. , The computer program of claim 53, wherein the deficiencies include unresolved
!

words of ttie spoken request.

SRIIPO3TA -8-
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55. The computer program of claim 53, wherein the deficiencies include o1n€ or more

required elements of the navigational query not determinable from the i iorf of the

spoken request.

56. The computer program of claim 46, wherein the code that solicits the

additional input solicits the additional input in response to one or

after a first navigation of the data source.

ies encountered

57. The computer program of claim 56, wherein deficiencies include existence of

more than one data record within the data source the navigation query.

58. The computer program of claim 57, the deficiencies include failure to

identify a single data record within the data source ive to the navigation query.

59. The computer program of

input displays an option menu.

wherein code segment that solicits additional

The computer program o/claim 59,wherein the act of selecting from the

displayed option menu is performed b/speaking.

61. The computer of claim 46, wherein the code segments of the computer

program operate with respect tof plurality of simultaneous users and corresponding client

devices.

62. The program of claim 46, further comprising a code segment that

selects the data sourcq among a plurality of candidate electronic data sources, in response to

the interpretation of t spoken request.

computer program of claim 46, wherein the electronic data source stores

including at least one of video content and audio content.

60.

64.

receiving a

The computer program of claim 46, wherein the additional input is solicited upon

statement that additional information is required.

SRIlPO37A -9-
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65.

additional

the user.

70.

66. The computer progmm of claim 46, code segment that solicits the

request for the additional input.additional input includes a code segment that presents

67. The computer program of claim +/whereinthe code segment that solicits the

additional input includes a code segment that an audible request for the additional

68. The computer of claim 46, wherein the code segment that solicits the

additional input includes a code that presents a list of portions of the electronic data

source that match the navigali6nal query.

69. The corp'futer program of claim 46, wherein additional input received from the

user is at least parti*ly speech based.

computer program of claim 46, wherein additional input received from the

The computer program of claim 46, wherein the code that solicits the

input includes a code segment that presents a menu to the 6n the client device of

no spoken input.

1. The computerprogftlm of claim 46, wherein code segments (d)-(e) are

until the navigational query is deemed adequate.

f/ (New) A method for utilizing spoken natural for navigating an

electronic data source, the electronic data source being one ormorenetwork

qervers located remotely from a user, comprising the steg{of:

(a) receiving a spoken natural ("NL') request for desired information

from the user;

rendering an i ofthe spoken natural language request;

part of a navigation query based upon the interpretation;

(b)

(c)

SRIlPO37A
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(d) soliciting additional input from the user, including user i onma

modality different than the original request;

refining the navigation query based upon the addi

using the refined navigation query to select a on of the electronic data

(e)

(0

NL parser.

'&1.' H. (New) The method of

'7" (New) The method

input;

source; and

hansmitting the selected portion of the e data source from the

network seryer to a client device of the

e{ L(
V (New) The metho d of clumJ2, in the step of rendering an interpretation

further includes deriving linguistic information using a speech recognition engine and an

(e)

wherein the step of constructing anavigation

query further includes the steps of an rnput template for an online scripted

interface to the data source, and using input template to construct the navigation query.

ta1
claim T{,whereinthe step of exftacting an input

'' 9l
' 16. (New) The

the format of a database q

template includes dynamically the online scripted interface.

td-l
of claimTl, wherein the navigation query is constructed in

language.

\g
77. (New)

and the step of a navigation query are performed, at least in part, on a computing

device located loca with the user.

,fr
interpretation the step of constructing a navigation query are performed, at least in part,

computing device located remotely from the user.

'd1
method of claim7Z, wherein the step of rendering an interpretation

,*')
(New) The metho d of clum7L, wherein the step of soliciting additional input

in response to one or more deficiencies encountered during the step of

ona

ing a navigation query.

- 11 -
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include one or more

required elements of the navigational query not determinable from interpretation of the

spoken NL request.

$('N. (New) The method

words of the spoken NL iequest.

includes selecting from a displayed

tW (New) rhe

6t
of claim79, wherein the deficiencies unresolved

of soliciting additional input

after a first navigation of

the deficiencies include existence of

'f. (New) The metho d of clai^Vl,wherein the defici

is performed in response to one or more deficiencies

the data source using the navigation query constructed step (c).

,6? b1
yt. (New) The metho d of claim 72, wherein the

W (New) The metho d of cIumgZ,

q (New) The method of claim

W (New) The method of

more than one data record within the data source ive to the navigation query.

, wherein the deficiencies include failure to

identify a single data record within the source responsive to the navigation query.

p'
Y],*to"iH the input modality of step (d)

or.rui-tl?wherein the act of selecting from the

displayed option menu is rmed by speaking.

Itt>n. (New)

to a plurality of simul

/ tt'7
method of claim 2,whercinthe method is performed with respect

users and corresponding client devices.

,U9
'88. hre method of claim fl^nnoincluding the step of selecting the data

ra]
(New) The method of claimfl,wherein the electronic data source stores

content including at least one of video content and audio content.

. (New) A system for utilizing spoken natural language to navigate an

ic data source, the electronic data source being located at one or more network

located remotely from a user, the system comprising:

source from a plurality of candidate electronic data sources, in response to the

interpretation the spoken NL request.
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(a) aportable microphone operable to receive a spoken natural lan

request for desired information from the user;

(b) spoken language processing logic, operable to render an

spoken natural language request;

query construction logic, operable to construct a gatlon query rn response

to the interpretation of the spoken natural request;

user interaction logic, operable to solicit tional input from the user,

(c)

(d)

(e)

including user interaction in a modality than the original request;

(e) query refining logic, operable to

additional input;

the navigation query, based upon the

(0 navigation logic, operable to ect a portion of the electronic data source

using the navigation query;

infrastructure for transmitting the selected portion

from the network server to a primarily stationary,

display device locallv with the user.

of rr"i-$l*frerein the spoken language processing logic

and an NL parsing logic for deriving linguistic information.

$7
V' (New)

ttF
system of claim96,wherein the spoken language processing logic

for an online scripted interface to the data source, and uses the

electronic comm

of the electronic

flb
%. (New) The

includes speech recogniti

extracts an input

input template to the navigation query.

Pl1
ew) The system of claim9l wherein the spoken language processing logic

the online scripted interface.

ft'
(Ne*) The system of claim 90, wherein the query construction logic

the query in the format of a database query language.

SRI1PO37A - 13-

Page 109 of 314 Petitioner Microsoft Corporation - Ex. 1008, p. 3509



t5?. t'15
W. (New) The system of claim 9{whercinat least a portion of the

language processing logic is hosted on a computing device located locally wi the user. and

wherein the portable microphone is electronically coupled to the local ng device.

'f; (New) The system otctaimlfwherein at least a of the spoken

language processing logic is hosted on a network computing remotelv from

the user, and wherein the portable microphone sends data to the network computing

device via the communications infrastructure.

user interaction logic solicits

during construction of

the deficiencies inol{rde unresolved

bf (New) The system of claim hf*n"r"i
additional input in response to one or more deficienci

the navigation query. /
$1 /
,(. (New) The system of claim Vl,wy'erei

words of the spoken NL request.

$19q. (New) The system of , wherein the deficiencies include one or more

required elements of the navigational not determinable from the interpretation of the

spoken NL request.

6t
Jntr (New) The

additional input in response or more deficiencies encountered after a first navigation

of the data source by the navigation logic.

6b
W. (New)

more than one data

t57
J,st.

identiff a si data record within the data source responsive to the navigation query.

6s, nd4
(New) The system of claim }if,wherein the user interaction logic displays an

$q
)M. (New) The system of claim \p{,whercin the act of selecting from the

yed option menu is performed by speaking.

d
/fi5
of claim 96, wherein the user interaction logic solicits

system of claim lp6,wherein the deficiencies include existence of

within the data source responsive to the navigation query.

) The system of claim lgC,whercin the deficiencies include failure to

option

SRIlPO374.
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tH (New) The system of claimffwherein the navigation logic selects

source from among a plurality of candidate electronic data sources, in response

interpretation of the spoken NL request.

data

ice receives data from

box.

ic communication

among one or more of the

lar, fiber-optic).

o)

on a computer readable medium for

that renders an interpretation of the spoken natural language

(d)

fr (New) The system of claim W,*h"r"inthe electronic

multimedia content including at least one of video content and audio

#f (New) The system of claim W,*h"r"rnthe displa

the electronic data source on the network servers via a

w (New) The system of claim d$l*n.rrin ttt.

infrastructure is a two-wav infrastructure and is selected

following grcup: {coaxial cable, DSL, satellite, wire

tult29. (New) A computer program

utilizing spoken natural language for navr in{an electronic data source, the electronic data

source being located at one or more n

comprising:

servers located remotely from a user,

(a) a code segment that ives a spoken natural language ("NL") request for

desired from the user;

(c)

(e)

a code

request;

a code that constructs at least part of a navigation querybased upon

the i

segment that solicits additional input from the user, including user

ion in a modality different than the original request;

a code segment that refines the navigation query, based upon the additional

input;
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(f)

(e)

a code segment that uses the refined navigation query to select a

electronic data source; and

a code segment that transmits the selected portion of the data source

from the network server to a primarily stationary, display

locally with the user.

located

a code

ition engine and an NL

comprising a code

aim|.tI, further comprising a code

d
segment that dynamically scrapes the online s/i interface.

,bT
of claimJ.ff), wherein the navigation query is

language.

M (New) rhe
/ tdl
program of claim lg9,whaein rendering of the

interpretation and the of the navigation query are performed, at least in part, on

a computing device located lywith the user.

# (New) fhe ter program of claim H,*norinttre rendering of the

interpretation and the of a navigation query are performed, at least in part, on a

network computing located remotely from the user.

" t?l

tb8
,+j. (New) The comPuter

constructed in the format of a database

l^6 (New) The computerprosram of claim !.H,*n o
segment that derives linguistic information by using a speech

parser.

lbl"
J.t|. (New) The computerprogntm of claim

l te1
W (New) The computerprogram of

segment that extract an input template for an online interface to the data source, and

a code segment that uses the input template to the navigation query.

tbb

w. 0!
ta{

) The computer program of claim W|,wherein code segment that

solicits additi input solicits the additional input in response to one or more deficiencies

encountered the constructing of the navigation query.

t?l
(New) The computerprogram of claim trJ6, wherein the deficiencies include

words of the spoken NL request.

SRIlPO37A
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(27
w

(7(
(New) The computer program of claim 1*6,wherein the

one or more required elements of the navigational query not determinable

interpretation of the spoken NL request.

w.
tlo'l

(New) The computerprogram of claim W9,whercin code segment that

solicits the aclditional input solicits the additional input in to one or more

deficiencies encountered after a first navigation of the data

in the deficiencies include

existence of more than one data record within the data responsive to the navigation

query.

lt?t(

[b'

t?b
H (New) The comPuterProgram of

failure to identiff a single data record within

query'

(??
W. (New) The comPuterpro

solicits additional input displays an'opti

t%
JB. (New) The comPuter

the displayed option menu is by speaking.

t4w. (New) The

t@
W (New

segment that

soirces. m

1efw.

REMARKS

SRIlPO37A

r)q'i,'ti, wher ein the deficiencies include

source responsive to the navigation

of claim l.t{,*no;^code segment that

t-7')
of claim 1H',wherein the act of selecting from

program of claim #,*t o"in the code segments of the

computer program oPerate respect to a plurality of simultaneous users and

corresponding client devi

computer progrutm of claim ,H, 
^*"rcomprising 

a code

the data source from among a plurality of candidate electronic data

to the interpretation of the spoken NL request.

tbtl
(New) The computerprogram of claim lng,whetein the elechonic data source

ia content including at least one of video content and audio content.
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In the event a telephone conversation would expedite the prosecution of this application, the

Examiner may reach the undersigned at (40S) 505-5100. If any fees are due in connection with

the filing of this paper, then the Commissioner is authorized to charge such fees to Deposit

Account No. 50-1351 (OrderNo. SRI1P037A).

ly submitted,

fr No. 41,429
VALLEY IP LAW GROUP

P.O. Box 721030
San Jose, CA 95172
Telephone: (408) 505-5100

.ev1 ilka
Regi
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IN THE UNITED STATES PATENT AND TRADEMAT.K OFFICE

ln re the application of

Christine HALVERSEN et al.

Application No. 09/524,095

Filed: March 13,2000

FoT: NAVIGATING NETWORK BASED
ELECTRONIC INFORMATION USING SPOKEN
INPUT WITH MULTIMODAL
ERROR FEEDBACK

Docket:
SRI1PO37A

Date: September 12, 2000

CERTIFICATE OF MAILING

I hereby certiff that

)
)
)
)
)
)
)
)
)
)
)
)

Transmitted herewith is an amendment in the above-identified application.

The fee has been calculated as shown below.

Claims
Remaining Highest
After Previously Present

Amendment Paid For Extra

United States
Commissioner
12.2000.

Signed:

SMALL ENTITY
RATE FEE

X09=$495.00 OR

$130

$ $612.00

OR

TOTAL
CLAIMS
INDEP
CLAIMS

126

6

11 ))

X39=$ 117.00 OR X78= $

[ ] Multiple Dependent Claim Present

and Fee Not Previously Paid '

P.O. Box 721030
San Jose, CA 95172
Telephone: (408) 505-5100

(Rdis.d l/96)

TOTAL

L-l'.)l

!!

x
-X

pArsNr-.*[}-F

w5{
RECEIVED

APR 1 Z 2A0l

Technotogy Cenhr 2100

is being deposited with the
First Class Mail to: Assistant

DC 20231 on Seotember

LARGE ENTITY
RATE FEE

Mateh & Return
Assistant Commissioner for Patents

Box Fee Amendment
Washington, DC 20231

Sir:

Xr8= $ a BD3xgS
dzDa x s

$260

$_
Applicant(s) hereby petition for a month extension of time to respond to the outstanding Office Action.

Applicant(s) believe that no (additional) Extension ofTime is required; however, if it is determined that such

an extension is required, Applicant(s) hereby petition that such an extension be granted and authorize the

Commissioner to charge the required fees for an Extension of Time under 37 CFR 1.136 to Deposit Account

No.50-1351.
Enclosed is our Check No. 192 in the amount of$612.00 to cover the additional claim fee and/or extension of
time fees.

Ifthe required fees are missing or any additional fees are required to facilitate filing the enclosed response,
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Attorney Docket No.: SRI1P037A (US4l16-3)

IN THE UNITED STATES PATENT AND TRAD

09t524,095
Christine Halverson
SR[ International
Navigating Network-Based Elebtronid ation Using
Spoken Natuial Language Input With Multimodal Enor
Feedback

,','*:, ;,;.,,,iliiWcr. }

,i.ii,..i,.*r?,*.yr$ rf

rfr
Lsf;
lA-lou'

APPLICATION SERIAL NO. :

INVENTOR:
ASSIGNEE:
TITLE:

REVOCATION AND PQ\YER OT ATTORNEY

Assistant Commissioner for Patents

Washington, DC 20231

Twwogy 
center zroa

FILING DATE: March 13,2000
RFCFIVFD

DEc o g 2nnn

The undersigned assignee ofthe above-referenced patent application hereby revokes all

prior powers of attorney and appoints as his attorney, with full powers of substitution and

revocation, to hansact all business in the Patent and Trademark Office ponnected with this

application and anypatent resulting therefrom, the following:

L. Keith Stephens, Reg. No. 32,632

C. Douglas McDonald, Reg.No. 26,659

JohnC. Clark, Reg. No. 43,552

Please direct all future communications and telephone calls to:

L. Keith Stephens
CenttoN, Fmtos, WARn, Etrmreu.lpr, SvltH& Currnn, P.A.

. P.O. Box 3239
. Tampa, FL 3360I-3239

(8r3)223-7000

SRI INTERNATIONAL

It
oate: Il fWlDt'

TPA#1650948.01

By:
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ATTORNEYS AT LAW

ONE HAREOUR PLACT

777 S. HARBOUR ISIAND BOU

TAMPA FTORIDA

Assistant Patents
Washington, DC 2023r

Re: Patent Application Serial No.:
Inventor:
Title:

Filed:
Our File No.:

November 27,2000

EvttrztRNurl, Stvttrn & Curle n, P.A.
WEST PALM REACH 5T. PETERSRURG MIAMI

MAITING ADDRESS:

P.O. BOX 3239, T MPA, Ft 3360t-3239

TEt (813) 223-7000 fAX (813) 229-4t33
Writer's Direct Dial: (813) 229-4209

REOF/VFn

t,ct) 0 B 2flw
.>
ta^&-

'-'",ugl 
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091524,095
Douglas E. Appelt, et al.
Navigating Network-Based Electronic
Information Using Spoken Natural Language
Input with Multimodal Enor Feedback
March 13,2000
44454t02742

Dear Sir:

Please enter the enclosed Revocation and Power of Attornev into the file of the
referenced application

32,632

CDM/cm
Enclosure t ,

cc: Edward E. Davis, Asst. Secretary (w/o encl.)

CERTIFICATE OF MAILING

I do hereby certify that this conespondence is being deposited with the United States postal
Service as first class mail, postage prepaid, in an envelope addressed to Assistant Commissioner for

20231, on the date sbt forth below.
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TPA# l 652860.01 CnalroN, Frrlos, \ruARD,
TAMPA ORLANDO "TALLAT.IASSEI
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