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DECLARATION OF TED BALDWIN CONCERNING THE “PAAM 96: PROCEEDINGS OF THE FIRST
INTERNATIONAL CONFERENCE ON THE PRACTICAL APPLICATION OF INTELLIGENT AGENTS AND
MULTI-AGENT TECHNOLOGY, 22ND-24TH APRIL 1996” REFERENCE

I, TED BALDWIN, declare as follows:

1. T am over the age of 18, have never been convicted of a felony or crime of moral
turpitude and am legally competent to make this declaration. I have personal knowledge

of the matters stated herein.

2. I am a librarian at the University of Cincinnati Libraries (“Library”) located within the

University of Cincinnati in Cincinnati, Ohio.

3. Ihave been employed by the Library for 18 years.

4. T am familiar with the regularly conducted activities of the library, including the record-
keeping practices of the Library, as well as the indexing, cataloging and circulation of the

books and references in the Library’s collection.

5. In the late 1990’s and early 2000’s, the Library regularly maintained physical records in
the course of its operation. One such regularly-maintained record was a catalog entry
corresponding to items in the Library’s collection. These entries are maintained in the
Library’s catalog. Another such regularly-maintained record was an intake stamp, which
indicated the date a new item was indexed in the Library’s catalog and made available to
the public in the Library’s stacks. The intake stamp was typically affixed on the inside of

the item at or near the date the item became publicly available.
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6. The regularly-maintained records of the Library demonstrate that PAAM 96: Proceedings
of the First International Conference on the Practical Application of Intelligent Agents
and Multi-Agent Technology, 22nd-24th April 1996, including the article. “Development
Tools for the Open Agent Architecture” by D. Martin, A. Cheyer, and G. Lee on pages
387-404, was placed in the Library’s collection in accordance with the Library’s regular

practices and made publicly available on or about November 17, 1997.

7. An accurate copy of the reference discussed in paragraph 6 is attached as Exhibit A. The
copy accurately depicts the intake stamp affixed to the original, showing that the intake
process discussed above in paragraph 5 was completed for this reference on or about

November 17, 1997.

8. The Library’s catalog referenced in paragraph 5 above is available for members of the
public to search. The catalog can be searched by subject, title, author, and keywords. An
entry for the reference discussed in paragraph 6 has been maintained in the Library’s
catalog since on or about November 17, 1997. An accurate copy of this catalog entry is
attached as Exhibit B.

All statements made herein of my own knowledge are true and all statements made on
information and belief are believed to be true. I further understand that willful false statements
and the like are punishable by fine or imprisonment, or both under Section 1001 of Title 18 of

the United States Code. I declare under penalty of perjury of the laws of the United States that
the foregoing is true and correct.
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Development Tools for the Open Agent
Architecture*

David L. Martin, Adam Cheyer
SRI International

Gowang-Lo Lee
ETRI

Abstract

The agent-based paradigm for software systems cannot realize its full potential,
and will not become widespread, until adequate agent development tools and envi-
ronments are available. To address this need, an exploration of the requirements for
such tools and environments has been conducted in the context of the Open Agent
Architecture (OAA) project, and has resulted in the creation of the Agent Devel-
opment Toolkit (ADT). The ADT provides a variety of mechanisms that support
the specification and implementation of individual agents, as well as cooperating
communities of agents. Special attention has been given to tools that enable an
agent developer to construct intelligent user interfaces, which allow users to express
their requests of agents using spoken and written natural language in combination
with other modalities. This paper discusses a number of general requirements that
were identified for agent development environments, reports on the design and
functionality of the ADT, and shows how the ADT addresses those requirements.
In addition, we describe our experience to date in constructing OAA-based agent
systems, and future directions in extending the ADT.

1 Introduction

A number of important and interesting investigations have recently been made into the
languages, architectures, algorithms, and formal analyses of agent-based systems, and
substantial agent-based systems are being fielded in a variety of domains. There are
good reasons for this. The notion of autonomous, cooperative, and intelligent agents
as fundamental system building blocks provides an evocative metaphor and a natural
paradigm for harnessing explosive increases in interconnectivity and information access.
From a system developer’s perspective, this paradigm holds the promise of constructing
flexible, adaptable systems that provide intelligent services based on the cooperative

*This paper was supported by a contract from the Electronics and Telecommunications Research
Institute (Korea). The first author can be reached by email at martin@ai.sri.com.
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efforts of the most capable and most appropriate agents for the job at hand, selected
from a potentially vast array of distributed software and hardware resources. !

While the results of these investigations provide many valuable elements of infrastructure
for agent-based systems, it must be recognized that the agent-based approach cannot re-
alize its full potential, and will not become widespread, until adequate agent development
tools and environments are available. To date, very little has been done to address this
need.

There are a number of interesting questions to be addressed: What new requirements and

challenges arise for development tools that are unique to agent-based systems? How does

the inherent autonomy and loose coupling of agents affect the development process and

the resulting artifacts such as documentation? How can we best facilitate the construction '
of a collection of interoperable agents written in various languages and operating on

various platforms, and agents derived from existing applications and legacy information

sources? How much of the creation of an agent-based system can be automated?

An agent system that provides an intelligent user interface — allowing users to express
their requests by using spoken and written natural language in combination with other
modalities — raises additional challenges regarding development environments. For ex-
ample, one important question is how best to provide support for the agent developer,
who is not likely to be a computational linguist, in tailoring the linguistic processing com-
ponents of the system to handle the domain-specific expressions that may be expected
to appear in users’ requests. 2

An exploration of these questions has been conducted in the context of the Open Agent

Architecture (OAA) project, and has resulted in the creation of the Agent Development

Toolkit (ADT). This paper is concerned with the requirements that motivated the cre-

ation of the ADT, and the functionality that evolved to meet those requirements. The '
following section presents a general discussion of requirements that are characteristic of

development environments for agent-based systems. In Section 3 we give an overview

of the OAA, and of results to date in constructing OAA-based agent systems. Section

4 shows in some detail how many of the requirements mentioned earlier have been ad-

dressed by the ADT. Finally, in Section 5, we draw conclusions and mention some current

and proposed work to extend the OAA and the ADT.

2 Challenges for Agent Development Environments

In highlighting some of the general requirements and challenges that can be identified
for development environments for agent-based systems, we are not attempting to give

'Because of the wide variety of systems to which the word ‘agent’ has been applied recently, it may
be helpful to indicate what we mean by ‘agent-based system’. The type of system we have in mind
is one in which the services provided are accomplished through the cooperative efforts of a number of

independent software processes, each of which is persistent and acts with a high degree of autonomy.
2Most other important areas of exploration in agent-based systems — learning, mobility, negotiation,

and so forth — also introduce new challenges for development environments.
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an exhaustive list. We do believe that the points mentioned here are applicable to most
agent-based systems. In describing the Open Agent Architecture in Section 3, we will
be able to show in greater detail how these requirements arise in that particular context,
and in Section 4 we show how they are addressed by the ADT.

2.1 Supporting Conformance

Because of the emphasis on interoperability inherent in agent-based systems, there is a
critical need for each agent to be designed so as to interact correctly (that is, in accor-
dance with protocol) with the other agents in the system. Thus, an agent development
environment should guide the developer in adhering to the protocols used by the system.

Some form of this requirement has existed in all software development paradigms; after
all, even in the simplest programs, procedure calls must match the appropriate procedure
declarations. However, the need for conformance is likely to be more strenuous in agent-
based systems, in two respects. First, agent programming interfaces and interactions
between agents — and hence, the protocols for specifying these — tend to be more
complex than interfaces and interactions between the elements of systems built using
traditional approaches. Second, it is a goal of most agent systems that the development
teams of the various agents be able to work independently, remotely, and on widely
heterogeneous platforms — but while incurring as little overhead as possible due to the
interdependencies of agents.

This requirement of conformance applies as strongly to agent documentation as it does
to agent coding. In particular, the ongoing evolution of an agent-based system by widely
distributed and independent groups of developers will require documentation of available
agents and their capabilities in a consistent, automatically searchable format.

2.2 Supporting Heterogeneity

In agent development, as in most software development, conformance and heterogeneity
are two sides of the same coin: it is precisely because of the need to achieve a meaningful
level of interoperability between widely heterogeneous agents that it is critical for agents
to conform to the same protocols.

Many different types of heterogeneity can occur in an agent-based system. Three that are
of concern from the agent developer’s point of view are the multiplicity of implementation
languages, the multiplicity of execution platforms, and the mixture of newly created
agents with those that have been adapted from legacy applications or information sources.

Thus, the design of an agent development environment (as well as the design of the archi-
tecture) should allow for an equal level of support for an agent’s development, regardless
of its language, platform, or origin.
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2.3 Construction of Agent Communities

An agent-based approach encompasses a new definition of “system” (or at least a defini-
tion modified in some important ways), and consequently calls for new conceptualizations
of what it is to create a “system”. Agent-based system construction involves the identifi-
cation of a set of agents that can do a job together. Wherever possible, parts of a system’s
functionality are provided by reuse of existing agents, but in any case the determination
of what services are provided by existing agents is an essential prerequisite to the design
of new agents. Thus, a development environment should make it as easy as possible to
manipulate (e.g., locate, browse, inspect, visualize) agents as the basic building blocks
of systems. In particular, it should provide support for identifying the capabilities of ex-
isting agents. It should also provide support for specifying new configurations of agents
for interoperation.

2.4 Running and Debugging Systems

Agent-based approaches also entail changes in what is meant by “system execution”.
Invoking — and monitoring — an agent-based system can become much more involved
than it is under today’s predominant software paradigms. Rather than focusing on the
behavior of a single process, or a tightly regimented series of client-server interactions,
the agent-based system developer needs to be able to initiate and ensure the continued
availability of an entire collection of processes running in diverse environments. He must
be able to view the global activity of the collection, as well as the local activities of specific
agents. These needs call for more powerful execution and debugging aids than currently
exist. Thus, an agent-based development environment should provide new mechanisms
for instantiating, monitoring, and debugging operational configurations of agents. Agent-
based debugging aids will most likely be constructed on models borrowed from the field
of simulation.

2.5 Facilitating Use of Support Agents

In our terminology, a support agent is one that provides services of great importance to
many, if not most, agents operating in a system. Thus, while not a fixed part of the
agent system infrastructure, a support agent is thought of as having a more fundamental
status than an ordinary application agent, because of the widespread demand for its use.
Because of the emphasis in the QAA on intelligent user interfaces, speech recognition
and natural language understanding agents have become two very important examples
of support agents in the OAA.

Support agents pose special problems for agent development tasks because in many cases
they employ sophisticated techniques. As a result, customizing a support agent for a
particular task domain is likely to require substantial expertise — a level of expertise
that the average agent developer may not possess and may not have the time to acquire.
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Because of their quasi-standardized use with the system, however, support agents offer an
opportunity to provide knowledge-acquisition tools that support their use. For example,
as we show in Section 4.2, the use of speech recognition and natural language under-
standing agents can be supported with tools for the introduction of natural language
vocabulary and concepts relevant to each agent that employs their services.

3 The Open Agent Architecture

The Open Agent Architecture provides a framework for integrating a society of software
agents, each possessing a high degree of independence and autonomy, within a distributed
environment. A collection of agents satsifies requests from users, or other agents, by
acting cooperatively, under the direction of one or more facilitators (which are themselves
agents of a special type).

The system’s architecture, based loosely on Schwartz’s FLiPSiDE system [7], uses a hier-
archical configuration in which each application agent connects as a client of a facilitator.
Facilitators provide content-based message routing, global data management, and pro-
cess coordination for their set of connected agents. Facilitators can, in turn, be connected
as clients of other facilitators. Each facilitator records the published capabilities of their
subagents, and when requests arrive {expressed in the Interagent Communication Lan-
guage, described below), the facilitator is responsible for breaking them down and for
distributing subrequests to the appropriate agents. An agent satisfying a request may
require supporting information, and the OAA provides numerous means of requesting
data from other agents or from the user.

Agents share a common communication language and a number of basic structural char-
acteristics and capabilities. An agent library provides this common functionality. For
example, every agent can install local or remote triggers on data, events or messages;
manipulate global data stored by facilitators; and request solutions for a set of goals, to
be satisfied under a variety of different control strategies. In addition, the agent library
provides functionality for parsing and translating expressions in the Interagent Communi-
cation Language, and for managing network communication using TCP/IP. Agents may
be implemented {or derived from existing applications) in any programming language to
which the agent library has been ported, and may run on any network-linked platform.

The OAA has been described in greater detail in [4).

3.1 The Interagent Communication Language

The OAA’s Interagent Communication Language (ICL) is the interface language shared by
all agents, no matter what machine they are running on or what computer language they
are programmed in. The ICL has been designed as an extension of the Prolog program-
ming language, in order to take advantage of the power of unification and backtracking
during interactions among agents.
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Every agent participating in an OAA-based system defines and publishes a set of capabil-
ities specifications, expressed in the ICL, describing the services that it provides. These
establish a high-level interface to the agent, which is used by a facilitator in communi-
cating with the agent, and, most important, in delegating service requests (or parts of
requests) to the agent. Partly due to our use of Prolog as the basis of the ICL, we refer
to these capabilities specifications as solvables.

For example, in creating an agent for a mail system, solvables might be defined for sending
a message to a person, testing whether a message about a particular subject has arrived
in the mail queue, or displaying a particular message onscreen. For a database wrapper
agent, one might define a distinct solvable corresponding to each of the relations present
in the database.

3.2 Startlt

As mentioned in Section 2.4, agent-based architectures introduce strenuous requirements
for invoking and monitoring systems of agents. Startlt addresses these requirements, and
provides an important bridge between the functionality of the ADT and that of the OAA.

Once a collection of interoperable agents has been assembled to work on a set of tasks,
Startlt provides the means of invoking each of the agents on the correct platform, ac-
cording to the system protocols of that platform, and ensuring that the agent makes
the required connection to an OAA facilitator. Of equal importance, Startlt monitors the
status of each agent to see that it continues to function correctly. In the event that Startlt
detects a failure of one of the agents, it is able to take steps to recover from the failure
and automatically restart the agent.

Startup specifications for each agent and instructions on how to deal with failures are
contained in configuration files which, as described below, can be automatically generated
by a component of the ADT.

3.3 OAA-Based Prototype and Fielded Systems

The OAA has been used as the framework for a number of applications in several domain
areas. The first OAA-based system was a multifunctional “office assistant”, in which
fourteen autonomous agents provide monitoring, communication and management capa-
bilities for business applications such as online calendars, electronic mail, or databases [4].
In a typical scenario, agents with expertise in email processing, text-to-speech transla-
tion, notification planning, calendar and database access and telephone control cooperate
to find a user and alert him or her of some important message.

The OAA has also been used to construct flexible and natural user interfaces to agent-
based and conventional applications. In the CommandTalk system, currently installed
at the Marine Corps Air Ground Combat Center at Twentynine Palms, CA, a collection
of OAA-enabled agents provide a spoken-English interface to a map-based simulation of
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armed forces. Another OAA-based multimodal user interface project focuses on tech-
niques for merging simultaneous streams of pen and voice input to form multimedia
queries about data retrieved from commercial Internet web sites [2].

4 The Agent Development Toolkit

The Agent Development Toolkit, or ADT, is built around three loosely coupled core
components, and presents itself via a user interface component.

e The Programmer’s Agent Construction Tool (ProACT) is used by an agent designer
to define and maintain the capabilities and other properties of an agent, to manage
documentation for the agent, and to generate a code template for the agent.

e The Linguistic Expertise Acquisition Program (LEAP) facilitates the task of inter-
facing a new agent with existing linguistic support agents such as natural language
parsers and speech recognition systems. This involves obtaining semantic informa-
tion about the domain in which the agent operates, the services provided by the
agent, and the English words that will be useful in composing requests for these
services. To make these words useful to the system, LEAP extracts from the agent
developer information about their linguistic attributes; it does so by asking the
developer simple questions about how and when those words are used. Once the
linguistic knowledge has been acquired, LEAP generates or updates the appropriate
knowledge bases needed by the linguistic support agents.

e PROJECT allows the developer to create and maintain repositories of reusable
agents, and to choose from available repositories to produce an operable config-
uration of agents for a particular application domain. Once the configuration has
been selected, PROJECT can produce a configuration file for use by Startlt, the
OAA’s system execution manager.

o The user interface component provides integrated access to the features of all three
core components. It provides editing capabilities for the artifacts of each core
component, such as agent specifications, iconic representations of agents, source
code, domain classes and vocabulary, agent repositories, and project configurations.

The ADT has itself been constructed within the OAA. That is, each of the three core
components, as well as the user interface, is instantiated as one or more OAA agents.
Thus, in constructing the ADT, we were able to take advantage of the benefits of the
agent-based paradigm. For example, we were readily able to use a mixture of languages
and platforms (some under UNIX 3 and some under Microsoft Windows) in implemen-
tating the components. In particular, the user interface benefited from the use of rapid
development user interface tools available under Microsoft Windows, and LEAP benefited
from being implemented under UNIX, where we were able to make good use of our Prolog

3All product names mentioned in this document are the trademarks of their respective holders.
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development environment and some existing source code from related projects. Further,
the use of the OAA ensures future extensibility via the addition of new agents.

In the following discussions of the three core components, the use and appearance of the
user interface component is not covered in detail, but parts of it are mentioned in the
core component descriptions, and parts are shown in the accompanying figures.

4.1 ProACT: Defining and Constructing Agents

ProACT guides an agent developer through the various phases of agent creation and
maintenance.

An agent developer starts creating a new agent by defining, in ProACT, its name, author,
title, version number, and icon. To inspect or modify an ezisting agent, the agent can be
opened using either of two familiar techiques: the existing agent’s specification file can
be selected from a file navigation dialog, or its icon can be selected from those in the
currently selected agent repository. (Agent repositories are selectable using PROJECT.)

The agent programmer can then use ProACT to enumerate the agent’s capabilities in
terms of the Interagent Communication Language. The ICL editing window provides
an opportunity to ensure conformance to protocol, by performing syntax checks and
prompting the developer for missing syntactic elements. *

Once the capabilities of the agent have been specified, ProACT encourages the agent
programmer to provide documentation for the agent, in a standardized format. Infor-
mation may be entered using built-in documentation editors, which provide templates
for describing the agent itself, and each of the agent’s capabilities specifications. After
documentation has been edited, ProACT automatically generates HT'ML representations
of the information that can be published on the World Wide Web, and thus can be made
readily available to other agent developers collaborating on the project, or those who
may add agents to the project at some future time.

The use of HTML as a documentation medium is motivated by the requirement, discussed
earlier, to support widely distributed teams of agent developers with up-to-date speci-
fications that can automatically be searched for reusable agents providing some needed
service. Publishing documentation in HTML allows developers to employ any of a wide
variety of available Web tools. For example, ProACT interfaces with Harvest [1], an In-
ternet tool for indexing and searching Web pages. In the Harvest framework, brokers
and gatherers can be set up to collect all published OAA documentation from anywhere
in the world, or from selected subgroups of agent development sites — thus providing an
efficient query mechanism to search for appropriate agents for reuse.

ProACT supports heterogeneity by generating code templates for agents in several pro-
gramming languages, currently Prolog, C, C with X Windows, and Visual Basic. Delphi
and Lisp will be added soon, as libraries in these languages have recently been added to
the OAA. Code template generation is a useful function for the novice programmer, who

4As of this writing, these syntax checks are under development.
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may not know all the intricacies of building a new agent, as well as being a timesaver for
the expert user. Code template generation is also convenient when an existing agent is
ported to another programming language.

A ProACT screen is shown in Figure 1. In this figure, code template generation, in C,
has just been completed for a new agent.

e I 75|

e i Agent DevelentTools ]
FEile ProAct Leap Project QOptions Help !

¢

Code Tempiate Generation

GENTACNDF \mail\mad ¢

mail.c
Purpose : Manage mail coasands and triggers

Author : Adam Cheyer

Created : 09-27-1995 by ADT vl1.0

Copyright (C) 1995, SRI International. 4ll rights reserved.
-/

#include *agentlib.h*® /= Open Agent Architecture Library s/
#include <stdio.h>
#include <string.h>

Figure 1: Using ProACT to generate source code for an agent.

4.2 LEAP: Adding Speech and Natural Language Understand-
ing to Agents

Agents provide functionality that can be accessed by other agents, by the user through a
graphical user interface, or sometimes by the user through a natural language (spoken or
written) interface. As mentioned in Section 2.5, speech recognition and natural language
processing capabilities are made available to all agents in the OAA by specialized support
agents.

To provide a natural language interface to an agent, the agent designer must generate
linguistic knowledge bases for the Natural Language and Speech Recognition agents,
which enables these agents to handle spoken and written requests that are appropriate

Petition%?i/licrosoft Corporation - Ex. 1008, p. 2872



for the agent. LEAP is a tool for guiding the user through this process, and is primarily Tt
concerned with the requirements expressed in Sections 2.1 and 2.5. ’ La

It is important to realize that the roles of the Speech Recognition and Natural Language

agents can be played by different agents in different OAA configurations (indeed, it is g0
possible to have several different Speech Recognition and/or Natural Language agents fa.c
operating within a single configuration). These Speech Recognition and Natural Lan- '1;
guage agents can be of varying levels of sophistication, and in some configurations, there €
are advantages to using relatively simple approaches (for example, some configurations LE
have employed Natural Language agents based on Prolog Definite Clause Grammars). sul
However, in most settings, one wants to use the most powerful, flexible approaches avail- an
able, and thus our efforts have been focused on the use of two very sophisticated systems
developed at SRI: the Decipher [3] speech recognition system, and the Gemini [5] natural g}]
language understanding system, both of which have been used as agents in a number of b‘l
OAA-based systems. Consequently, the requirements for LEAP have largely been driven Eir‘
by these two systems. ent
Although the Speech Recognition and Natural Language agents provide considerable flex- to
ibility in specifying knowledge for new domains, they were written by and for computa- Pre
tional linguists. Consequently, extending the domain knowledge and linguistic knowledge Wi
of these support agents (as is true of most powerful speech recognition and natural lan- In
guage systems) has heretofore been a complex task requiring expertise in computational
linguistics. This has been an acceptable requirement in their original context of use. (I:\?I
However, their use within the OAA creates a new context, characterized by the following tha;
conditions:
reg
the
¢ New and widely varying domains are added frequently. gal
o As agents are introduced and developed in a domain, the knowledge needed by the
Speech Recognition and Natural Language agents changes rapidly and may continue 4.9
to evolve over a long period. This change involves knowledge of linguistic usage as
well as knowledge of the solvables (agent capabilities descriptions) currently made Ne
available in the domain. def
o Agent developers, rather than linguists, will introduce new domain knowledge to Las
the Speech Recognition and Natural Language agents. II)-Ie:
i
LEAP’s goal, then, is to assist the nonlinguist in introducing new domain and linguistic }?l:
knowledge to Speech Recognition and Natural Language agents. ‘ s0f
Wi
4.2.1 LEAP’s Subcomponents and General Approach ura
ma
LEAP’s mission involves acquiring four types of knowledge: domain knowledge, as cap- sub
tured in a class hierarchy; knowledge of the solvables provided by the agents being used ' pro
in an OAA-based system; some types of linguistic information (morphological, syntactic, ; sor
and semantic) about the vocabulary that may be used in formulating requests of the f _
agents; and phonetic (pronunciation) information about this vocabulary. ¢
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The first three of these knowledge types provide the critical connections that the Natural
Language agent will need (at execution time, not at agent development time) to transform
an English request into a formal goal that may be handled by an OAA facilitator. This
goal, an expression in a first-order logical notation, contains solvables as subgoals. The
facilitator, in satisfying the goal, will dispatch each solvable to an agent that can handle
it. The fourth type of information will be used (also at execution time) by the Speech
Recognition agent in recognizing spoken requests.

LEAP has a subcomponent corresponding to each of these four types of knowledge; these
subcomponents are the Class Hierarchy Editor, the ICL-NL Linker °, the Word Wizard,

and the Pronunciation Wizard.

The sequence of events for telling LEAP about a new agent is as follows: First, using the
Class Hierarchy Editor, inspect and edit the class hierarchy to ensure that the types of
objects the agent deals with are represented in the hierarchy. Then, using the ICL-NL
Linker, provide semantic information about the agent’s solvables (these have already been
entered, using ProACT). Next, using the Word Wizard, enter words that are expected
to be contained in users’ requests for the agent. Finally, for any words for which the
Pronunciation Wizard doesn’t already have a phonetic description, use the Pronunciation
Wizard to select and/or edit one.

In our presentation, here, of the first three subcomponents of LEAP, we are primarily
concerned with operations that help to satisfy the knowledge base requirements of the
Natural Language agent. This is because its knowledge base is considerably more complex
than that required by the Speech Recognition agent. Indeed, most of the information
required by the Speech Recognition agent can be viewed as a subset of that needed by
the Natural Language agent. One notable exception to this, however, is the information
gathered by the fourth subcomponent, the Pronunciation Wizard.

4.2.2 LEAP’s Class Hierarchy Editor

Nearly all rules in the knowledge base of the Natural Language agent refer to the classes
defined in the class hierarchy. The class hierarchy is a tree that contains what the Natural
Language agent recognizes as the primitive conceptual categories to which entities may
belong, and expresses the superclass and subclass relationships that hold between them.
Higher levels of the hierarchy contain the more domain-independent classes, whereas
lower levels tend to be more domain-specific. For example, the class agent — a class
likely to be near the root of the hierarchy — might have subclasses human-agent and
software-agent, both of which are considered to be domain-independent.

When a new domain (such as the corporate personnel domain) is introduced to the Nat-
ural Language agent, it is usually necessary to add new classes reflecting the distinctions
made in that domain. For example, the human-agent class might have a domain-specific
subclass employee that is broken into subclasses manager, salesperson, researcher, and
programmer — reflecting the personnel structure of a particular organization. (These are
some of the classes used in our office assistant domain.)

SInteragent Communication Language — Natural Language Linker
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Because the class hierarchy is so central to the expression of the rules used by the Natural
Language agent, it must be easy to understand and to edit. Thus, we have provided a
Class Hierarchy Editor for browsing and modification of this hierarchy. This editor also
allows drag-and-drop techniques to be used in selecting classes during operation of both

the ICL-NL linker and the Word Wizard, as described later.

4.2.3 LEAP’s ICL-NL Linker

The ICL-NL Linker acquires the knowledge needed by the Natural Language agent so
that it can include a new solvable (capability specification) in the formal representations
that it generates from English requests.

Two main types of information are requested from the user. First, the user is asked
to provide an overall characterization of the solvable as an Entity, Relationship, or At-
tribute. This means of characterizing solvables was selected because, as a standard part
of database methodology, it is likely to be familiar to most developers, and also because
the characterization can be used to guide the selection of rules that the Natural Language
agent can use in generating appropriate calls to the solvable.

Second, the user is asked to annotate each solvable with information from the class
hierarchy; this is done by associating a class with the functor and with each argument of
each solvable. This operation is facilitated by the ability to drag and drop class names
between the Class Hierarchy Editor and the ICL-NL Linker. Figure 2 shows the main
window of the ICL-NL Linker being used in this way. In this example, the developer,
who is characterizing the arguments of the solvables provided by an email agent, has
just associated the first argument of the solvable forward(Msg, Destination) with the
domain-specific class message.

In addition, the ICL-NL Linker provides several other utilities that are helpful in intro-
ducing new solvables to the Natural Language agent. For example, if a solvable represents
a database relation, and thus can be queried for all the tuples in the relation, the ICL-NL
Linker can be used to perform these queries and automatically create vocabulary entries
corresponding to specific values of the relation’s fields.

Before moving on to LEAP’s most linguistically specialized component, it is worth noting
that the functionality of its Class Editor and ICL-NL Linker can be viewed in a nonlin-
guistic context, that is, as a means of developing domain-specific ontologies, and giving
characterizations of agents’ capabilities in terms of these ontologies. These characteriza-
tions are general enough to be of use to more sophisticated facilitators and information
brokers, which are currently under development for use with the QAA.

4.2.4 LEAP’s Word Wizard

LEAP’s Word Wizard acquires the knowledge needed by the Natural Language agent to
understand sentences containing a particular word or phrase.

The Word Wizard’s chief method of acquiring information from the user is exemplar-
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Figure 2: Using LEAP to link ontological classes to an agent specification.
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based; that is, it asks the user questions about the correctness of specific phrases or Since 1

sentences, and draws the appropriate conclusions based on the responses. This approach word i
is based on previous work done at SRI on the TEAM project [6]. LEAP
specifi

The Wizard operates by obtaining a categorization of a new word, and by gradually

. o e . . . new w

refining the categorization through a series of questions. Each refinement of category, in
turn, determines the subsequent questions to be asked. Each question asked is used to Ego:v‘:;
(1) refine the categorization of the word (roughly, by identifying the important patterns the Pr
it can be used in), (2) obtain some specific data needed about the word (such as the phonef
plural form of a noun), or (3) both of these operations. The questions are simple ones also hs
that do not require any expert knowledge about natural language processing. specifi
For example, in constructing an agent that extracts information from a personnel specifi
database, the developer might want the agent to be able to answer questions containing for the
the verb ‘occupy’, as in “Who occupies office number EJ2197”. After entering ‘occupy’ One of
as a new verb, the developer would first be asked to identify one or more acceptable pat- been i
terns of usage, from a list of available verb usage patterns. Assuming that he selects the OAA’s
pattern “A(n) _occupies a(n) ———___ ”, he would then be asked to fill in the classes,
from the class hierarchy, of the things that can be referred to in the blanked positions.
(In this case, he might fill in the classes ‘employee’ and ‘office’.) Following this, LEAP
would ask questions about the acceptability of different uses of ‘occupy’. For instance, 4.3
the developer would be asked to say whether the following construction sounds OK: “An
office is occupied by an employee”. From the answer, LEAP would know whether ‘oc- tI‘he P!
cupy’ can be used in the passive form, and could use this information in generating the is used
appropriate lexical entry for ‘occupy’, to be used by the Natural Language agent. :’ROJE

0aco
Once the final categorization for a new word is determined, the Wizard has all the infor- tailorir
mation it needs to update the Natural Language agent’s knowledge base. The information include
gathered by the Wizard for a new word, along with related information entered previ- agent
ously using the Class Hierarchy Editor and the ICL-NL Linker, typically results in a large a confi
number of changes (perhaps 10 to 25 detailed updates) to the knowledge base. These Startlt
updates are transparent to the user, who sees only the command structure provided by )
the user interface and the commonsense questions that have been presented. in Fl.g‘

ion in
4.2.5 LEAP’s Pronunciation Wizard

5 C
Much of the knowledge needed by the Speech Recognition agent (such as a word’s part
of speech) can be derived from the information acquired for the Natural Language agent. The m
One type of linguistic knowledge that is used exclusively by the Speech Recognition agent challer
is a word’s phonetic specification, the description of how it is pronounced. Even though dressec
the Speech Recognition agent incorporates a large corpus of phonetic information for or- tifying
dinary words, the vocabulary used by an agent can include domain-specific terminology, are rel
names, abbreviations, and acronyms, and thus it is frequently the case that additional and fu
phonetic specifications are needed. As a simple example, our office assistant agent sys- (OAA)‘
tem might be expected to answer the spoken question “What is the extension of Adam I
Cheyer”, or to satisfy the request “Send a message to cheyer@aij.sri.com”. ?;: Sg/l\
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Since the Speech Recognition agent needs to have a phonetic specification for each new
word introduced to it, and since these specifications employ a fairly specialized notation,
LEAP includes a Pronunciation Wizard to help the agent developer in entering these
specifications. The Pronunciation Wizard operates in the background, checking each
new word to see if its pronunciation is already known. When a word without a known
pronunciation is encountered, it is placed on an action list, until the developer is ready
to work on pronunciations. At that time, he can select a word from the action list, and
the Pronunciation Wizard uses a sophisticated algorithm to generate a list of plausible
phonetic specifications for the word. The developer is asked to select one of these, and
also has the option to edit it. To assist in this task, the user can ask to see a phonetic
specification for any other word known to the system. For instance, in selecting a phonetic
specification for the name “Cheyer”, it might be helpful to have a look at the specification
for the rhyming word “buyer”.

One other way in which the Pronunciation Wizard can be helpful, but which has not yet
been implemented, is that a selected phonetic specification could be submitted to the
OAA’s text-to-speech support agent for audio playback.

4.3 PROJECT: Configuring Communities of Agents

The PROJECT tool, which addresses many of the requirements expressed in Section 2.3,
is used to define particular configurations of agents for a given application domain. Using
PROJECT, a programmer can graphically construct an agent project by adding members
to a conference table, selecting participants from repositories of available agents, and then
tailoring agent execution parameters to the task at hand. These execution parameters
include such things as what specific machine to execute an agent on, what facilitator the
agent should connect to, and what steps to take if the agent unexpectedly crashes. Once
a configuration has been specified, the PROJECT tool can generate data files for use by
Startlt (Section 3.2).

In Figure 3, PROJECT’s main screen is shown, with construction of a project configura-
tion in progress.

5 Conclusions and Future Directions

The main theme of this paper has been that agent-based software paradigms introduce
challenging new requirements for development environments, which will need to be ad-
dressed before these paradigms are able to realize their full promise. We began by iden-
tifying some important general requirements for agent development environments which
are relevant to most, if not all, agent-based systems. We have outlined the architecture
and functionality of one particular agent-based paradigm, the Open Agent Architecture
(OAA), in order to illustrate how these general requirements arise in that context. In our
presentation of the Agent Development Toolkit — a prototype development environment
for OAA-based systems, which itself consists of a collection of OAA agents — we have
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Figure 3: Using PROJECT to define an operable configuration of agents.
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shown how many of these requirements have been addressed.

In building the ADT, our initial focus has been on capabilities that provide the great-
est gains in productivity, and that are readily accessible to novice agent developers.
We recognize that there are many possibilities for additional functionality that can be
introduced into the ADT framework, and consequently we have designed the ADT for
extensibility.

We have not yet taken full advantage of the fact that the ADT is itself implemented
within the OAA. Thus the Natural Language and Speech Recognition agents could be
used to provide a multimodal interface for the ADT, just as they have for some of our
application domains. More importantly, implementation within the OAA means that the
results of many development decisions can be tested immediately and demonstrated to the
developer within their context of use. For example, when introducing new vocabulary for
an agent using LEAP, it should be possible to immediately try out a sentence containing
that vocabulary and observe, first, whether the Natural Language agent produces the
correct formal representations, and second, whether these representations result in the
desired set of agent interactions.

One important area that has not been addressed is debugging tools. Because of the
complexity associated with interactions of multiple autonomous agents and the overhead
associated with deployment on distributed sites, the ability to simulate a community
of agents will have great value. We see this ability as something that will be tightly
integrated with the execution environment (which again, will be facilitated by the im-
plementation of the ADT within the OAA). For any selected configuration of agents, it
should be possible to initiate a simulated set of interactions without requiring any addi-
tional setup effort. The simulation will allow for global and local views of agent activities,
with the ability to inspect data, trace, set breakpoints, and step through execution.

Finally, there is important work to be done in reasoning about agent capabilities spec-
ifications. So far we have only made use of each agent’s specification of the services it
provides, but it is interesting to consider what could be done if additional information
were provided by each agent as to what services it uses. We would like to explore to
what extent, given these additional specifications, the development environment can au-
tomatically determine whether a given configuration of agents can supply a given set
of services, and if not, find and select existing reusable agents that supply the missing
capabilities.
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Multimodal Maps: An Agent-based Approach

Adam Cheyer and Luc Julia

SRI International
333 Ravenswood Ave
Menlo Park, CA 94025 - USA

Abstract. In this paper, we discuss how multiple input modalities may be combined to produce more
natural user interfaces. To illustrate this technique, we present a prototype map-based application for a
travel planning domain. The application is distinguished by a synergistic combination of handwriting,
gesture and speech modalities; access to existing data sources including the World Wide Web; and a
mobile handheld interface. To implement the described application, a hierarchical distributed network of
heterogeneous software agents was augmented by appropriate functionality for developing synergistic
multimodal applications.

1 Introduction

As computer systems become more powerful and complex, efforts to make computer interfaces more
simple and natural become increasingly important. Natural interfaces should be designed to facilitate
communication in ways people are already accustomed to using. Such interfaces allow users to
concentrate on the tasks they are trying to accomplish, not worry about what they must do to control the
interface.

In this paper, we begin by discussing what input modalities humans are comfortable using when
interacting with computers, and how these modalities should best be combined in order to produce natural
interfaces. In seetion-threeSect. 3, we present a prototype map-based application for the travel planning
domain which uses a synergistic combination of several input modalities. Section for+4 describes the
agent-based approach we used to implement the application and the work on which it is based. In seetion
fiveSect. 5, we summarize our conclusions and future directions.

2 Natural Input

2.1 Input Modalities

Direct manipulation interface technologies are currently the most widely used techniques for creating user
interfaces. Through the use of menus and a graphical user interface, users are presented with sets of
discrete actions and the objects on which to perform them. Pointing devices such as a mouse facilitate
selection of an object or action, and drag and drop techniques allow items to be moved or combined with
other entities or actions.

With the addition of electronic pen devices, gestural drawings add a new dimension direct manipulation
interfaces. Gestures allow users to communicate a surprisingly wide range of meaningful requests with a
few simple strokes. Research has shown that multiple gestures can be combined to form dialog, with rules
of temporal grouping overriding temporal sequencing {22}(Rhyne, 1987). Gestural commands are
particularly applicable to graphical or editing type tasks.

Direct manipulation interactions possess many desirable qualities: communication is generally fast and
concise; input techniques are easy to learn and remember; the user has a good idea about what can be
accomplished, as the visual presentation of the available actions is generally easily accessible. However,
direct manipulation suffers from limitations when trying to access or describe entities which are not or
can not be visualized by the user.

Limitations of direct manipulation style interfaces can be addressed by another interface technology, that
of natural language interfaces. Natural language interfaces excel in describing entities that are not
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currently displayed on the monitor, in specifying temporal relations between entities or actions, and in
identifying members of sets. These strengths are exactly the weaknesses of direct manipulation interfaces,
and concurrently, the weaknesses of natural language interfaces (ambiguity, conceptual coverage, etc.)
can be overcome by the strengths of direct manipulation.

Natural language content can be entered through different input modalities, including typing, handwriting,
and speech. It is important to note that, while the same textual content can be provided by the three
modalities, each modality has widely varying properties.

Spoken language is the modality used first and foremost in human-human interactive problem solving
F4=(Cohen et al., 1990). Speech is an extremely fast medium, several times faster than typing or
handwriting. In addition, speech input contains content that is not present in other forms of natural
language input, such as prosidy, tone and characteristics of the speaker (age, sex, accent).

Typing is the most common way of entering information into a computer, because it is reasonably fast,
very accurate, and requires no computational resources.

Handwriting has been shown to be useful for certain types of tasks, such as performing numerical
calculations and manipulating names which are difficult to pronounce H-8;—+94-(Oviatt, 1994; Oviatt and
Olson, 1994). Because of its relatively slow production rate, handwriting may induce users to produce
different types of input than is generated by spoken language; abbreviations, symbols and non-
grammatical patterns may be expected to be more prevalent amid written input.

2.2 Combination of Modalities

As noted in the previous section, direct manipulation and natural language seem to be very
complementary modalities. It is therefore not surprising that a number of multimodal systems combine
the two.

Notable among such systems is the Cohen's Shoptalk system 6};(Cohen, 1992), a prototype
manufacturing and decision-support system that aids in tasks such as quality assurance monitoring, and
production scheduling. The natural language module of Shoptalk is based on the Chat-85 natural language
system {25}(Warren and Perreira, 1982) and is particularly good at handling time, tense, and temporal
reasoning.

A number of systems have focused on combining the speed of speech with the reference provided by
direct manipulation of a mouse pointer. Such systems include the XTRA system H};(Allegayer et al,
1989), CUBRICON H-5+f(Neal and Shapiro, 1991), the PAC-Amodeus model H-6+;(Nigay and Coutaz,
1993), and TAPAGE {94(Faure and Julia, 1994).

XTRA and CUBRICON are both systems that combine complex spoken input with mouse clicks, using
several knowledge sources for reference identification. CUBRICON's domain is a map-based task,
making it similar to the application developed in this paper. However, the two are different in that
CUBRICON can only use direct manipulation to indicate a specific item, whereas our system produces a
richer mixing of modalities by adding both gestural and written language as input modalities.

The PAC-Amodeus systems such as VoicePaint and Notebook allow the user to synergistically combine
vocal or mouse-click commands when interacting with notes or graphical objects. However, due to the
selected domains, the natural language input is very simple, generally of the style "Insert a note here-"".
TAPAGE is another system that allows true synergistic combination of spoken input with direct
manipulation. Like PAC-Amodeus, TAPAGE's domain provides only simple linguistic input. However,
TAPAGE uses a pen-based interface instead of a mouse, allowing gestural commands. TAPAGE, selected
as a building block for our map application, will be described more in detail in seetionSect. 4.2.

Other interesting work regarding the simultaneous combination of handgestures and gaze can be found in
£213+Bolt (1980) and Koons, Sparrell and Thorisson (1993).

3 A Multimodal Map Application

In this section, we will describe a prototype map-based application for a travel planning domain. In order
to provide the most natural user interface possible, the system permits the user to simultaneously combine
direct manipulation, gestural drawings, handwritten, typed and spoken natural language. When designing
the system, other criteria were considered as well:
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The user interface must be light and fast enough to run on a handheld PDA while able to access
applications and data that may require a more powerful machine.

Existing commercial or research natural language and speech recognition systems should be used.
Through the multimodal interface, a user must be able to transparently access a wide variety of data
sources, including information stored in HTML form on the World Wide Web.

As illustrated in FigureFig. 1, the user is presented with a pen sensitive map display on which drawn
gestures and written natural language statements may be combined with spoken input. As opposed to a
static paper map, the location, resolution, and content presented by the map change, according to the
requests of the user. Objects of interest, such as restaurants, movie theaters, hotels, tourist sites, municipal
buildings, etc. are displayed as icons. The user may ask the map to perform various actions. For example :
distance calculation : e.g. "How far is the hotel from Fisherman's Wharf?"

object location : e.g. "Where is the nearest post office?"

filtering : e.g. "Display the French restaurants within 1 mile of this hotel."

information retrieval : e.g. "Show me all available information about Alcatraz."

The application also makes use of multimodal (multimedia) output as well as input: video, text, sound and
voice can all be combined when presenting an answer to a query.

During input, requests can be entered using gestures (see EigureFig. 2 for sample gestures), handwriting,
voice, or a combination of pen and voice. For instance, in order to calculate the distance between two
points on the map, a command may be issued using the following:

gesture, by simply drawing a line between the two points of interest.

voice, by speaking "What is the distance from the post office to the hotel?".

handwriting, by writing "dist p.o. to hotel?"

synergistic combination of pen and voice, by speaking "What is the distance from here to this hotel?"
while simultaneously indicating the specified locations by pointing or circling.

Notice that in our example of synergistic combination of pen and voice, the arguments to the verb
"distance" can be specified before, at the same time, or shortly after the vocalization of the request to
calculate the distance. If a user's request is ambiguous or underspecified, the system will wait several
seconds and then issue a prompt requesting additional information.

The user interface runs on pen-equipped PC's or a Dauphin handheld PDA (}71)(Dauphin, DTR-1 User's
Manual) using either a microphone or a telephone for voice input. The interface is connected either by
modem or ethernet to a server machine which will manage database access, natural language processing
and speech recognition for the application. The result is a mobile system that provides a synergistic
pen/voice interface to remote databases.

In general, the speed of the system is quite acceptable. For gestural commands, which are handled locally
on the user interface machine, a response is produced in less than one second. For handwritten
commands, the time to recognize the handwriting, process the English query, access a database and begin
to display the results on the user interface is less than three seconds (assuming an ethernet connection, and
good network and database response). Solutions to verbal commands are displayed in three to five
seconds after the end of speech has been detected; partial feedback indicating the current status of the
speech recognition is provided earlier.

4 Approach

In order to implement the application described in the previous section, we chose to augment a proven
agent- based architecture with functionalities developed for a synergistically multimodal application. The
result is a flexible methodology for designing and implementing distributed multimodal applications.

4.1 Building Blocks

4-1-1-Open Agent Architecture. The Open Agent Architecture (OAA) {54(Cohen et al., 1994) provides
a framework for coordinating a society of agents which interact to solve problems for the user. Through
the use of agents, the OAA provides distributed access to commercial applications, such as mail systems,
calendar programs, databases, etc.

The Open Agent Architecture possesses several properties which make it a good candidate for our needs:

DISH, Exh. 1032, p. 3
Petitioner Microsoft Corporation - Ex. 1008, p. 2887



An Interagent Communication Language (ICL) and Query Protocol have been developed, allowing agents
to communicate among themselves. Agents can run on different platforms and be implemented in a
variety of programming languages.

Several natural language systems have been integrated into the OAA which convert English into the
Interagent Communication Language. In addition, a speech recognition agent has been developed to
provide transparent access to the Corona speech recognition system.

The agent architecture has been used to provide natural language and agent access to various
heterogeneous data and knowledge sources.

Agent interaction is very fine-grained. The architecture was designed so that a number of agents can work
together, when appropriate in parallel, to produce fast responses to queries.

The architecture for the OAA, based loosely on Schwartz's FLiPSiDE system{23}; (Schwartz, 1993). uses
a hierarchical configuration where client agents connect to a "facilitator" server. Facilitators provide
content-based message routing, global data management, and process coordination for their set of
connected agents. Facilitators can, in turn, be connected as clients of other facilitators. Each facilitator
records the published functionality of their sub-agents, and when queries arrive in Interagent
Communication Language form, they are responsible for breaking apart any complex queries and for
distributing goals to the appropriate agents. An agent solving a goal may require supporting information
and the agent architecture provides numerous means of requesting data from other agents or from the
user.

Among the assortment of agent architectures, the Open Agent Architecture can be most closely compared
to work by the ARPA knowledge sharing community {+04-(Genesereth and Singh, 1994). The OAA's
query protocol, Interagent Communication Language and Facilitator mechanisms have similar
instantiations in the SHADE project, in the form of KQML, KIF and various independent capability
matchmakers. Other agent architectures, such as General Magic's Telescript {+1H;5(General Magic, 1995)
MASCOS {2045(Park et al, submitted), or the CORBA distributed object approach H+74(Object
Management Group, 1991) do not provide as fully developed mechanisms for interagent communication
and delegation.

The Open Agent Architecture provides capability for accessing distributed knowledge sources through
natural language and voice, but it is lacking integration with a synergistic multimodal interface.
4-1-2-TAPAGE. TAPAGE (edition de Tableaux par la Parole et la Geste) is a synergistic pen/voice
system for designing and correcting tables.

To capture signals emitted during a user's interaction, TAPAGE integrates a set of modality agents, each
responsible for a very specialized kind of signal {94-(Faure and Julia, 1994). The modality agents are
connected to an “irterpretagentinterpret agent' which is responsible for combining the inputs across
all modalities to form a valid command for the application. The interpret agent receives filtered results
from the modality agents, sorts the information into the correct fields, performs type-checking on the
arguments, and prompts the user for any missing information, according to the model of the interaction.
The interpret agent is also responsible for merging the data streams sent by the modality agents, and for
resolving ambiguities among them, based on its knowledge of the application's internal state. Another
function of the interpret agent is to produce reflexes: reflexes are actions output at the interface level
without involving the functional core of the application.

The TAPAGE system can accept multimodal input, but it is not a distributed system; its functional core is
fixed. In TAPAGE, the set of linguistic input is limited to a verb object argument format.

4.2 Synthesis

In the Open Agent Architecture, agents are distributed entities that can run on different machines, and
communicate together to solve a task for the user. In TAPAGE, agents are used to provide streams of
input to a central interpret process, responsible for merging incoming data. A generalization of these two
types of agents could be:

Macro Agents: contain some knowledge and ability to reason about a domain, and can answer or make
queries to other macro agents using the Interagent Communication Language.

DISH, Exh. 1032, p. 4
Petitioner Microsoft Corporation - Ex. 1008, p. 2888



Micro Agents: are responsible for handling a single input or output data stream, either filtering the signal
to or from a hierarchically superior “#aterpret™interpret' agent.

The network architecture that we used was hierarchical at two resolutions—: micro agents are connected
to a superior macro agent, and macro agents are connected in turn to a facilitator agent. In both cases, a
server is responsible for the supervision of its client sub-agents.

In order to describe our implementation, we will first give a description of each agent used in our
application and then illustrate the flow of communication among agents produced by a user's request.
Speech Recognition (SR) Agent: The SR agent provides a mapping from the Interagent Communication
Language to the API for the Decipher (Corona) speech recognition system {445(Cohen et al., 1990), a
continuous speech speaker independent recognizer based on Hidden Markov Model technology. This
macro agent is also responsible for supervising a child micro agent whose task is to control the speech
data stream. The SR agent can provide feedback to an interface agent about the current status and
progress of the micro agent (e.g. "listening™" . "end of speech detected", etc.) This agent is written in C.
Natural Language (NL) Parser Agent: translates English expressions into the Interagent Communication
Language (ICL). For a more complete description of the ICL, see {5}-Cohen et al. (Cohen et al., 1994).
The NL agent we selected for our application is the simplest of those integrated into the OAA. It is
written in Prolog using Definite Clause Grammars, and supports a distributed vocabulary; each agent
dynamically adds word definitions as it connects to the network. A current project is underway to
integrate the Gemini natural language system f44;(Cohen et al., 1990), a robust bottom up parser and
semantic interpreter specifically designed for use in Spoken Language Understanding projects.

Database Agents: Database agents can reside at local or remote locations and can be grouped
hierarchically according to content. Micro agents can be connected to database agents to monitor relevant
positions or events in real time. In our travel planning application, database agents provide maps for each
city, as well as icons, vocabulary and information about available hotels, restaurants, movies, theaters,
municipal buildings and tourist attractions. Three types of databases were used: Prolog databases, X.500
hierarchical databases, and data loaded automatically by scanning HTML pages from the World Wide
Web (WWW). In one instance, a local newspaper provides weekly updates to its Mosaic-accessible list of
current movie times and reviews, as well as adding several new restaurant reviews to a growing
collection; this information is extracted by an HTML reading database agent and made accessible to the
agent architecture. Descriptions and addresses of new restaurants are presented to the user on request, and
the user can choose to add them to the permanent database by specifying positional coordinates on the
map (ege.g. "add this new restaurant here"), information lacking in the WWW database.

Reference Resolution Agent: This agent is responsible for merging requests arriving in parallel from
different modalities, and for controlling interactions between the user interface agent, database agents and
modality agents. In this implementation, the reference resolution agent is domain specific: knowledge is
encoded as to what actions must be performed to resolve each possible type of ICL request in its
particular domain. For a given ICL logical form, the agent can verify argument types, supply default
values, and resolve argument references. Some argument references are descriptive ("How far is it to the
hotel on Emerson Street?"); in this case, a domain agent will try to resolve the definite reference by
sending database agent requests. Other references, particularly when contextual or deictic, are resolved by
the user interface agent ("What are the rates for this hotel?"). Once arguments to a query have been
resolved, this-agent agent coordinates the actions and calculations necessary to produce the result of the
request.

Interface Agent: This macro agent is responsible for managing what is currently being displayed to the
user, and for accepting the user's multimodal input. The Interface Agent also coordinates client modality
agents and resolves ambiguities among them : handwriting and gestures are interpreted locally by micro
agents and combined with results from the speech recognition agent, running on a remote speech server.
The handwriting micro-agent interfaces with the Microsoft PenWindows API and accesses a handwriting
recognizer by CIC Corporation. The gesture micro- agent accesses recognition algorithms developed for
TAPAGE.
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An important task for the interface agent is to record which objects of each type are currently salient, in
order to resolve contextual references such as "the hotel" or "where I was before." Deictic references are
resolved by gestural or direct manipulation commands. If no such indication is currently specified, the
user interface agent waits long enough to give the user an opportunity to supply the value, and then
prompts the user for it.

We shall now give an example of the distributed interaction of agents for a specific query. In the
following example, all communication among agents passes transparently through a facilitator agent in an
undirected fashion; this process is left out of the description for brevity.

1. A user speaks: "How far is the restaurant from this hotel?"

2. The speech recognition agent monitors the status and results from its micro agent, sending
feedback received by the user interface agent. When the string is recognized, a translation is requested.

3. The English request is received by the NL agent and translated into ICL form.

4, The reference resolution agent (RR) receives the ICL distance request containing one definite and
one deictic reference and asks for resolution of these references.

5. The interface agent uses contextual structures to find what "the restaurant" refers to, and waits for
the user to make a gesture indicating "the hotel", issuing prompts if necessary.

6. When the references have been resolved, the domain agent (RR) sends database requests asking

for the coordinates of the items in question. It then calculates the distance according to the scale of the
currently displayed map, and requests the user interface to produce output displaying the result of the
calculation.

5 Conclusions

By augmenting an existing agent-based architecture with concepts necessary for synergistic multimodal
input, we were able to rapidly develop a map-based application for a travel planning task. The resulting
application has met our initial requirements: a mobile, synergistic pen/voice interface providing good
natural language access to heterogeneous distributed knowledge sources. The approach used was general
and should provide a for developing synergistic multimodal applications for other domains.

The system described here is one of the first that accepts commands made of synergistic combinations of
spoken language, handwriting and gestural input. This fusion of modalities can produce more complex
interactions than in many systems and the prototype application will serve as a testbed for acquiring a
better understanding of multimodal input.

In the near future, we will continue to verify and extend our approach by building other multimodal
applications. We are interested in generalizing the

methodology even further; work has already begun on an agent-building tool which will simplify and
automate many of the details of developing new agents and domains.

DISH, Exh. 1032, p. 6
Petitioner Microsoft Corporation - Ex. 1008, p. 2890



Multimodal Maps: An Agent-based Approach

Adam CHEYER and Luc JULIA
SRI International
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Abstract:

In this paper, we discuss how multiple input modalities may be combined to produce more
natural user interfaces. To illustrate this technique, we present a prototype map-based application
for a travel planning domain. The application is distinguished by a synergistic combination of
handwriting, gesture and speech modalities; access to existing data sources including the World
Wide Web; and a mobile handheld interface. To implement the described application, a
hierarehieal-distributed network of heterogeneous software agents was augmented by appropriate
functionality for developing synergistic multimodal applications.

1+-Introduction

As computer systems become more powerful and complex, efforts to make computer interfaces
more simple and natural become increasingly important. Natural interfaces should be designed to
facilitate communication in ways people are already accustomed to using. Such interfaces should
allow users to concentrate on the tasks they are trying to accomplish, not worry about what they
must do to control the interface.

In this paper, we begin by discussing what input modalities humans are comfortable using when
interacting with computers, and how these modalities should best be combined in order to
produce natural interfaces. In section three, we present a prototype map-based application for the
travel planning domain which uses a synergistic combination of several input modalities. Section
four describes the agent-based approach we used to implement the application and the work on
which it is based. In section five, we summarize our conclusions and future directions.

2—Natural Input
2-1—Input Modalities

Direct manipulation interface technologies are currently the most widely used techniques for
creating user interfaces. Through the use of menus and a graphical user interface, users are
presented with sets of discrete actions and the objects on which to perform them. Pointing
devices such as a mouse facilitate selection of an object or action, and drag and drop techniques
allow items to be moved or combined with other entities or actions.
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With the addition of electronic pen devices, gestural drawings add a new dimension to direct
manipulation interfaces. Gestures allow users to communicate a surprisingly wide range of
meaningful requests with a few simple strokes. Research has shown that multiple gestures can be
combined to form dialog, with rules of temporal grouping overriding temporal sequencing
224:[[23]]. Gestural commands are particularly applicable to graphical or editing type tasks.

Direct manipulation interactions possess many desirable qualities: communication is generally
fast and concise; input techniques are easy to learn and remember; the user has a good idea about
what can be accomplished, as the visual presentation of the available actions is generally easily
accessible. However, direct manipulation suffers from limitations when trying to access or
describe entities which are not or can not be visualized by the user.

Limitations of direct manipulation style interfaces can be addressed by another interface
technology, that of natural language interfaces. Natural language interfaces excel in describing
entities that are not currently displayed on the monitor, in specifying temporal relations between
entities or actions, and in identifying members of sets. These strengths are exactly the
weaknesses of direct manipulation interfaces, and concurrently, the weaknesses of natural
language interfaces (ambiguity, conceptual coverage, etc.) can be overcome by the strengths of
direct manipulation- [[6]].

Natural language content can be entered through different input modalities, including typing,
handwriting, and speech. It is important to note that, while the same textual content can be
provided by the three modalities, each modality has widely varying properties.

Spoken language is the modality used first and foremost in human-human interactive problem
solving f[[4+]]. Speech is an extremely fast medium, several times faster than typing or
handwriting. In addition, speech input contains content that is not present in other forms of
natural language input, such as prosidy, tone and characteristics of the speaker (age, sex, accent).

Typing is the most common way of entering information into a computer, because it is
reasonably fast, very accurate, and requires no computational resources.

Handwriting has been shown to be useful for certain types of tasks, such as performing
numerical calculations and manipulating names which are difficult to pronounce £[[18;+9}-].
[20]]. Because of its relatively slow production rate, handwriting may induce users to produce
different types of input than is generated by spoken language; abbreviations, symbols and non-
grammatical patterns may be expected to be more prevalent amid written input.

2-2-Combination of Modalities

As noted in the previous section, direct manipulation and natural language seem to be very
complementary modalities. It is therefore not surprising that a number of multimodal systems
combine the two.

Notable among such systems is the Cohen's Shoptalk system {[[61;]]. a prototype manufacturing
and decision-support system that aids in tasks such as quality assurance monitoring, and
production scheduling. The natural language module of Shoptalk is based on the Chat-85 natural
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language system {25}[[26]] and is particularly good at handling time, tense, and temporal
reasoning.

A number of systems have focused on combining the speed of speech with the reference
provided by direct manipulation of a mouse pointer. Such systems include the XTRA system
F[14]]. CUBRICON {[[15%]]. the PAC-Amodeus model {[[16};]]. and TAPAGE {[[9}-]. [12]].

XTRA and CUBRICON are both systems that combine complex spoken input with mouse clicks,
using several knowledge sources for reference identification. CUBRICON's domain is a map-
based task, making it similar to the application developed in this paper. However, the two are
different in that CUBRICON can only use direct manipulation to indicate a specific item,
whereas our system produces a richer mixing of modalities by adding both gestural and written
language as input modalities.

Fhe-PAC-Amodeus systems such as VoicePaint and Notebook allow the user to synergistically
combine vocal or mouse-click commands when interacting with notes or graphical objects.
However, due in part to the selected domains, the natural language input is very simple,
generally of the style "Insert a note here."

TAPAGE is another system that allows true synergistic combination of spoken input with direct
manipulation. Like PAC-Amodeus, TAPAGE's domain provides only simple linguistic input.
However, TAPAGE uses a pen-based interface instead of a mouse, allowing gestural commands.
TAPAGE, selected as a-one of the "building bleekblocks" for our map application, will be
described more in detail in section 4.2.

Other interestingpertinent work regarding the simultaneous combination of handgestures and
gaze can be found in {[[2-]. [134]].

3—A Multimodal Map Application

In this section, we will describe a prototype map-based application for a travel planning domain.
In order to provide the most natural user interface possible, the system permits the user to
simultaneously combine direct manipulation, gestural drawings, handwritten, typed and spoken
natural language When designing the architecture for the system, other criteria were considered
as well:

The user interface must be light and fast enough to run on a handheld PDA while able to
access applications and data that may require a more powerful machine.

Existing commercial or research natural language and speech recognition systems should be
used.

Through the multimodal interface, a user must be able to transparently access a wide variety of
data sources, including information stored in HTML fermformat on the World Wide Web.

The map functionality, interface design, and classes of input data of the system presented here is
based on a design by Oviatt and Cohen, used by them in a wizard-of-oz simulation system
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designed to explore complex interactions of modalities [[19]]. The agent-based architecture used
to realize Oviatt and Cohen's design is new, as is its application to travel planning.

As illustrated in Figure 1, the user is presented with a pen sensitive map display on which drawn
gestures and writterhandwritten natural language statements may be combined with spoken
input. As opposed to a static paper map, the location, resolution, and content presented by the
map change, according to the requests of the user. Objects of interest, such as restaurants, movie
theaters, hotels, tourist sites, municipal buildings, etc. are displayed as icons. The user may ask
the map to perform various actions. For example :

distance calculation : e.g. "How far is the hotel from Fisherman's Wharf?"
object location : e.g. "Where is the nearest post office?"

filtering : e.g. "Display the French restaurants within 1 mile of this hotel."
information retrieval : e.g. "Show me all available information about Alcatraz."

The application also makes use of multimodal (multimedia) output as well as input: video, text,
sound and voice can all be combined when presenting an answer to a query.

During input, requests can be entered using gestures (see-Figure 2-fersamplegestures),
handwriting, voice, or a combination of pen and voice. For instance, in order to calculate the

distance between two points on the map, a command may be issued using the following:

gesture, by simply drawing a line between the two points of interest.

voice, by speaking "What is the distance from the post office to the hotel?".

handwriting, by writing "dist p.o. to hotel?"

synergistic combination of pen and voice, by speaking "What is the distance from here to this
hotel?" while simultaneously indicating the specified locations by pointing or circling.

Notice that in our example of synergistic combination of pen and voice, the arguments to the
verb "distance" can be specified before, at the same time, or shortly after the vocalization of the
request to calculate the distance. If a user's request is ambiguous or underspecified, the system
will wait several seconds and then issue a prompt requesting additional information.

The user interface runs on pen-equipped PC's or a Dauphin handheld PDA (-([[7H}]]) using
either a microphone or a telephone for voice input. The interface is connected either by modem
or ethernet to a server machine which will manage database access, natural language processing
and speech recognition for the application. The result is a mobile system that provides a
synergistic pen/voice interface to remote databases.

In general, the speed of the system is quite acceptable. For gestural commands, which are
handled locally on the user interface machine, a response is produced in less than one second.
For handwritten commands, the time to recognize the handwriting, process the English query,
access a database and begin to display the results on the user interface is less than three seconds
(assuming an ethernet connection, and good network and database response). Solutions to verbal
commands are displayed in three to five seconds after the end of speech has been detected;
partial feedback indicating the current status of the speech recognition is provided earlier.
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4—Approach

In order to implement the application described in the previous section, we chose to augment a
proven agent- based architecture with functionalities developed for a synergistically multimodal
application. The result is a flexible methodology for designing and implementing distributed
multimodal applications.

4-1-Building Blocks

4-1-1-Open Agent Architecture

The Open Agent Architecture (OAA) f[[51]] provides a framework for coordinating a society of
agents which interact to solve problems for the user. Through the use of agents, the OAA
provides distributed access to commercial applications, such as mail systems, calendar programs,
databases, etc.

The Open Agent Architecture possesses several properties which make it a good candidate for
our needs:

An Interagent Communication Language (ICL) and Query Protocol have been developed,
allowing agents to communicate among themselves. Agents can run on different platforms and
be implemented in a variety of programming languages.

Several natural language systems have been integrated into the OAA which convert English
into the Interagent Communication Language. In addition, a speech recognition agent has been
developed to provide transparent access to the Corona speech recognition system.

The agent architecture has been used to provide natural language and agent access to various
heterogeneous data and knowledge sources.

Agent interaction is very fine-grained. The architecture was designed so that a number of
agents can work together, when appropriate in parallel, to produce fast responses to queries.

The architecture for the OAA, based loosely on Schwartz's FLiPSiDE system{23}[[24]]. uses a
hierarchical configuration where client agents connect to a "facilitator" server. Facilitators
provide content-based message routing, global data management, and process coordination for
their set of connected agents. Facilitators can, in turn, be connected as clients of other

facilitators. Each facilitator records the published functionality of their sub-agents, and when
queries arrive in Interagent Communication Language form, they are responsible for breaking
apart any complex queries and for distributing goals to the appropriate agents. An agent solving a
goal may require supporting information and the agent architecture provides numerous means of
requesting data from other agents or from the user.

Among the assortment of agent architectures, the Open Agent Architecture can be most closely
compared to work by the ARPA knowledge sharing community {[[10}:]]. The OAA's query
protocol, Interagent Communication Language and Facilitator mechanisms have similar
instantiations in the SHADE project, in the form of KQML, KIF and various independent
capability matchmakers. Other agent architectures, such as General Magic's Telescript £[[114;]].
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MASCOS 204[[21]]. or the CORBA distributed object approach {[[174]] do not provide as fully
developed mechanisms for interagent communication and delegation.

The Open Agent Architecture provides capability for accessing distributed knowledge sources
through natural language and voice, but it is lacking integration with a synergistic multimodal
interface.

4-1-2-TAPAGE

TAPAGE (edition de Tableaux par la Parole et la Geste) is a synergistic pen/voice system for
designing and correcting tables.

To capture signals emitted during a user's interaction, TAPAGE integrates a set of modality
agents, each responsible for a very specialized kind of signal {[[94}:]]. The modality agents are
connected to an "interpret agent" which is responsible for combining the inputs across all
modalities to form a valid command for the application. The interpret agent receives filtered
results from the modality agents, sorts the information into the correct fields, performs type-
checking on the arguments, and prompts the user for any missing information, according to the
model of the interaction. The interpret agent is also responsible for merging the data streams sent
by the modality agents, and for resolving ambiguities among them, based on its knowledge of the
application's internal state. Another function of the interpret agent is to produce reflexes: reflexes
are actions output at the interface level without involving the functional core of the application.

The TAPAGE system can accept multimodal input, but it is not a distributed system; its
functional core is fixed. In TAPAGE, the set of linguistic input is limited to a verb object
argument format.

4-2-Synthesis

In the Open Agent Architecture, agents are distributed entities that can run on different
machines, and communicate together to solve a task for the user. In TAPAGE, agents are used to
provide streams of input to a central interpret process, responsible for merging incoming data. A
generalization of these two types of agents could be :

Macro Agents: contain some knowledge and ability to reason about a domain, and can answer or
make queries to other macro agents using the Interagent Communication Language.

Micro Agents: are responsible for handling a single input or output data stream, either filtering
the signal to or from a hierarchically superior "interpret" agent.

The network architecture that we used was hierarchical at two resolutions - micro agents are
connected to a superior macro agent, and macro agents are connected in turn to a facilitator
agent. In both cases, a server is responsible for the supervision of its client sub-agents.
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In order to describe our implementation, we will first give a description of each agent used in our
application and then illustrate the flow of communication among agents produced by a user's
request.

Speech Recognition (SR) Agent: The SR agent provides a mapping from the Interagent
Communication Language to the API for the Decipher (Corona) speech recognition system
H[441]. a large vocabulary, continuous speech, speaker independent recognizer based on Hidden
Markov Model technology. This macro agent is also responsible for supervising a child micro
agent whose task is to control the speech data stream. The SR agent can provide feedback to an

interface agent about the current status and progress of the micro agent (e.g. "listening", "end of
speech detected", etc.) This agent is written in C.

Natural Language (NL) Parser Agent: translates English expressions into the Interagent
Communication Language (ICL). For a more complete description of the ICL, see f[[5}-]]. The
NL agent we selected for our application is the simplest of those integrated into the OAA. It is
written in Prolog using Definite Clause Grammars, and supports a distributed vocabulary; each
agent dynamically adds word definitions as it connects to the network. A current project is
underway to integrate the Gemini natural language system {44;[[8]]. a robust bottom up parser
and semantic interpreter specifically designed for use in Spoken Language Understanding
projects.

Database Agents: Database agents can reside at local or remote locations and can be grouped
hierarchically according to content. Micro agents can be connected to database agents to monitor
relevant positions or events in real time. In our travel planning application, database agents
provide maps for each city, as well as icons, vocabulary and information about available hotels,
restaurants, movies, theaters, municipal buildings and tourist attractions. Three types of
databases were used: Prolog databases, X.500 hierarchical databases, and data loaded
automatically by scanning HTML pages from the World Wide Web (WWW). In one instance, a
local newspaper provides weekly updates to its Mosaic-accessible list of current movie times and
reviews, as well as adding several new restaurant reviews to a growing collection; this
information is extracted by an HTML reading database agent and made accessible to the agent
architecture. Descriptions and addresses of new restaurants are presented to the user on request,
and the user can choose to add them to the permanent database by specifying positional
coordinates on the map (eg. "add this new restaurant here"), information lacking in the WWW
database.

Reference Resolution Agent: This agent is responsible for merging requests arriving in parallel
from different modalities, and for controlling interactions between the user interface agent,
database agents and modality agents. In this implementation, the reference resolution agent is
domain specific: knowledge is encoded as to what actions must be performed to resolve each
possible type of ICL request in its particular domain. For a given ICL logical form, the agent can
verify argument types, supply default values, and resolve argument references. Some argument
references are descriptive ("How far is it to the hotel on Emerson Street?"); in this case, a domain
agent will try to resolve the definite reference by sending database agent requests. Other
references, particularly when contextual or deictic, are resolved by the user interface agent
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("What are the rates for this hotel?"). Once arguments to a query have been resolved, this agent
agent coordinates the actions and calculations necessary to produce the result of the request.

Interface Agent: This macro agent is responsible for managing what is currently being displayed
to the user, and for accepting the user's multimodal input. The Interface Agent also coordinates
client modality agents and resolves ambiguities among them : handwriting and gestures are
interpreted locally by micro agents and combined with results from the speech recognition agent,
running on a remote speech server. The handwriting micro-agent interfaces with the Microsoft
PenWindows API and accesses a handwriting recognizer by CIC Corporation. The gesture
micro- agent accesses recognition algorithms developed for TAPAGE.

An important task for the interface agent is to record which objects of each type are currently
salient, in order to resolve contextual references such as "the hotel" or "where I was before."
Deictic references are resolved by gestural or direct manipulation commands. If no such
indication is currently specified, the user interface agent waits long enough to give the user an
opportunity to supply the value, and then prompts the user for it.

We shall now give an example of the distributed interaction of agents for a specific query. In the
following example, all communication among agents passes transparently through a facilitator
agent in an undirected fashion; this process is left out of the description for brevity.

1. A user speaks: "How far is the restaurant from this hotel?"

2. The speech recognition agent monitors the status and results from its micro agent,
sending feedback received by the user interface agent. When the string is recognized, a
translation is requested.

3. The English request is received by the NL agent and translated into ICL form.

4. The reference resolution agent (RR) receives the ICL distance request containing one
definite and one deictic reference and asks for resolution of these references.

5. The interface agent uses contextual structures to find what "the restaurant" refers to, and
waits for the user to make a gesture indicating "the hotel", issuing prompts if necessary.

6. When the references have been resolved, the domain agent (RR) sends database requests

asking for the coordinates of the items in question. It then calculates the distance according to the
scale of the currently displayed map, and requests the user interface to produce output displaying
the result of the calculation.

5-CONCLUSIONS

By augmenting an existing agent-based architecture with concepts necessary for synergistic
multimodal input, we were able to rapidly develop a map-based application for a travel planning
task. The resulting application has met our initial requirements: a mobile, synergistic pen/voice
interface providing good natural language access to heterogeneous distributed knowledge
sources. The approach used was general and should provide a means for developing synergistic
multimodal applications for other domains.

The system described here is one of the first that accepts commands made of synergistic
combinations of spoken language, handwriting and gestural input. This fusion of modalities can
produce more complex interactions than in many systems and the prototype application will
serve as a testbed for acquiring a betterdeeper understanding of multimodal input.
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In the near future, we will continue to verify and extend our approach by building other
multimodal applications. We are interested in generalizing the methodology even-further; work
has already begun on an agent-building tool which will simplify and automate many of the
details of developing new agents and domains.
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KB-catalog

Contact Deposit-publications

x Search doi

Back Next Options "

LBS4

+S System
Ul GGC
--2 Order
B Enter
-C Show/Change
_E Replace
F Reorder
G Return
H Annualize
I New delivery
J Replace del.
K Replace part
L Return deliv.
M Enter subscr.
N For subscr.
O Check in issue
P Check in curr.
Q Check in bill
R Incr. order
S For invoice
T Consign. note
U Cons. note. del.
V Reminder slip
D Search
+3 Subscription
+4 Invoice
+5 Supplier
+6 Circulation
+7 Budget
+A Admin.

Ord. Pica3

Order number [
Old order number
Placement
Supplier 1]
Shipping method
Type

Stage

Selection code
Institution code
Specification
Delivery number

Cooperating Brabant universities

Book ordering DEPOT gratis

Payment authorization

Book depot collection/ 1

Book depot collection
96049200

144853272
223040797

PPN
EPN

Budget z00b98

Date implemented
Modification date

Ordered on

Delayed billing 0 Amount I:l
Added no.

No. originally ordered
Reference no.

Activation on

Amount on receipt:

Requested by

18-07-1996 11:18
05-08-1996 14:49
24-07-1996

Remarks History Delivery

Initial status
b (order received
e (ordered)
a (to be ordered)

Final status

y (authorize payment)
b (order received)

e (ordered)

a (to be ordered

Date

05-08-1996
05-08-1996
24-07-1996
18-07-1996
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download-multimodal-communication.txt

SET: S3 [54] TTL: 32 PPN: 144853272 PAG: 1.

Implemented: 1001:23-01-96 Amended: 1999:22-08-13 06:39:29 Status: 9999:99-
99-99

0500 Aax

0501 #tekst=txt %%rdacontent/dut

0502 #zonder medium=n %%rdamedia/dut

0503 #band=nc %%rdacarrier/dut

1100 1995 $ [1995]

1121 u

1500 /leng

1700 /1nl

2000 9090083154

2020 B9635959

2097 #0CoLC#69071749

3011 Harry@Bunt!068920075!Hendrik Cornelis Bunt (1944-) (ISNI 0000 0001 2149
0086)

3012 Robbert-Jan@Beun!075105888!Robbert-Jan Beun (ISNI 0000 0000 8317 9093)
3161 @International Conference on Cooperative Multimodel Communication CMC/95
(Eindhoven): 1995

4000 @Proceedings of the International Conference on Cooperative Multimodel
Communication CMC/95: Eindhoven, May 24-26, 1995 / Harry Bunt, Robbert-Jan
Beun &

Tijn Borghuis (eds.)

4030 [Tilburg: Katholieke Universiteit Brabant]

4031 [Eindhoven: Technische Universiteit Eindhoven]

4060 2 dl. (VII, 324 p)

4061 ill

4062 30 cm

4204 Met lit. opg., reg

5201 !12160800X!multimedia

5202 1075635143 !communicatie

5203 1075603195! computertoepassingen

3521 1075385899!@Katholieke Universiteit Brabant, Tilburg

3522 1075382903!@Technische Universiteit Eindhoven

4701 ea

4900 13-09-96 13:53:50.671

7001 13-09-96: gdfg

7100 5085886 [-5085887] !d! @ f

8008 rp/29

8009 rp/32

7900 18-09-96 14:29:57.169

7800 223040797

Page 1
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Paper No. 4
Filed: January 26, 2018

UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

DISH NETWORK CORPORATION AND DISH NETWORK L.L.C.
Petitioners
V.
I[PA TECHNOLOGIES INC.

Patent Owner

Case No. IPR2018-00351
U.S. Patent No. 6,757,718
FILED: JUNE 30, 2000
ISSUED: JUNE 10, 2004
INVENTORS: CHRISTINE HALVERSON ET AL.

TITLE: MOBILE NAVIGATION OF NETWORK-BASED ELECTRONIC
INFORMATION USING SPOKEN INPUT

PATENT OWNER’S MANDATORY NOTICES
37 C.F.R. 42.8(2)(2)
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Pursuant to 37 C.F.R. § 42.8(a)(2), Patent Owner submits the following
mandatory notices:

(1) Real Party-in-interest

The real party-in-interest is the Patent Owner, IPA Technologies Inc.,
which is a wholly owned subsidiary of Wi-LAN Technologies Inc. (a Delaware
corporation), which is a wholly owned subsidiary of Wi-LAN Inc. (a Canadian
corporation), which is a wholly owned subsidiary of Quarterhill Inc. (a
Canadian corporation publicly traded on the TSX and NASDAQ).

(2) Related matters

Pursuant to 37 C.F.R. § 42.8(b)(2), Patent Owner submits that the *718
patent is involved in the following proceedings:

DISH Network Corporation, et al. v. IPA Technologies Inc., IPR2018-
00351 (PTAB); Google LLC v. IPA Technologies Inc., 1IPR2018-00476
(PTAB); IPA Technologies, Inc. v. DISH Network Corporation, et al. No. 1:16-
CV-01170 (D. Del.); IPA Technologies Inc. v. NVIDIA Corporation., No. 1-17-
cv-00287 (D. Del.); IPA Technologies Inc. v. Sony Electronics Inc., et al., No.
1-17-cv-00055 (D. Del.); IPA Technologies Inc. v. Amazon.com, Inc. et al., No.
1-16-cv-01266 (D. Del.).

(3) Lead and back-up counsel

Patent Owner provides the following designation and service information

for lead and back-up counsel. 37 C.F.R. § 42.8(b)(3) and (b)(4). Please direct

all correspondence regarding this proceeding to lead and back-up counsel at
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their respective email addresses listed below. 37 C.F.R. § 42.8(b)(4).

1601 Elm Street, Suite 4400

Dallas, Texas 75201

Tel: (214) 978-6600

Fax: (214) 978-6601

IPA SDTeam@skiermontderby.com
Registration No: 58,788

LEAD COUNSEL BACK-UP COUNSEL
Steven W. Hartsell Alexander E. Gasser
SKIERMONT DERBY LLP SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400

Dallas, Texas 75201

Tel: (214) 978-6600

Fax: (214) 978-6601

[PA SDTeam@skiermontderby.com
Registration No: 48,760

Sarah E. Spires

SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400

Dallas, Texas 75201

Tel: (214) 978-6600

Fax: (214) 978-6601
IPA_SDTeam@skiermontderby.com
Registration No: 61,501

January 26, 2018

Respectfully Submitted,

/Steven W. Hartsell/

Lead Counsel for Patent Owner
Reg. No. 58,788

SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400
Dallas, Texas 75201

P: 214-978-6600/F: 214-978-6601
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CERTIFICATE OF SERVICE

The undersigned hereby certifies that a copy of the foregoing Patent
Owner’s Mandatory Notices were served on January 26, 2018, by delivering a
copy via electronic mail to the attorneys of record for the Petitioners as follows:

Eliot Williams

G. Hopkins Guy

Ali Dhanani

BAKER BOTTS L.L.P.
eliot.williams@bakerbotts.com
hop.guy@bakerbotts.com
ali.dhanani@bakerbotts.com

Dated: January 26, 2018 Respectfully submitted,

/Steven W. Hartsell/

Lead Counsel for Patent Owner
Reg. No. 58,788

SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400
Dallas, Texas 75201

P: 214-978-6600/F: 214-978-6601
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Paper No. 3
Filed: January 26, 2018

UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

DISH NETWORK CORPORATION AND DISH NETWORK L.L.C.

Petitioners

V.

IPA TECHNOLOGIES INC.

Patent Owner

Case No. IPR2018-00351
U.S. Patent No. 6,757,718
FILED: JUNE 30, 2000
ISSUED: JUNE 10, 2004
INVENTORS: CHRISTINE HALVERSON ET AL.

TITLE: MOBILE NAVIGATION OF NETWORK-BASED ELECTRONIC
INFORMATION USING SPOKEN INPUT

POWER OF ATTORNEY
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Pursuant to 37 C.F.R. § 42.10(b), the Patent Owner of U.S. Patent No.
6,757,718, IPA Technologies Inc., hereby appoints the counsel identified below as
its attorneys to transact all business in the United States Patent & Trademark Office

associated with this Inter Partes review of U.S. Patent No. 6,757,718:

LEAD COUNSEL BACK-UP COUNSEL
Steven W. Hartsell Sarah E. Spires
SKIERMONT DERBY LLP SKIERMONT DERBY LLP
1601 Elm Street, Suite 4400 1601 Elm Street, Suite 4400
Dallas, Texas 75201 Dallas, Texas 75201
Tel: (214) 978-6600 Tel: (214) 978-6600
Fax: (214) 978-6601 Fax: (214) 978-6601
IPA_ SDTeam@skiermontderby.com I[PA SDTeam@skiermontderby.com)
Reg. No. 58,788 Reg. No. 61,501
Alexander E. Gasser
SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400

Dallas, Texas 75201

Tel: (214) 978-6600

Fax: (214) 978-6601
IPA_SDTeam@skiermontderby.com
Reg. No. 48,760

Paul J. Skiermont

SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400

Dallas, Texas 75201

Tel: (214) 978-6600

Fax: (214) 978-6601
I[PA_SDTeam@skiermontderby.com
(pro hac vice application to be submitted)
Sadaf R. Abdullah

SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400

Dallas, Texas 75201

Tel: (214) 978-6600

Fax: (214) 978-6601

IPA SDTeam@skiermontderby.com
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(pro hac vice application to be
submitted)

Mieke K. Malmberg

SKIERMONT DERBY LLP

800 Wilshire Boulevard, Suite 1450
Los Angeles, CA 90017

Tel: (213) 788-4500

Fax: (213) 788-4545
IPA_SDTeam@skiermontderby.com
(pro hac vice application to be
submitted)
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The individual signing below has the authority to execute this document

on behalf of Patent Owner, IPA Technologies Inc.

SIGNATUR : #!
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CERTIFICATE OF SERVICE

The undersigned hereby certifies that a copy of the foregoing Patent
Owner’s Power of Attorney was served on January 26, 2018, by delivering a
copy via electronic mail to the attorneys of record for the Petitioners as follows:

Eliot Williams

G. Hopkins Guy

Ali Dhanani

BAKER BOTTS L.L.P.
eliot.williams@bakerbotts.com
hop.guy@bakerbotts.com
ali.dhanani@bakerbotts.com

Dated: January 26, 2018 Respectfully submitted,

/Steven W. Hartsell/

Counsel for Patent Owner
SKIERMONT DERBY LLP

1601 Elm Street, Suite 4400
Dallas, Texas 75201

P: 214-978-6600/F: 214-978-6601
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Trials@uspto.gov Paper No. 5
571-272-7822

UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

DISH NETWORK CORPORATION AND DISH NETWORK, L.L.C.,
Petitioner,

V.

IPA TECHNOLOGIES, INC.,
Patent Owner.

Case IPR2018-00351
Patent 6,757,718

Mailed: February 7, 2018

Before Amy Kattula, Trial Paralegal

NOTICE OF FILING DATE ACCORDED TO PETITION
AND
TIME FOR FILING PATENT OWNER PRELIMINARY RESPONSE

The petition for inter partes review filed in the above proceeding has
been accorded the filing date of December 20, 2017.

Patent Owner may file a preliminary response to the petition no later
than three months from the date of this notice. The preliminary response is
limited to setting forth the reasons why the requested review should not be

instituted. Patent Owner may also file an election to waive the preliminary
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Case IPR2018-00351
Patent No. 6,757,718

response to expedite the proceeding. For more information, please consult

the Office Patent Trial Practice Guide, 77 Fed. Reg. 48756 (Aug. 14, 2012),
which 1s available on the Board Web site at http://www.uspto.ecov/PTAB.

Patent Owner is advised of the requirement to submit mandatory
notice information under 37 C.F.R. § 42.8(a)(2) within 21 days of service of
the petition.

The parties are encouraged to use the heading on the first page of this
Notice for all future filings in the proceeding.

The parties are advised that under 37 C.F.R. § 42.10(c), recognition of
counsel pro hac vice requires a showing of good cause. The parties are
authorized to file motions for pro hac vice admission under 37 C.F.R.

§ 42.10(c). Such motions shall be filed in accordance with the “Order --
Authorizing Motion for Pro Hac Vice Admission” in Case [PR2013-00639,
Paper 7, a copy of which is available on the Board Web site under
“Representative Orders, Decisions, and Notices.”

The parties are reminded that unless otherwise permitted by 37 C.F.R.
§ 42.6(b)(2), all filings in this proceeding must be made electronically in
Patent Trial and Appeal Board End to End (PTAB E2E), accessible from the

Board Web site at http://www.uspto.gov/PTAB. To file documents, users

must register with PTAB E2E. Information regarding how to register with
and use PTAB E2E is available at the Board Web site.

If there are any questions pertaining to this notice, please contact
Amy Kattula at 571-272-5826 or the Patent Trial and Appeal Board at
571-272-7822.
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Case IPR2018-00351
Patent No. 6,757,718

PETITIONER:

Eliot Williams
Eliot.williams@bakerbotts.com

Hopkins Guy
Hop.guy@bakerbotts.com

Ali Dhanani
Ali.dhanani@bakerbotts.com

PATENT OWNER:

Steven Hartsell
shartsell@skiermontderby.com

Alexander Gasser
agasser@skiermontderby.com

Sarah Spires
sspires(@skiermontderby.com

Petitioner Microsoft Corporation - Ex. 1008, p. 2916


mailto:Eliot.williams@bakerbotts.com
mailto:Hop.guy@bakerbotts.com
mailto:Ali.dhanani@bakerbotts.com
mailto:shartsell@skiermontderby.com
mailto:agasser@skiermontderby.com
mailto:sspires@skiermontderby.com

Case IPR2018-00351
Patent No. 6,757,718

NOTICE CONCERNING ALTERNATIVE DISPUTE RESOLUTION
(ADR)

The Patent Trial and Appeal Board (PTAB) strongly encourages
parties who are considering settlement to consider alternative dispute
resolution as a means of settling the issues that may be raised in an AIA trial
proceeding. Many AIA trials are settled prior to a Final Written Decision.
Those considering settlement may wish to consider alternative dispute
resolution techniques early in a proceeding to produce a quicker, mutually
agreeable resolution of a dispute or to at least narrow the scope of matters in
dispute. Alternative dispute resolution has the potential to save parties time
and money.

Many non-profit organizations, both inside and outside the intellectual
property field, offer alternative dispute resolution services. Listed below are
the names and addresses of several such organizations. The listings are
provided for the convenience of parties involved in cases before the PTAB;
the PTAB does not sponsor or endorse any particular organization’s
alternative dispute resolution services. In addition, consideration may be

given to utilizing independent alternative dispute resolution firms. Such
firms may be located through a standard keyword Internet search.
CPR AMERICAN AMERICAN AMERICAN
INSTITUTE INTELLECTUAL | ARBITRATIO | WORLD BAR
FOR DISPUTE | PROPERTY N INTELLECTUA | ASSOCIATION
RESOLUTION | LAW ASSOCIATIO | L PROPERTY (ABA)
ASSOCIATION | N (AAA) ORGANIZATI
(AIPLA) ON (WIPO)
Telephone: Telephone: Telephone: Telephone: Telephone :
(212) 949-6490 (703) 415-0780 (212) 484-3266 41223389111 (202) 662-1000
Fax: (212) 949-8859 Fax: (703) 415-0786 Fax: (212) 307-4387 | Fax: 4122 7335428 N/A
241 18th Street, South, | 140 West 51st 34, chemin des 1050 Connecticut Ave,
575 Lexington Ave Suite 700 Street Colombettes NW
New York, NY 10022 Arlington, VA 22202 New York, NY CH-1211 Geneva 20, Washington D.C. 20036
10020 Switzerland
www.cpradr.org www.aipla.org www.adr.org WWW.Wipo.int www.americanbar.org

If parties to an AIA trial proceeding consider using alternative dispute

resolution, the PTAB would like to know whether the parties ultimately
decided to engage in alternative dispute resolution and the reasons why or
why not. If the parties actually engage in alternative dispute resolution, the
PTAB would be interested to learn what mechanism (e.g., arbitration,
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Case IPR2018-00351
Patent No. 6,757,718

mediation, etc.) was used and the general result. Such a statement from the
parties is not required but would be helpful to the PTAB in assessing the
value of alternative dispute resolution to parties involved in AIA trial
proceedings. To report an experience with ADR, please forward a summary
of  the particulars to the following email address:
PTAB_ADR_ Comments@uspto.gov
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File History Content Report

The following content is missing from the original file history record obtained from the

United States Patent and Trademark Office. No additional information is available.

Document Date - 2017-12-21

Document Title -  Petition Re:

Additional Comments  Requesting Trial

This page is not part of the official USPTO record. It has been determined that content identified
on this document is missing from the original file history record.
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UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

GOOGLE LLC
Petitioner

V.

IPA TECHNOLOGIES INC.
Patent Owner

Patent No. 6,757,718

POWER OF ATTORNEY FOR PETITIONER
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Patent No. 6,757,718

Pursuant to 37 C.F.R. § 42.10(b), Google LLC hereby revokes any previous
powers of attorney given in this proceeding and hereby appoints the practitioners
associated with Paul Hastings LLP, Customer Number 36,183, including Naveen
Modi, Daniel Zeilberger, and Arvind Jairam as its attorneys to transact all business
before the Patent Trial and Appeal Board of the United States Patent & Trademark
Office in connection with all inter partes review proceedings involving U.S. Patent

No. 6,757,718. Counsel’s contact and service information is provided below:

Lead Counsel
Naveen Modi (Reg. No. 46,224)
Paul Hastings LLP
875 15" Street NW
Washington, DC 20005
Telephone: (202) 551-1990
Facsimile: (202) 551-0490
E-mail: PH-Google-IPA-IPR@paulhastings.com
Back-Up Counsel
Daniel Zeilberger (Reg. No. 65,349)
Paul Hastings LLP
875 15™ Street NW
Washington, DC 20005
Telephone: (202) 551-1993
Facsimile: (202) 551-0493
E-mail: PH-Google-IPA-IPR@paulhastings.com
Back-Up Counsel
Arvind Jairam (Reg. No. 62,759)
Paul Hastings LLP
875 15™ Street NW
Washington, DC 20005
Telephone: (202) 551-1887
Facsimile: (202) 551-0387
E-mail: PH-Google-IPA-IPR@paulhastings.com

2
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Patent No. 6,757,718

Dated: December 21, 2017 By: /
Renny Hwang
Director, Litigation
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I. INTRODUCTION

Google LLC (“Petitioner”) requests inter partes review (“IPR”) of claims
1-27 (“the challenged claims”) of U.S. Patent No. 6,757,718 (“the 718 patent™)
(Ex. 1001), which, according to PTO records, is assigned to IPA Technologies Inc.
(“Patent Owner”). For the reasons discussed below, the challenged claims should
be found unpatentable and canceled.

II. MANDATORY NOTICES

Real Parties-in-Interest: Petitioner identifies Google LLC as the real party-

In-interest.

Related Matters: The *718 patent is at issue in the following cases: IPA

Technologies Inc. v. NVIDIA Corporation, Case No. 1-17-cv-00287 (D. Del.), IPA
Technologies Inc. v. Sony Electronics Inc., Case No. 1-17-cv-00055 (D. Del.), IPA
Technologies Inc. v. Amazon.com, Inc., Case No. 1-16-cv-01266 (D. Del.), IPA
Technologies Inc. v. DISH Network Corporation, Case No. 1-16-cv-01170 (D.
Del.), DISH Network Corporation et al v. IPA Technologies Inc., IPR2018-00351
(PTAB).

Counsel and Service Information: Lead counsel: Naveen Modi (Reg. No.

46,224). Backup counsel: (1) Daniel Zeilberger (Reg. No. 65,349), and (2) Arvind

Jairam (Reg. No. 62,759). Service information is Paul Hastings LLP, 875 15th St.
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N.W., Washington, D.C., 20005, Tel.: 202.551.1700, Fax: 202.551.1705, email:
PH-Google-IPA-IPR@paulhastings.com. Petitioner consents to electronic service.

III. PAYMENT OF FEES

The PTO is authorized to charge any fees due during this proceeding to
Deposit Account No. 50-2613.

IV. GROUNDS FOR STANDING

Petitioner certifies that the *718 patent is available for IPR and Petitioner is
not barred or estopped from requesting IPR on the grounds identified herein.

V.  PRECISE RELIEF REQUESTED AND GROUNDS RAISED

The challenged claims should be canceled as unpatentable based on the
following grounds:

Ground 1: Claims 1-4, 6, 8-10, 12, 13, 15, 17-19, 21, 22, 24, 26, and 27 are
unpatentable under pre-AIA 35 U.S.C. § 103 based on Cheyer (Ex. 1012) in view
of Shwartz (Ex. 1013) and Thrift (Ex. 1015);

Ground 2: Claims 2, 11, and 20 are unpatentable under § 103 based on
Cheyer in view of Shwartz, Thrift, and Dureau (Ex. 1016);

Ground 3: Claims 4, 13, and 22 are unpatentable under § 103 based on
Cheyer in view of Shwartz, Thrift, and Johnson (Ex. 1014); and

Ground 4: Claims 5, 7, 14, 16, 23, and 25 are unpatentable under § 103

based on Cheyer in view of Shwartz, Thrift, and Simmers (Ex. 1017).
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For purposes of this proceeding only, Petitioner assumes the earliest
effective filing date of the *718 patent is March 17, 1999, which is the filing date
of three provisional applications to which the ’718 patent claims priority. (Ex.
1001, Cover.)

Cheyer was published several times years before the earliest effective filing
date of the 718 patent, and thus qualifies as prior art under pre-AIA 35 U.S.C. §
102(b). Cheyer itself has a June 1995 date on its first page. (Ex. 1012, 1.)
However, Cheyer was actually initially published in May 1995 at the First
International Conference on Cooperative Multimodal Communication (CMC/95).
For example, a later book intended to document the papers released at the May
1995 conference, which book itself was published by no later than May 15, 1998
(Ex. 1032, 5 (stamp)), and itself includes a version of Cheyer (with minor
revisions) (id., 9-19), indicates that Cheyer was published in 1995 at the CMC/95
conference. (/d., 6 (Preface).)

In any event, there is little question that Cheyer was widely available more
than a year before the earliest effective filing date of the 718 patent. For example,
a paper by Moran et al. (Ex. 1029) published in 1997 (id., 1, 2), includes a citation
to Cheyer, (id., 10), and in fact includes instructions on how to retrieve Cheyer (id.,

68 (“Also http://www.ai.sri.com/~oaa/ + ‘Bibliography’”)).
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Similarly, a web page of the original assignee SRI International (“SRI”)
(http:/www.ai.sri.com/~Cheyer/mmap.html), archived by the Internet Archive,
describes Cheyer with respect to the CMC/95 conference, specifies “24-26 May
1995” as the date, and includes a link to download Cheyer. (Ex. 1030, 1.) The
URL of the Internet Archive page (id.) shows that the web page was available in
1997. See SDI Techs., Inc. v. Bose Corp., [IPR2014-00343, Paper No. 32 at 14
(June 11, 2015); see also id., 12-17. Indeed, a full viewable copy of Cheyer was
made available at SRI’s website at least as early as 1997. (Ex. 1031, 1-22 (URL at
bottom of each page shows the web pages were archived in 1997).) Thus, Cheyer
was publicly disseminated at the CMC/95 conference in 1995 and was in any event
made available on the SRI website by at least 1997.

Shwartz 1ssued on March 23, 1993. Therefore, Shwartz is prior art at least
under § 102(b).

Thrift was filed on October 3, 1997 and issued on February 13, 2001.
Therefore, Thrift is available as prior art at least under § 102(e).

Dureau issued February 5, 2002 from U.S. Patent Application No.
09/176,611 filed October 21, 1998. Therefore, Dureau is available as prior art at
least under § 102(e)

Johnson was filed on December 13, 1994 and issued on May 5, 1998.

Therefore, Johnson is prior art at least under §§ 102 (a) and (e).

4
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Simmers 1ssued November 24, 1998 and was filed November 15, 1996 and is
thus available as prior art at least under §§ 102(a) and (e).

Thrift, Dureau, and Simmers were not considered by the Patent Office
during prosecution of the *718 patent. (See, e.g., Ex. 1001; Ex. 1004.) Cheyer was
cited in an Information Disclosure Statement for a related application (Ex. 1008,
330), and Johnson and Shwartz were cited in an Information Disclosure Statement
during prosecution of the 718 patent (Ex. 1004, 83-84). However, the Examiner
did not cite any of these references in any claim rejections, and Petitioner presents
them in a new light never considered by the Patent Office and supported by new
expert testimony (Ex. 1002). In particular, Cheyer, Johnson, and Shwartz are
presented as part of obviousness combinations that have not been previously
considered by the Patent Office.

VI. LEVEL OF ORDINARY SKILL

A person of ordinary skill in the art as of the claimed priority date of the
"718 patent (“POSITA”) would have had at least a Bachelor’s degree in computer
science, electrical engineering, or a similar discipline, and one to two years of

work experience in user interfaces for computer systems (including speech-based
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interfaces), networked computer systems, or a related area. (Ex. 1002, q14-15.)"
More education can substitute for practical experience and vice versa. (Id.)

VII. OVERVIEW OF THE °718 PATENT AND THE PRIOR ART
A.  The >718 Patent
The °718 patent issued from Application No. 09/608,872 (“the ’872

application™), filed on June 30, 2000, and claims a March 17, 1999 priority date.
(See Ex. 1001, Cover; see also Exs. 1005, 1007, 1009-1011.) The *718 patent
“relates generally to the navigation of electronic data by means of spoken natural
language requests, and to feedback mechanisms and methods for resolving the
errors and ambiguities that may be associated with such requests.” (Ex. 1001,
1:22-26; see also Ex. 1002, 4938-40.)

The °718 patent uses the then-existing Open Agent Architecture (OAA).
(Ex. 1001, 3:46-48, 13:16-19, 14:27-29, FIG. 6 (reproduced below); Ex. 1002,
941.) The OAA includes multiple ‘“‘autonomous entities, or agents” and a
facilitator agent. (Ex. 1007, 4:20-21; Ex. 1001, FIG. 6 (reproduced below); Ex.

1002, 941.)

! Petitioner submits the declaration of Dr. Dan R. Olsen Jr. (Ex. 1002), an expert in

the field of the *718 patent. (Ex. 1002, 991-9; Ex. 1003.)
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(Ex. 1001, FIG. 6.)

“[Aln agent registers with its parent facilitator a specification of the
capabilities and services it can provide,” and “[w]hen a facilitator determines that
the registered capabilities of one of its client agents will help satisfy a current goal
or sub-goal thereof, the facilitator delegates that sub-goal to the client agent ... .”
(Id., 13:36-45; see also id., 1:5-18, 13:19-22, 13:34-51; Ex. 1007, 6:10-13; Ex.
1002, 942.)

B.  Prosecution History of the °718 Patent

During prosecution, in response to anticipation rejections issued by the
Examiner (Ex. 1004, 138-47), the Applicants amended each then-pending

independent claim to add the limitation “wherein said mobile information

7
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appliance comprises a portable remote control device or a set-top box for a
television.” (Id., 150-58.) After the Examiner issued another Office Action
containing obviousness rejections (id., 178-81), the Applicants presented
arguments regarding the limitation “a portable remote control device or a set-top
box for a television” without further amending the claims. (Id., 185-86; see also
id., 183-186.) The Examiner then allowed the claims. (/d., 193-95.)

C. The Prior Art

Cheyer, whose authors are two of the named inventors of the *718 patent,
describes “how multiple input modalities may be combined to produce more
natural user interfaces.” (Ex. 1012, 1.) Cheyer’s multimodal application uses the
then-existing Open Agent Architecture to implement “a distributed network of
heterogeneous software agents” for distributed processing regarding various tasks.
(Id.; Ex. 1002, 947.)

Cheyer discloses various examples of receiving a spoken natural language
(e.g., English) request for desired information from a user on a PC or a handheld
PDA. (Ex. 1012, 4-6, 11; Ex. 1002, 948.) The spoken English request is processed
by a speech recognition (SR) agent and a natural language (NL) parser agent to
recognize a speech string in the user’s speech input and translate the recognized
request into a format called Interagent Communication Language that software

agents can handle. (Ex. 1012, 7, 9-11; Ex. 1002, 949.) The SR and NL agents are
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among several agents (shown below in Figure 3 of Cheyer) that are implemented
using the Open Agent Architecture to perform various tasks to service the user’s

request. (Ex. 1012, 7-12; Ex. 1002, 949.)

TRAVEL
San Francisco New York User Resources
Map Db

Restaurants

---------------------------------------------------------------------------------

: NL: Natural Language Agent

Facilitator Agents SR: Speech Recognition Agent

O Macro Agents | RR: Reference Resolution Agent !
: : UL : User Interface Agents
____________ Modahty Agents | WWW: World Wide Web Agent

Figure 3: Agent Architecture for Map Application

(Ex. 1012, FIG. 3.) Cheyer discloses that “[t]he architecture for the OAA ... uses a
hierarchical configuration where client agents connect to a ‘facilitator’ server,”

also referred to as a “facilitator agent.” (Id., 7, 9.) Cheyer discloses that the
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facilitator agent “records the published functionality of [its] sub-agents.” (/d., &;
see also Ex. 1002, 9950-51.)

Shwartz, Thrift, Dureau, Johnson, and Simmers provide additional details on
many of the well-known user interface and networking technologies described in
the 718 patent. (Ex. 1002, 9952-61; see also id., §916-37 (discussing the state of
the art).)

VIII. CLAIM CONSTRUCTION

The *718 patent will expire on January 5, 2019, which is during the likely
pendency of this IPR proceeding should the Board institute review. Accordingly,
the claims should be construed under the standard set forth in Phillips v. AWH
Corp., 415 F.3d 1303 (Fed. Cir. 2005) (en banc). Under Phillips, claim terms are
given their ordinary and customary meanings, as would have been understood by a
POSITA, at the time of the invention, having taken into consideration the language
of the claims, the specification, and the prosecution history of record. See, e.g.,
Cisco Sys., Inc., v. AIP Acquisition, LLC, IPR2014-00247, Paper No. 20 at 2-3
(July 10, 2014). The Board, however, only construes the claims when necessary to
resolve the underlying controversy. Toyota Motor Corp. v. Cellport Systems, Inc.,

IPR2015-00633, Paper No. 11 at 16 (Aug. 14, 2015) (citing Vivid Techs., Inc. v.

10

Petitioner Microsoft Corporation - Ex. 1008, p. 2941



Petition for Inter Partes Review
Patent No. 6,757,718

Am. Sci. & Eng’g, Inc., 200 F.3d 795, 803 (Fed. Cir. 1999)). Petitioner provides
below the construction of various terms that are relevant to this proceeding.’

A.  “Navigation Query”

Claims 1, 4, 10, 13, 19, and 22 recite “navigation query.” In district court,
Patent Owner has argued that “navigation query” should be construed as “an
electronic query, form, series of menu selections, or the like; being structured
appropriately so as to navigate a particular data source of interest in search of
desired information.” (Ex. 1019, 2.) This construction corresponds to the
indication in the specification that “[a] ‘navigation query’ means an electronic
query, form, series of menu selections, or the like; being structured appropriately
so as to navigate a particular data source of interest in search of desired
information.” (Ex. 1001, 8:65-9:1.) For purposes of this Petition, Petitioner
applies Patent Owner’s proposed construction of “navigation query.” (Ex. 1002,

“44.)

> Petitioner reserves all rights to raise claim construction and other arguments in
district court. For example, Petitioner has not necessarily raised all challenges to
the ’718 patent, including those under 35 U.S.C. § 112, given the limitations

placed by the Rules governing this proceeding.

11
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B. “Code Segment [That]” and “Logic[,] Operable To”

Claims 10 and 13 recite “code segment[s]

functions],” and claims 19 and 22 recite various “logic

[that] [perform various

9 <6

operable to [perform

various functions].” Petitioner identifies below for each of the foregoing claim

terms the identified function (in bold) and corresponding structure that performs

such identified function, under the assumption that these terms invoke 35 U.S.C. §

11296. 37 C.F.R. § 42.104(b)(3).

Claim Term and Identified Function

Corresponding Structure

“code segment that receives a spoken request for
desired information from the user utilizing the
mobile information appliance of the user” (claim

10)

“code segment that renders an interpretation of

the spoken request” (claim 10)

“code segment that constructs a navigation query

based upon the interpretation” (claim 10)

“code segment that utilizes the navigation query
to select a portion of the electronic data source”

(claim 10)

As explained below, each of
these elements in the left
column recites  function
without sufficient structure
for performing the function.
However, for purposes of
this proceeding, the structure
should be software running
on a microprocessor
configured to perform the
functions

1dentified or
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Claim Term and Identified Function Corresponding Structure

“code segment that transmits the selected portion | equivalents thereof.
of the electronic data source from the network
server to the mobile information appliance of

the user” (claim 10)’

“code segment that solicits additional input from
the user, including user interaction in a modality

different than the original request” (claim 13)

“code segment that refines the navigation query,

based upon the additional input” (claim 13)

Claim 19 recites a similar limitation: “(e) electronic communications

infrastructure for transmitting the selected portion of the electronic data source
from the network server to the mobile information appliance of the user.” Because
of the “infrastructure” recited in the claim and the corresponding disclosure in the
specification of the ’718 patent (Ex. 1001, 4:48-55), Petitioner believes this
limitation of claim 19 does not invoke 35 U.S.C. § 112 9 6, but to the extent the
Board decides otherwise, this limitation of claim 19 should be construed in the

same manner as the corresponding limitation of claim 10.
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Claim Term and Identified Function Corresponding Structure

“code segment that uses the refined navigation
query to select a portion of the electronic data

source” (claim 13)

“spoken language processing logic, operable to
render an interpretation of the spoken request”

(claim 19)

“query construction logic, operable to construct a
navigation query based upon the interpretation”

(claim 19)

“navigation logic, operable to select a portion of
the electronic data source using the navigation

query” (claim 19)

“user interaction logic operable to solicit
additional input from the user, including user
interaction in a modality different than the

original request” (claim 22)

“query refining logic operable to refine the

navigation query based upon the additional

14
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Claim Term and Identified Function Corresponding Structure

input” (claim 22)

A structure disclosed in the specification qualifies as corresponding structure
only if it is clearly linked by the patent’s specification (or possibly the prosecution
history) to performing the claimed function. See Default Proof Credit Card Sys.,
Inc. v. Home Depot U.S.A., Inc., 412 F.3d 1291, 1298 (Fed. Cir. 2005); Gracenote,
Inc. v. Iceberg Indus., LLC, IPR2013-00551, Paper No. 6 at 15 (Feb. 28, 2014).
Where a means-plus-function term is directed to software, the specification must
“disclose an algorithm for performing the claimed function.” Williamson v. Citrix
Online, LLC, 792 F.3d 1339, 1352 (Fed. Cir. 2015).

For the terms in the table above, the only corresponding structure under 35
U.S.C. § 112 9 6 disclosed is software running on a processor. For example, the
specification of the °’718 patent discloses “a general-purpose hardware
microprocessor’ for implementing various embodiments. (Ex. 1001, 6:65-7:3.)

The *718 patent specification does not describe the “code segment[s]” and
“logic[s]” as claimed in claims 10, 13, 15, 19, and 22, other than by way of
functional description. Given that the “code segment[s]” and “logic[s]” refer to
computer software, and given that none of the identified functions is a “generic

function,” the corresponding structure for such terms requires an algorithm.
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Williamson, 792 F.3d at 1352. However, beyond repeating some claim language
for some identified functions, the *718 patent does not disclose an algorithm that
corresponds to the identified functions of these terms. Thus, with respect to each
of the identified functions for these terms discussed above, the 718 patent simply
discloses a “black box™ that performs some function, “[bJut how it does so is left
undisclosed.” Blackboard, Inc. v. Desire2Learn, Inc., 574 ¥.3d 1371, 1383 (Fed.
Cir. 2009).

For purposes of this proceeding, as required by 37 C.F.R. § 42.104(b)(3),
Petitioner submits that the corresponding structure for each of the above-identified
functions of the terms listed above should be software running on a microprocessor
configured to perform the identified functions or equivalents thereof under 35
US.C.§ 11296.* (Ex. 1002, §945-46.)

IX. DETAILED EXPLANATION OF GROUNDS

As discussed below, the challenged claims are unpatentable in view of the

prior art.

* Petitioner does not concede that claims 10 and 19 and their dependent claims are
not indefinite. Moreover, the analysis below addresses these claims even if the

terms do not invoke 35 U.S.C. § 112 9 6.
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A.  Ground 1: Cheyer, Shwartz, and Thrift Render Obvious Claims 1-
4, 6, 8-10, 12, 13, 15, 17-19, 21, 22, 24, 26, 27

1. Claim 1

i) “A method for speech-based navigation of an
electronic data source located at one or more
network servers located remotely from a user,
wherein a data link is established between a mobile
information appliance of the user and the one or
more network servers, comprising the steps of:”

To the extent the preamble of claim 1 is limiting, Cheyer discloses the
limitations therein. (Ex. 1002, 963.) For instance, Cheyer discloses a method for
processing input provided by a user via “spoken natural language” (Ex. 1012, 4)
(“speech-based”) to enable the user “to transparently access a wide variety of data
sources, including information stored in HTML form on the World Wide Web”
(id.) (“navigation of an electronic data source”). (Ex. 1002, 964; see also Ex.
1012, 11-12 (providing an example where a user’s speech-based query is processed
to provide the user with requested information).)

More specifically as to “speech-based,” Cheyer discloses an “application
[that] is distinguished by a synergistic combination of handwriting, gesture and
speech modalities.” (Ex. 1012, 1 (emphasis added).) In particular, Cheyer
provides the user with the ability to enter natural language input via a variety of
modalities, including speech-based, and explains benefits associated with such a

speech-based method. (/d., 2-3; Ex. 1002, 965.) Cheyer provides various
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examples of spoken input requests by a user. (See, e.g., id., 5-6, 11; Ex. 1002,
1965-66.)

More specifically as to “navigation of an electronic data source,” Cheyer
discloses navigation of data sources such as remote databases on the World Wide
Web. (Ex. 1012, Abstract, 6, 7, 10, 12; Ex. 1002, 967.) Cheyer discloses that the
remote database is located at one or more network servers located remotely from a
user. (Ex. 1002, 968.) For example, Cheyer discloses “access to existing data
sources including the World Wide Web” (Ex. 1012, Abstract), and explains that its
system enables “a mobile system that provides a synergistic pen/voice interface to
remote databases” (id., 6). A POSITA would have understood that the way a
user’s device retrieved information from the World Wide Web was by contacting a
remote server (e.g., web server) that could transmit the information to the user’s
device. (Ex. 1002, 968.) Indeed, the existence of servers on a network that
enabled a user to access data remotely was one of the fundamental principles of the
World Wide Web. (/d.)

A POSITA would have understood that Cheyer necessarily discloses that a
data link is established between the user’s mobile device (“mobile information
appliance of the user”) and the remote server (“one or more network servers”). A
“handheld PDA” (Ex. 1012, 4, 6) with a “mobile handheld interface” (id.,
Abstract) as disclosed by Cheyer is a “mobile information appliance of the user” as

18
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recited in the preamble. (Ex. 1002, 469.) Cheyer discloses that the “mobile system
[] provides [an] interface to remote databases,” and thus discloses that the user’s
mobile device communicates with the remote databases. (Ex. 1012, 6; Ex. 1002,
969; see also Ex. 1012, Abstract (“access to existing data sources including the
World Wide Web; and a mobile handheld interface™), 4 (“Through the multimodal
interface, a user must be able to transparently access a wide variety of data sources,
including information stored in HTML form on the World Wide Web”), 7 (“access
to various heterogeneous data and knowledge sources™), 12 (“mobile ... interface
providing ... access to heterogeneous distributed knowledge sources”).) Such
communication reflects a data link between the user’s mobile device and the
remote server. (Ex. 1012, 6; Ex. 1002, 469.)

(See also infra Sections IX.A.1.i1-vi regarding the remaining limitations of
this claim.)

ii) [1.a] “(a) receiving a spoken request for desired
information from the wuser utilizing the mobile
information appliance of the user, wherein said
mobile information appliance comprises a portable

remote control device or a set-top box for a
television;”

Cheyer in combination with Thrift discloses this limitation. (Ex. 1002, q71.)
For instance, Cheyer discloses various examples of receiving a spoken request for
desired information from a user. (Ex. 1012, 5 (“*‘How far is the hotel from
Fisherman’s Wharf?’” and “‘Show me all available information about Alcatraz’”),
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11 (*“A user speaks: ‘How far is the restaurant from this hotel?’”); see also id., 5-6;
Ex. 1002, 971.) In each of these examples, the user is requesting desired
information via a spoken request. (Ex. 1002, 972.)

Cheyer discloses that the user’s mobile computing device receives the
spoken request from the user utilizing the user’s mobile computing device
(“mobile information appliance of the user”). (Ex. 1012, 4 (“[T]he system permits
the user to [provide] spoken natural language .... The user interface must be light
and fast enough to run on a handheld PDA”), 6 (“The user interface runs on pen-
equipped PC’s or a Dauphin handheld PDA ... using either a microphone or a
telephone for voice input.”), Abstract (“The application is distinguished by ... a
mobile handheld interface”); Ex. 1002, 973.) Cheyer also discloses that a micro
agent associated with a speech recognition agent receives the spoken request after
it is received by the user’s computing device. (See Ex. 1012, 9, 11; Ex. 1002, 474.)

Cheyer discloses that the device that receives voice input from the user is a
portable device. (Ex. 1012, Abstract (“mobile handheld interface™), 4 (“handheld
PDA”), 6 (“mobile system”), 12 (“mobile ... interface”); Ex. 1002, §75.) Cheyer
further discloses that the user’s mobile device communicates with a remote server
to cause the remote server to retrieve information responsive to a user’s query
(e.g., “Show me all available information about Alcatraz”) and send such retrieved

information to the user’s device, e.g., so that the user can see all available
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information about Alcatraz. (Ex. 1012, 5; Ex. 1002, q75; see also Ex. 1012, 4
(“Through the multimodal interface, a user must be able to transparently access a
wide variety of data sources, including information stored in HTML form on the
World Wide Web”), 6 (“mobile system that provides [an] interface to remote
databases™), Abstract (“access to existing data sources including the World Wide
Web; and a mobile handheld interface”); supra Section IX.A.1.i (citations and
analysis regarding data link and network server located remotely from a user);
infra Sections 1X.A.1.v-vi.) Because Cheyer’s mobile device of the user remotely
causes a server to take prescribed actions (e.g., retrieve requested information and
send it to the mobile device), the mobile device is a remote control device. (Ex.
1002, 975.) Cheyer further discloses that the user’s mobile device can be a PDA
(Ex. 1012, 4, 6), and thus discloses a portable remote control device. (Ex. 1002,
975.)

To the extent_ Cheyer does not expressly disclose that “said mobile
information appliance comprises a ... remote control device or a set-top box for a
television” as recited in limitation [1.a], it would have been obvious in view of
Thrift to modify Cheyer’s process to include such features. (Ex. 1002, §76.)

Thrift “relates generally to voice recognition devices” and discloses
examples of voice-activated devices for controlling a processor-based host system.

(Ex. 1015, 1:9-10; Ex. 1002, 477; see also Ex. 1015, Abstract, 2:42, 2:43-46.)
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Thus, Thrift is in the same technical field as Cheyer (e.g., voice interface for
retrieving information desired by a user). (Ex. 1012, Abstract; Ex. 1002, 477.)

A POSITA implementing Cheyer’s process and system would have had
reason to consider the teachings of Thrift for enhancing the feature set and
functionality of Cheyer’s process and system. (Ex. 1002, 478.) Thrift describes a
system that “makes information on the Web more accessible and useful” and
explains that “[s]peech control brings added flexibility and power to the Web
interface and makes access to information more natural,” and a POSITA would
have recognized those attributes as being pertinent to Cheyer’s process, which
similarly involves a voice interface for retrieving information from the Web. (Ex.
1015, 2:15-18; Ex. 1002, q78; see also supra Section IX.A.1.1 (citations and
analysis regarding Cheyer’s voice interface for retrieving information from the
Web).)

Additionally, a POSITA would have found Thrift’s disclosure of a system
that interprets a user’s command such as “What’s on TV tonight” or “Give me the
weather” to be similar to Cheyer’s disclosure of a system that provides information
to the user based on spoken commands. (Ex. 1015, 3:60, 4:58; Ex. 1012, Abstract,
4-6, 9-11; see also Ex. 1015, 4:25-26, 4:41-42, 4:57-58; Ex. 1002, 979.)

Having looked to Thrift, a POSITA would have seen that Thrift discloses a

wireless “voice-activated remote control device.” (Ex. 1015, 2:39-40; Ex. 1002,
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80; see also Ex. 1015, 1:66-67, 2:37-39.) Thrift further discloses a remote control
device in the context of controlling a television. (Ex. 1015, 2:43-46 (*“voice-
controlled device for controlling ... a television™).)

A POSITA would have been motivated in light of the teachings of Thrift to
configure Cheyer’s process and system so that the handheld device that receives
input from the user (“said mobile information appliance”) comprises a portable
remote control device for a television. (Ex. 1002, §81.) For example, a POSITA
would have recognized that just like Cheyer’s handheld PDA which receives
speech input, Thrift’s voice-activated control unit 10 is wireless and includes a
processor, memory, display, and microphone to receive voice input. (Ex. 1015,

2:37, 3:10-11, 3:11-12, 2:59-62, Abstract, FIG. 1 (reproduced below); Ex. 1002,

81.)
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(Ex. 1015, FIG. 1.)

A POSITA would further have recognized the benefits of implementing the
device used in Cheyer’s process to be a remote control device for a television. (Ex.
1002, 982.) For example, a POSITA would have recognized that configuring the
device to be a portable remote control device for a television would have enabled
the user to retrieve information via a broader set of devices, e.g., via a television as
disclosed in Thrift. (Ex. 1015, 2:44-46; Ex. 1002, 982.)

A POSITA would further have recognized that configuring a device to be a
remote control device for a television would have been a familiar, user-friendly
configuration because remote controls for televisions were well-known long before
the alleged invention of the 718 patent. (Ex. 1002, 983.) Implementing such a
configuration would have been straightforward, because Thrift’s control unit 10
includes a wireless transmitter 10g and receiver 10h for remotely controlling and

communicating with another device and a POSITA would have known how to
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program Cheyer’s handheld PDA, which similarly includes wireless
communication components, to be a remote control for a television. (/d.)

Furthermore, a POSITA would have recognized that configuring Cheyer’s
mobile device to be a portable remote control device for a television would have
been a predictable implementation, because it was well known at the time of the
alleged invention of the *718 patent to provide voice input to components for a
television. (Ex. 1002, 984.) For example, Dureau’ discloses a system in which a
“user can use a microphone or a telephone handset to provide voice data to the
system,” whereby the “microphone may be connected to [a] set-top box, or it may
be built into a remote control for the system,” and thereafter the “voice data is
transmitted to the server, which uses voice recognition software to convert the
voice data into textual data.” (Ex. 1016, 10:56-67; Ex. 1002, 9484.)

The above configuration would have been a mere combination of known
components and technologies (e.g., Cheyer’s functionality relating to a voice
interface for a device that remotely controls another device, and Thrift’s disclosure
of a voice-controlled remote control device for a television), according to known

methods (e.g., a POSITA knew how to program a device to implement wireless

> Dureau is only cited for claim 1 to demonstrate knowledge of a POSITA and is

not relied upon as a reference in this unpatentability ground.
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communication to remotely control a television), to obtain predictable results (e.g.,
a voice-controlled remote control device for a television that could be used to
provide desired information to a user). (Ex. 1002, 485.) KSR Int’l Co. v. Teleflex

Inc., 550 U.S. 398, 416 (2007).

iii)  [1.b] “(b) rendering an interpretation of the spoken
request;”

Cheyer discloses this limitation. (Ex. 1002, 986.) For instance, Cheyer
discloses that a speech recognition agent recognizes a spoken English request and a
“Natural Language (NL) Parser Agent” translates the request into the Interagent
Communication Language (ICL). (Ex. 1012, 7, 9-11, FIG. 3 (reproduced below);

Ex. 1002, 986.)
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(Ex. 1012, FIG. 3 (showing speech recognition agent and NL agent).)

The speech recognition and ICL translation of the user’s speech input
constitute an “interpretation of the spoken request,” so Cheyer discloses that the
speech recognition agent and NL parser agent “render[] an interpretation of the
spoken request.” (Ex. 1002, 487.) In fact, the *718 patent specification discloses
the same use of a speech recognition agent and NL parser agent as disclosed in
Cheyer. (See, e.g., Ex. 1001, 14:33-36 (explaining that a “speech recognition agent
610” and “natural language (NL) agent 620 render an “interpretation in ICL

format”); Ex. 1012, 7, 9-11; Ex. 1002, 487.)
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iv)  [1.c] “(c) constructing a navigation query based upon
the interpretation;”

Cheyer in combination with Shwartz discloses this limitation. (Ex. 1002,
q88.) For instance, Cheyer discloses that based on the interpretation provided by
the speech recognition agent and NL parser agent, a domain agent “sends database
requests” asking for information related to the user’s request, e.g., coordinates of
items such as a reference or hotel. (Ex. 1012, 12; Ex. 1002, 988.)

Therefore, Cheyer discloses a “navigation query” because Cheyer’s domain
agent sends a database request (“navigation query”) that enables the desired
information to be retrieved for the user. (Supra Section VIIL.A; Ex. 1002, 489.)
Cheyer’s database request is a navigation query because it is an electronic query
structured appropriately so as to navigate a data source of interest in search of
desired information. (Supra Section VIIL.A; Ex. 1002, 989.)

While Cheyer may not expressly describe the details of “constructing a

29

navigation query based upon the interpretation,” it would have been obvious in
view of Shwartz to implement such features in Cheyer’s process. (Ex. 1002, 990.)
For example, while Cheyer discloses using database requests to retrieve
information from a database to service a user’s request (Ex. 1012, 11, 12; see also
id., 5, 6), Cheyer does not provide details regarding constructing such database

requests, but Shwartz discloses constructing a database query to navigate a

database in search of desired information, as set forth below. (Ex. 1002, 490.)
28
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Shwartz, which i1s in the same technical field as Cheyer (e.g., natural
language interface for servicing a user’s request), discloses a “database retrieval
system having a natural language interface” and further discloses that “[a]
database query is generated ... , enabling the retrieval and aggregation of data
from [a] database to satisfy [a] natural language query.” (Ex. 1013, Abstract
(emphasis added); Ex. 1002, 991.) For example, Shwartz discloses “retrieval of
information from the application database in response to a query represented by the
meaning representation.” (Ex. 1013, 9:25-27.)

Shwartz explains that “[a] navigator and query language generator 38 is used
to define optimal navigation paths through the database tables and columns to
respond to the query, and to generate a meta-query language (‘MQL’),” and “[t]he
metaquery language is used by a reporter and database access system 40 to
generate the code (e.g., structured query language (‘SQL’) code) to actually
retrieve the information from the application database.” (Id., 9:28-35 (emphasis
added); see also id., 7:19-22, 17:1-19 (disclosing details regarding how to locate
information from application database 32 responsive to a query); Ex. 1002, 492.)

Thus, Shwartz teaches details of constructing a query suitable for retrieving,
from a database (such as Cheyer’s remote databases), information desired by a
user. (Ex. 1002, 993.) A POSITA would have understood Shwartz to teach

constructing a “navigation query” because Shwartz’s foregoing generated query
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(e.g., SQL query) is an electronic query structured appropriately so as to navigate a
particular data source in search of desired information. (Supra Section VIIL.A; Ex.
1002, 993.)

Because Cheyer’s database request “ask[s] for the coordinates of the items in
question” (e.g., the coordinates of the restaurant and the hotel referenced by the
user’s input query “How far is the restaurant from this hotel?””) and the items in
question are contained in the user’s input query that is processed by the speech
recognition agent and NL parser agent to interpret the meaning of the words in the
input query, a POSITA would have been motivated to configure the combined
Cheyer-Shwartz process to construct the database query based upon the
interpretation that is rendered, similarly to the arrangement in Shwartz. (Ex. 1012,
11-12; Ex. 1013, 7:56-60, 7:54-55; see also id., 9:20-35, FIG. 1; Ex. 1002, 994.)

In other words, a POSITA would have been motivated to construct the
database query in the combined process based upon the interpretation of the user’s
spoken request so that the database query could properly specify information to be
retrieved from Cheyer’s remote database. (Ex. 1002, 995.)

A POSITA would have been capable of implementing the above
configuration and would have had a reasonable expectation of success regarding
the outcome. (Ex. 1013, Abstract; Ex. 1002, 996.) This would have been a

straightforward implementation that merely involved constructing a navigation
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query to access a database in a predictable manner. (Ex. 1002, 996.) Indeed, such
an implementation would have been a mere combination of elements and
technologies (e.g., a database request for servicing a query, as taught by Cheyer,
and construction of a database query, i.e., database request, as taught by Shwartz),
according to known methods (e.g., Shwartz describes how to construct the query,
and Cheyer describes its role in a system for servicing a user’s request), to provide
predictable results (e.g., retrieving information desired by the user from a
database). (Id.) KSR, 550 U.S. at 416.

V) [1.d] “(d) utilizing the navigation query to select a
portion of the electronic data source; and”

Cheyer alone and/or in combination with Shwartz® discloses this limitation.
(Ex. 1002, 997.) For instance, Cheyer discloses that a database agent utilizes the
navigation query to retrieve from a database information requested by a user
(“select a portion of the electronic data source”). (Id., 997.) Cheyer discloses

various examples of such “portion[s] of the electronic data source,” such as “maps

% As discussed above for limitation [1.c], it would have been obvious in view of
Shwartz to modify Cheyer’s process to construct a “navigation query.” It would
also have been obvious to configure the combined Cheyer-Shwartz process to
implement the features relating to “navigation query” in limitation [1.d] and claim

4. (Ex. 1002, 997 n.4.)
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for each city, as well as icons, vocabulary and information about available hotels,
restaurants, movies, theaters, municipal buildings and tourist attractions” (Ex.
1012, 10), “the French restaurants within 1 mile of this hotel” (id., 5) or “all
available information about Alcatraz” (id., 5).

Cheyer discloses that a type of agent called a “facilitator” routes information
to agents in the Open Agent Architecture. (See id., 7 (“Facilitators provide
content-based message routing, global data management, and process coordination
for their set of connected agents.”), 8 (“when queries arrive in Interagent
Communication Language form, [facilitators] are responsible for breaking apart
any complex queries and for distributing goals to the appropriate agents”); see also
id., 9 (“facilitator agent”); Ex. 1002, 498.)

Cheyer discloses that database agents provide information (e.g., about maps,
places of interest, movies, etc.) relevant to the user’s request. (Ex. 1012, 10
(“database agents provide maps for each city, as well as icons, vocabulary and
information about available hotels ...”); Ex. 1002, 499.)

Cheyer’s database agents retrieve information from a database based on
database requests. (Ex. 1012, 10 (“a domain agent will try to resolve the definite
reference by sending database agent requests”); Ex. 1002, 4100.) Thus, when a
database request is constructed for retrieving information from a database in

response to a user’s input such as “Display the French restaurants within 1 mile of
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this hotel” (Ex. 1012, 5) or “Show me all available information about Alcatraz”
(id.), a corresponding database request is routed to a database agent that services
the request by utilizing the database request (‘“navigation query”) to access the
database. (Ex. 1002, 9100.)

While Cheyer discloses ‘“access to existing data sources” (Ex. 1012, 1),
“access to various heterogeneous data and knowledge sources” (id., 7), “access [to]
a wide variety of data sources, including information stored in HTML form on the
World Wide Web” (id., 4), and various types of databases, including “Prolog
databases, X-500 hierarchical databases, and data loaded automatically by
scanning HTML pages from the World Wide Web (WWW)” (id., 10), Cheyer does
not expressly disclose that the database agent “select[s] a portion” of the disclosed
electronic data source. However, a POSITA would have understood that Cheyer
necessarily discloses that feature. (Ex. 1002, 4101.) A POSITA would have had
this understanding because “database requests” (Ex. 1012, 12) were well known to
be for retrieving or selecting a portion of a database. (Ex. 1002, 4101.) If a portion
of the database that contains the “maps for each city” or “information about
available hotels ... and tourist attractions” (Ex. 1012, 10) were not selected by
Cheyer’s database agent, then the database agent would not have been able to

provide the information that the user requested. (Ex. 1002, §101.)
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To the extent Cheyer does not disclose “select[ing] a portion of the
electronic data source,” it would have been obvious in view of Cheyer and Shwartz
to implement this feature in Cheyer’s process. (Id., §102.) Shwartz discloses
“retrieval and aggregation of data from [a] database to satisfy [a] natural language
query” (Ex. 1013, Abstract) and “identify[ing] an optimal set of database elements
to satisfy the query” (id., 17:10-11), e.g., by choosing particular “tables and
columns” (id., 9:24-27). Additionally, Shwartz discloses “generat[ing] ... code
(e.g., structured query language (‘SQL’) code) to actually retrieve the information
from the application database” (id., 9:33-35), and a POSITA would have
understood that SQL code (e.g., a SELECT statement in SQL code) was intended
to select a portion of a database. (Ex. 1002, §102; see also Ex. 1013, 7:19-22.)

A POSITA would have been motivated, in light of the teachings of Cheyer
and Shwartz, to configure Cheyer’s process to select a portion of any of the
databases disclosed by Cheyer. (Ex. 1002, 4103.) A POSITA would have
recognized that selecting a portion of a database responsive to the user’s request
would have enabled the combined Cheyer-Shwartz process and system to provide
desired information to the user. (/d.) This would have been a straightforward
configuration, because it would have been merely a combination of known
components and technologies (e.g., Cheyer’s database and database requests, and

Shwartz’s “structured query language (‘SQL’) or other code” for retrieving a
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portion of a database (Ex. 1013, 7:19-22)), according to known methods (e.g.,
retrieving information from a database using database requests), to obtain
predictable results (selecting a portion of a database in response to a database
request). (Ex. 1002, 94103-104.) KSR, 550 U.S. at 416.

vi) [l.e] “(e) transmitting the selected portion of the

electronic data source from the network server to the
mobile information appliance of the user.”

Cheyer alone and/or in combination with Shwartz discloses this limitation.
(Ex. 1002, 4/105.) For instance, in the examples of “Display the French restaurants
within 1 mile of this hotel” (Ex. 1012, 5) or “Show me all available information
about Alcatraz” (id.), Cheyer discloses displaying the French restaurants within 1
mile of the hotel specified by the user or displaying all available information about
Alcatraz. (Ex. 1002, 4105; see also Ex. 1012, 10, 12.) Cheyer also discloses
“access to existing data sources including the World Wide Web.” (Ex. 1012,
Abstract.)

Based on the foregoing disclosures, a POSITA would have understood that
Cheyer necessarily discloses transmitting the selected portion of the electronic data
source from the remote server at which such data sources are located (“the network
server”) to the user’s mobile computing device (“the mobile information appliance
of the user”). (Ex. 1002, 9106.) For example, if such data were not transmitted

from the remote server to the user’s mobile device, the user could not have
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obtained the information that he/she desired. (/d.) Indeed, transmitting data from
a remote server to a user’s computing device was known to be a necessary aspect
of data communications involving the Web, which Cheyer discloses. (Ex. 1012,
Abstract; Ex. 1002, 9106.)

To the extent Cheyer does not disclose transmitting the selected portion of
the electronic data source from the remote server to the user’s mobile device, it
would have been obvious in view of Shwartz to implement such features. (Ex.
1002, 9107.) As discussed above for limitation [1.d], it would have been obvious
in view of Shwartz to select a portion of the electronic data source (supra Section
IX.A.1.v), and in view of Shwartz’s disclosure of displaying retrieved data on a
user’s computer it would further have been obvious to configure the combined
process to transmit the selected portion from the remote network server to the
user’s mobile device. (Ex. 1013, 5:9-11; Ex. 1002, 4107.) A POSITA would have
known how to implement data communications involving the Web, which Cheyer
discloses (Ex. 1012, Abstract), and would have been motivated to implement such
transmitting in order to achieve a working application as disclosed in Cheyer. (Id.)
Indeed, a POSITA would not only have been motivated but would have naturally
expected to configure Cheyer’s process to transmit the selected portion of the
electronic data source from the remote server to the user’s mobile device, in order

to achieve Cheyer’s objective of enabling a user “to transparently access a wide
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variety of data sources, including information stored in HTML form on the World
Wide Web.” (Ex. 1012, 4; Ex. 1002, q9107-108.)

This would have been a mere combination of known components and
technologies (e.g., Cheyer’s disclosure of an application that retrieves information
from a remote data source such as one located on the Web, Cheyer’s disclosure of
a PDA that a POSITA would have known was capable of receiving information
transmitted by a remote server, and Shwartz’s disclosure of displaying retrieved
data on a user’s computer), according to known methods (e.g., implementing data
communications involving the Web in a known manner), to obtain predictable
results (e.g., sending information from a remote server to the user’s mobile

device). (Id.,9109.) KSR, 550 U.S. at 416.
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2. Claims 2 and 3

i) [2.a]/[3.a] “The method of claim 1, wherein the step
of rendering the interpretation of the spoken request
is performed by the mobile information appliance.”’

While Cheyer discloses a “server machine which will manage ... natural
language processing and speech recognition for the application” (Ex. 1012, 6), it
would have been obvious in view of Thrift to configure the combined Cheyer-
Thrift-Shwartz process to perform the speech recognition and natural language
processing (“the step of rendering the interpretation of the spoken request”) at the
user’s mobile computing device (“the mobile information appliance™). (Ex. 1002,
q110.)

Cheyer discloses “[t]he user interface must be light and fast enough to run
on a handheld PDA while able to access applications and data that may require a

more powerful machine” (Ex. 1012, 4), which suggests that in some situations

7 Claim 2 appears to have issued with a printing error. Specifically, during
prosecution claim 2 recited “at the one or more network servers” instead of “by the
mobile information appliance.” (Ex. 1004, 67.) Nonetheless, Petitioner addresses
claim 2 as issued here. To the extent claim 2 is interpreted to require “at the one or
more network servers,” instead of “by the mobile information appliance,” that

interpretation is addressed below in Section IX.B.
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(e.g., when the user’s handheld PDA is sufficiently powerful) a more powerful
machine (e.g., server remote from the PDA) may not be needed. (Ex. 1002, q111.)
A POSITA would have understood Cheyer’s foregoing disclosure as providing
guidance as to when a remote server for performing speech recognition and natural
language processing would or would not be appropriate (i.e., the resource
capabilities of the PDA are central to this issue). (/d.)

Thrift, in the same technical field as Cheyer (e.g., providing information to a
user based on voice input), discloses a client-server architecture in the speech
processing context but also explains that in some instances a host computer 11 (the
server in Thrift’s client-server architecture) is not needed for at least some speech
processing tasks. (Ex. 1015, 3:1-24 (user device “performs all or part of the voice
recognition process”).) Thus, Thrift indicates that it was known before the alleged
invention of the *718 patent that tasks could either be allocated to a separate server
or performed at the client, depending on particular system needs. (Ex. 1002,
I9112-113.)

A POSITA would have understood Thrift’s disclosure regarding control unit
10 (the client in Thrift’s client-server architecture) performing all or part of a voice
recognition process to also be applicable to modifying Cheyer’s process to have
the user’s PDA perform all or part of speech recognition and natural language

processing, because a POSITA would have understood that 7hrift’s foregoing
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disclosure is relevant to allocation of tasks in a variety of computational contexts.
(Id., 4114.) In other words, it would have been useful to assign natural language
processing to the user’s PDA, because natural language processing, like speech
recognition, was a task that involved processing data. (/d.)

A POSITA would have had reason to consider the teachings of Thrift (in the
same technical field as Cheyer) when implementing Cheyer’s process and would
have seen that Thrift discloses that certain tasks may be assigned to either control
unit 10 or to host system 11. (/d., §115.) A POSITA would have understood that
Thrift’s disclosure of control unit 10 performing “all or part” of a voice recognition
process (Ex. 1015, 3:1-2, 3:9-10) meant that the choice of which tasks to allocate
to the control unit 10 as opposed to host system 11 was determined by system
implementation details such as relative resource capabilities. (Ex. 1002, 4115.)
Based on Thrift’s disclosure of “control unit 10 perform[ing] all voice recognition
processes” in one scenario, a POSITA would have recognized the possibility and
value of configuring Cheyer’s PDA to perform the speech recognition and natural
language processing functions disclosed in Cheyer. (Ex. 1015, 3:22-23 (emphasis
added); Ex. 1002, q115.)

For example, a POSITA would have been motivated to make the above
modification in order to reduce communications latency, e.g., by eliminating
communications to and from a remote server regarding speech recognition and
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natural language processing. (Ex. 1002, 4116.) A POSITA would also have been
motivated to make this modification to simplify the architecture of Cheyer’s
system, because with the functions of speech recognition and natural language
processing performed at the PDA then a separate speech server would not have
been needed for such processing. (/d.) A POSITA would have been capable of
making this modification, as the choice of a single computer design or a client-
server design was a mere choice among a finite number of known alternatives with
predictable outcomes. (/d.) KSR, 550 U.S. at 421.

3. Claim 4

i) [4.a] “The method of claim 1, further comprising the
steps of soliciting additional input from the user,
including user interaction in a modality different
than the original request;”

Cheyer in combination with Thrift and Shwartz discloses this limitation.
(Ex. 1002, q117.) At the outset, Cheyer discloses several examples in which the
user provides additional input beyond just spoken input, including user interaction
in a modality different than the original spoken request. (See, e.g., Ex. 1012, 5; Ex.
1002, 9118.)

Cheyer further discloses prompting the user for additional input (“soliciting
additional input from the user”). (Ex. 1002, 119.) For example, Cheyer explains
where “a user’s request is ambiguous or underspecified ... the system will ... issue

a prompt requesting additional information.” (See, e.g., id., 6; Ex. 1002, 4119.)
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For example, Cheyer discloses prompting the user for an indication (e.g., via a

gesture) as to what the user means by “the hotel” in the spoken request. (Ex. 1012,
11, 12.)

ii) [4.b] “refining the navigation query, based upon the

additional input; and using the refined navigation

query to select a portion of the electronic data
source.”

Cheyer in combination with Shwartz discloses this limitation. (Ex. 1002,
9120.) For instance, Cheyer discloses that in the example of a user input “How far
is the restaurant from this hotel” (Ex. 1012, 11), the database request (‘“navigation
query”) is refined based upon “a gesture indicating ‘[this] hotel’” (id., 12), because
there 1s an ambiguity regarding what “this hotel” refers to. (Ex. 1002, 9120.)
Cheyer discloses that a “reference resolution agent (RR) ... asks for resolution of”
a reference such as “[this] hotel” and that “[w]hen the references have been
resolved, the domain agent ... sends database requests ... .” (Ex. 1012, 12.) Thus,
Cheyer discloses that the database request is refined based upon the additional
input from the user that clarifies what the user means by “this hotel” (Ex. 1002,
9120), and the domain agent sends the refined database request after the ambiguity
regarding the reference “this hotel” (Ex. 1012, 11) has been resolved (id., 12). (Ex.
1002, 9120.) Cheyer’s database agent (“the at least one agent”) uses the refined
database request (“refined navigation query”) to retrieve from the remote database
location information regarding the hotel specified by the user (“to select a portion
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of the electronic data source”), so that the distance requested by the user can be
calculated. (Ex. 1012, 10 (describing details of database agent); Ex. 1002, 4120.)

As another example, Cheyer discloses that the user may speak “Display the
French restaurants within 1 mile of this hotel.” (Ex. 1012, 5.) The phrase “this
hotel” in this example’s spoken query, which is similar to the above-described
example involving “the hotel” at page 11 of Cheyer, is ambiguous and requires
clarification. (Ex. 1002, §121.) After the user provides such additional input so
that the ambiguity can be resolved, Cheyer’s database agent uses a refined database
query that takes into account the additional information regarding the identity of
the hotel (“the refined navigation query”) to select a portion of a database
containing maps or “information about available restaurants” (Ex. 1012, 10)
relevant to the user’s query (“a portion of the electronic data source”). (Ex. 1002,
121; see also Ex. 1012, 11 (“resolve contextual references such as ‘the hotel’ ...
by gestural or direct manipulation commands.”).)

To the extent Cheyer does not disclose the feature “to select a portion of the
electronic data source,” it would have been obvious in view of Shwartz to
implement that feature for at least the same reasons discussed above regarding

limitation [1.d]. (Supra Section IX.A.1.v; Ex. 1002, 4122.)
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4. Claim 6

i) [6.a] “The method of claim 1, wherein steps (a)-(d)
are performed with respect to multiple users.”

Cheyer in combination with Thrift and Shwartz discloses or suggests this
limitation. (Ex. 1002, 9123.) For example, Cheyer discloses an application
including a user interface that runs on a handheld PDA or a PC (Ex. 1012,
Abstract, 4, 6) and further discloses multiple users (id., 1-2 (referring to multiple
“users”)). A POSITA would have understood that when a plurality of
simultaneous users using respective PDAs run Cheyer’s application, the method of
claim 1, including steps (a)-(d) recited therein, is necessarily performed with
respect to multiple users. (Ex. 1002, 9123.) Indeed, claim 6 does not require that
the multiple users share any resources (e.g., remote data sources), and thus
amounts to simply having multiple people practice the method of claim 1. At
minimum, it would have been obvious to perform steps (a)-(d) with respect to
multiple users, e.g., to enable a wider range of people than just one person to be
able to use the combined Cheyer-Thrift-Shwartz process. (Ex. 1002, q123.) A
POSITA would have recognized that enabling multiple users to use the combined
process would have beneficial, e.g., in order to provide information to more

people. (I1d.)
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5. Claims 8, 9

i) [8.a] “The method of claim 1, wherein the mobile
information appliance is a portable computing
device.”

ii) [9.a] “The method of claim 8, wherein the portable
computing device is a personal digital assistant.”

Cheyer combined with Thrift and Shwartz discloses these limitations. (Ex.
1002, 9124.) Cheyer discloses that the application discussed above for claim 1
runs on a handheld personal digital assistant (PDA), which a POSITA would have
understood to be a portable computing device. (Ex. 1012, 4, 6; Ex. 1002, 9124; see
also Ex. 1012, Abstract, 12.)

A POSITA would have recognized that the remote control device (“mobile
information appliance”) in the combined Cheyer-Thrift-Shwartz process (discussed
above for claim 1) could have additionally been a portable computing device (e.g.,
PDA), and would have been motivated to implement the device to be both a remote
control device and a portable computing device (e.g., PDA). (Ex. 1002, 4125.)
For example, a POSITA would have recognized that the attributes of a remote
control device and of a portable computing device (e.g., PDA) were not mutually
exclusive, and that these were separate features that could have beneficially have
been co-implemented. (/d.) Indeed, a POSITA would have been motivated to co-
implement both of these features in order to provide a richer feature set for users

and to enable a user to perform remote control functionality with an existing device
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such as his/her portable computing device, e.g., PDA. (Id) Such an
implementation would have promoted efficiency, e.g., by using a single device to
perform multiple features, and would have been consistent with the knowledge of a
POSITA and the expectations of consumers regarding multi-function devices. (/d.)

Indeed, it was well-known by the time of the alleged invention that a mobile
device could operate as both a PDA and a remote control for a television. (See,

e.g., Ex. 1033, 8128; see also Ex. 1002, 9126.)

6. Claim 10

i) “A computer program embodied on a computer
readable medium for speech-based navigation of an
electronic data source located at one or more
network servers located remotely from a user,
wherein a data link is established between a mobile
information appliance of the user and the one or
more network servers, comprising:”

To the extent the preamble of claim 10 is limiting, Cheyer discloses the
limitations therein for at least the same reasons as presented above regarding the
preamble of claim 1. (Ex. 1002, §127; supra Section IX.A.1.1.)

Cheyer discloses an “application” (Ex. 1012, 1-9, 11-12) that “runs on pen-

equipped PC’s or a Dauphin handheld PDA” (id., 6). Cheyer discloses that “[t]o

® Konstan is only cited for claim 1 to demonstrate knowledge of a POSITA and is

not relied upon as a reference in this unpatentability ground.
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implement the described application, a distributed network of heterogeneous
software agents was augmented by appropriate functionality for developing
synergistic multimodal applications.” (/d., 1 (emphasis added).) Therefore, a
POSITA would have understood that Cheyer discloses a “computer program
embodied on a computer readable medium” as claimed. (Ex. 1002, 4128.)

(See also infra Sections 1X.A.6.11-vi regarding the remaining limitations of
this claim.)

ii) [10.a] “(a) a code segment that receives a spoken
request for desired information from the user
utilizing the mobile information appliance of the
user, wherein said mobile information appliance

comprises a portable remote control device or a set-
top box for a television;”

Cheyer in combination with 7hrift discloses this limitation for at least the
same reasons as presented above regarding limitation [1.a]. (Ex. 1002, §129; supra
Section [X.A.1.11.)

A POSITA would have understood based on Cheyer’s disclosure of an
“application” (Ex. 1012, 1-9, 11-12) that runs on a PC or PDA (id., 6) and further
based on Cheyer’s disclosure of software agents (id., 1) that Cheyer’s application
includes software running on a microprocessor configured to perform various
functionalities, including the functionality corresponding to limitation [10.a], and
thus Cheyer discloses a “code segment” as in limitation [10.a]. (Supra Section
VIIL.B; Ex. 1002, 4130.) Indeed, even if Cheyer were found not to provide for

47

Petitioner Microsoft Corporation - Ex. 1008, p. 2978



Petition for Inter Partes Review
Patent No. 6,757,718

such an implementation, as recognized by Shwartz the use of a processor to
implement software code was routine and commonplace at the time of the alleged
invention, and would have been a predictable and obvious modification. (Ex.
1013, 4:11-62 (disclosing a “computer processor’” and various functions performed
by executing the processor), 6:29-30 (“computer processor 12 ... controls the
overall operation of the system™); Ex. 1002, 4130.)

iii) [10.b] “(b) a code segment that renders an
interpretation of the spoken request;”

Cheyer discloses this limitation for at least the same reasons as presented
above regarding limitation [1.b]. (Ex. 1002, 9131; supra Section IX.A.l.iii.)
Moreover, for the same reasons discussed above for limitation [10.a], Cheyer
discloses, or renders obvious in view of Shwartz, the use of a processor to
implement the functionality recited in limitation [10.b]. (Supra Sections VIII.B,
IX.A.6.1i; Ex. 1002, 9132.)

iv)  [10.c] “(c) a code segment that constructs a
navigation query based upon the interpretation;”

Cheyer in combination with Shwartz discloses this limitation for at least the
same reasons as presented above regarding limitation [1.c]. (Ex. 1002, §133; supra
Section IX.A.1.1iv.) Moreover, for the same reasons discussed above for limitation

[10.a], Cheyer discloses, or renders obvious in view of Shwartz, the use of a
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processor to implement the functionality recited in limitation [10.c]. (Supra
Sections VIII.B, IX.A.6.i1; Ex. 1002, 4134.)

Although Cheyer does not expressly describe in detail the limitation
“constructs a navigation query,” it would have been obvious in view of Shwartz to
implement that feature in Cheyer’s computer program, for at least the same reasons
as discussed above for limitation [1.c]. (Supra Section IX.A.1.iv; Ex. 1002, 4135.)

V) [10.d] “(d) a code segment that utilizes the navigation

query to select a portion of the electronic data
source; and”

Cheyer in combination with Shwartz’ discloses this limitation for at least the
same reasons as presented above regarding limitation [1.d]. (Ex. 1002, §136;
supra Section IX.A.l.v.) Moreover, for the same reasons discussed above for
limitation [10.a], Cheyer discloses, or renders obvious in view of Shwartz, the use
of a processor to implement the functionality recited in limitation [10.d]. (Supra

Sections VIIL.B, IX.A.6.11; Ex. 1002, 4137.)

? As discussed above for limitation [10.c], it would have been obvious in view of
Shwartz to modify Cheyer’s computer program to construct a “navigation query.”
It would also have been obvious to configure the combined Cheyer-Shwartz
computer program to implement the “navigation query” feature in limitation [10.d]

and claim 13. (Ex. 1002, 136 n.5.)
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To the extent Cheyer does not disclose “select a portion of the electronic
data source,” it would have been obvious in view of the combined teachings of
Cheyer and Shwartz to implement this feature in Cheyer’s computer program, for
at least the same reasons as discussed above for limitation [1.d]. (Supra Section
IX.A.1.v; Ex. 1002, q138.)

vi) [10.e] “(e) a code segment that transmits the selected
portion of the electronic data source from the

network server to the mobile information appliance
of the user.”

Cheyer discloses this limitation for at least the same reasons as presented
above regarding limitation [l.e]. (Ex. 1002, §139; supra Section IX.A.1.vi.)
Moreover, for the same reasons discussed above for limitation [10.a], Cheyer
discloses, or renders obvious in view of Shwartz, the use of a processor to
implement the functionality recited in limitation [10.e]. (Supra Sections VIII.B,
IX.A.6.ii; Ex. 1002, 9140.)

7. Claim 12

i) [12.a] “The computer program of claim 10, wherein
the rendering of the interpretation of the spoken
request is performed by the mobile information
appliance.”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding claims 2 and 3. (Ex. 1002,

9141; supra Section IX.A.2.)
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8. Claim 13

i) [13.a] “The computer program of claim 10, further
comprising a code segment that solicits additional
input from the user, including user interaction in a
modality different than the original request;”

Cheyer in combination with Thrift and Shwartz discloses this limitation for

at least the same reasons as presented above regarding limitation [4.a]. (Ex. 1002,

9142; supra Section IX.A.3.1.) Moreover, for the same reasons discussed above for

limitation [10.a], Cheyer discloses, or renders obvious in view of Shwartz, the use

of a processor to implement the functionality recited in limitation [13.a]. (Supra
Sections VIII.B, IX.A.6.i1; Ex. 1002, 4143.)

ii) [13.b] “a code segment that refines the navigation

query, based upon the additional input; and a code

segment that uses the refined navigation query to
select a portion of the electronic data source.”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding limitation [4.b]. (Ex. 1002,
4144; supra Section I1X.A.3.ii.) Moreover, for the same reasons discussed above
for limitation [10.a], Cheyer discloses, or renders obvious in view of Shwartz, the
use of a processor to implement the functionality recited in limitation [13.b].

(Supra Sections VIIL.B, IX.A.6.11; Ex. 1002, §145.)
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9. Claim 15

i) [15.a] “The computer program of claim 10, wherein
code segments (a)-(d) are executed with respect to
multiple users.”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding claim 6. (Ex. 1002, §146;
supra Section 1X.A.4.)

10. Claims 17,18

i) [17.a] “The computer program of claim 10, wherein
the mobile information appliance is a portable
computing device.”

ii) [18.a] “The computer program of claim 17, wherein
the portable computing device is a personal digital
assistant.”

Cheyer in combination with Thrift and Shwartz discloses these limitations
for at least the same reasons as presented above regarding claims 8 and 9. (Ex.
1002, q147; supra Sections IX.A.5.1-11.)

11. Claim 19

i) “A system for speech-based navigation of an
electronic data source located at one or more
network servers located remotely from a user,
comprising:”

To the extent the preamble of claim 19 is limiting, Cheyer discloses the
limitations therein for at least the same reasons as presented above regarding the

preamble of claim 1. (Ex. 1002, 4148; supra Section IX.A.1.1.)
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In addition to disclosing a “method” as recited in claim 1 (supra Section
IX.A.1.1), Cheyer also expressly discloses a “system” utilizing an application that
runs on a PC or PDA (Ex. 1012, 6), and thus discloses a “system” as recited in the
preamble of claim 19. (Ex. 1002, 9149; see also Ex. 1012, 4, 6, 12.)

(See also infra Sections IX.A.11.1i-vi regarding the remaining limitations of
this claim.)

ii) [19.a] “(a) a mobile information appliance operable
to receive a spoken request for desired information
from the user, wherein said mobile information

appliance comprises a portable remote control device
or a set-top box for a television;”"’

Cheyer in combination with Thrift discloses this limitation for at least the
same reasons as presented above regarding the preamble of claim 1 and limitation
[1.a]. (Ex. 1002, q150; supra Sections 1X.A.1.1-1i.)

iii) [19.b] “(b) spoken language processing logic,

operable to render an interpretation of the spoken
request;”

Cheyer discloses this limitation for at least the same reasons as presented

above regarding limitation [1.b]. (Ex. 1002, §151; supra Section IX.A.1.iii.)

' Limitation [19.a] defines sufficient structure (“a portable remote control device

or a set-top box for a television”) to avoid invoking 35 U.S.C. § 112 g 6.
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Additionally, because Cheyer discloses an application implemented in
software (supra Section IX.A.6.1) and a POSITA would have understood that such
software runs on a microprocessor configured to perform various functionalities,
including the functionality corresponding to limitation [19.b], and for the reasons
discussed above for limitation [1.b], Cheyer discloses a ‘“spoken language
processing logic, operable to” perform the functionality recited in limitation [19.b].
(Supra Sections VIII.B, IX.A.1.111, IX.A.6.111; Ex. 1002, 9152.) Indeed, even if
Cheyer were found not to provide for such an implementation, as recognized by
Shwartz the use of a processor to implement logic was routine and commonplace at
the time of the alleged invention, and would have been a predictable and obvious
modification. (Ex. 1013, 4:11-62, 6:29-30; Ex. 1002, 9152.)

iv)  [19.c] *“(c) query construction logic, operable to

construct a navigation query based upon the
interpretation;”

Cheyer in combination with Shwartz discloses this limitation for at least the
same reasons as presented above regarding limitation [1.c]. (Ex. 1002, §153; supra
Section IX.A.1.iv.) Moreover, for the same reasons discussed above for limitation
[19.b], Cheyer discloses, or renders obvious in view of Shwartz, the use of a
processor to implement the functionality recited in limitation [19.c]. (Supra

Sections VIIL.B, IX.A.11.ii1; Ex. 1002, 4154.)
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Although Cheyer does not expressly describe in detail the limitation
“construct a navigation query,” it would have been obvious in view of Shwartz to
implement that feature in Cheyer’s system, for at least the same reasons as
discussed above for limitation [1.c]. (Supra Section IX.A.1.iv; Ex. 1002, 4155.)

V) [19.d] “(d) navigation logic, operable to select a

portion of the electronic data source using the
navigation query, and”

Cheyer in combination with Shwartz'' discloses this limitation for at least
the same reasons as presented above regarding limitation [1.d]. (Ex. 1002, 156;
supra Section IX.A.l.v.) Moreover, for the same reasons discussed above for
limitation [19.b], Cheyer discloses, or renders obvious in view of Shwartz, the use
of a processor to implement the functionality recited in limitation [19.d]. (Supra

Sections VIIL.B, IX.A.11.ii1; Ex. 1002, 4157.)

" As discussed above for limitation [19.c], it would have been obvious in view of
Shwartz to modify Cheyer’s system to construct a “navigation query.” It would
also have been obvious to configure the combined Cheyer-Shwartz system to
implement the “navigation query” feature in limitation [19.d] and claim 22. (Ex.

1002, 156 n.6.)
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vi) [19.e] “(e) electronic communications infrastructure
for transmitting the selected portion of the electronic
data source from the network server to the mobile
information appliance of the user.”

Cheyer alone and/or in combination with Shwartz discloses this limitation
for at least the same reasons as presented above regarding limitation [1.e]. (Ex.
1002, 9q158; supra Section 1X.A.1.vi.) A POSITA would have understood that
Cheyer alone and/or in combination with Shwartz necessarily discloses an
electronic communications infrastructure for performing the transmitting of
limitation [19.e]. (Ex. 1002, q158.) A POSITA would have had this understanding
because without an electronic communications infrastructure, a system like that
disclosed in Cheyer and Shwartz, which involve retrieving information from a
remote system (supra Sections IX.A.l1.i, vi, IX.A.11.1)) would not have been
possible. (Ex. 1002, 9158.) Indeed, an electronic communications infrastructure
was a necessary component of a remote server (e.g., web server) such as disclosed
by Cheyer in the context of a Web-based data source. (Supra Section [X.A.1.1; Ex.
1012, Abstract (“access to existing data sources including the World Wide Web”),
6 (“a mobile system that provides a synergistic pen/voice interface to remote
databases”); Ex. 1002, q158.)

To the extent the claimed “electronic communications infrastructure for

29

transmitting ...” is construed to require software running on a microprocessor

configured to perform transmitting the selected portion of the electronic data
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source from the network server to the mobile information appliance of the user (see
supra n.3), Cheyer discloses this limitation for at least the same reasons presented
above regarding limitation [10.e]. (Supra Section IX.A.6.vi; Ex. 1002, 4159.)

12. Claim 21

i) [21.a] “The system of claim 19, wherein the spoken
language processing logic renders the interpretation
of the spoken request at the mobile information
appliance.”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding claims 2 and 3. (Ex. 1002,
4160; supra Section IX.A.2.)

13. Claim 22

i) [22.a] “The system of claim 19, further comprising
user interaction logic operable to solicit additional
input from the user, including user interaction in a
modality different than the original request; and”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding limitation [4.a]. (Ex. 1002,
9161; supra Section IX.A.3.1.) Moreover, for the same reasons discussed above for
limitation [19.b], Cheyer discloses, or renders obvious in view of Shwartz, the use
of a processor to implement the functionality recited in limitation [22.a]. (Supra

Sections VIII.B, IX.A.11.111; Ex. 1002, 9162.)
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i)  [22.b] “query refining logic operable to refine the
navigation query based upon the additional input;
wherein the navigation logic users'’ the refined
navigation query to select a portion of the electronic
data source.”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding limitation [4.b]. (Ex. 1002,
19163, 165; supra Section 1X.A.3.1i.) Moreover, for the same reasons discussed
above for limitation [19.b], Cheyer discloses, or renders obvious in view of
Shwartz, the use of a processor to implement the functionality recited in limitation
[22.b]. (Supra Sections VIII.B, IX.A.11.i11; Ex. 1002, §164.)

14. Claim 24

i) [24.a] “The system of claim 19, wherein the system
operates with respect to multiple users.”

Cheyer in combination with Thrift and Shwartz discloses this limitation for
at least the same reasons as presented above regarding claim 6. (Ex. 1002, §166;

supra Section [X.A 4.)

"2 For the purposes of this proceeding, Petitioner assumes that claim 22 contains a
typographical error and was intended to recite “uses” instead of “users.” Petitioner
reserves the right to assert invalidity of claim 22 under 35 U.S.C. § 112 in other

proceedings.
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15. Claims 26, 27

i) [26.a] “The system of claim 19, wherein the mobile
information appliance is a portable computing
device.”

ii) [27.a] “The system of claim 26, wherein the portable
computing device is a personal digital assistant.”

Cheyer in combination with Thrift and Shwartz discloses these limitations
for at least the same reasons as presented above regarding claims 8 and 9. (Ex.
1002, 9167; supra Sections IX.A.5.1-11.)

B.  Ground 2: Cheyer, Shwartz, Thrift, and Dureau Render Obvious
Claims 2, 11, and 20

1. Claim 2

i) [2.a] “The method of claim 1, wherein the step of
rendering the interpretation of the spoken request is
performed [at the one or more network servers].”"

Cheyer combined with Thrift, Shwartz, and Dureau, discloses or suggests
this limitation. (Ex. 1002, 9169.)

Cheyer discloses a “server machine which will manage ... natural language
processing and speech recognition for the application.” (Ex. 1012, 6; see also id.,
4, 11.) While Cheyer does not expressly disclose that the server at which the data
source is located according to the preamble of claim 1 also performs speech

recognition and natural language processing (“the step of rendering the

B Supran.7.
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interpretation of the spoken request”), to the extent claim 2 is interpreted to require
such an arrangement, it would have been obvious in view of Dureau to configure
the combined Cheyer-Shwartz-Thrift process to implement such features. (Ex.
1002, 9170.)

Dureau “relates generally to interactive television systems” (Ex. 1016, 1:8-
12) and discloses voice input to a set-top box coupled to a television. (/d.,
Abstract, 10:56-11:1, FIG. 1 (reproduced below); Ex. 1002, q171.)

APPLICATION AME
SOURCE comrj_mx-r. )
12 | ]
[ SERVER COMPIPKT,
| 13 16

Y

) || | SET-TOP BOX INFUT DEVICE |
E I [l 2 x|
st 1,

X 19 21 |

FiG. 1

(Ex. 1016, FIG. 1 (showing set-top box 22 connected to television 23.)

Because Dureau, like Cheyer, discloses that a user provides voice input that
is processed by voice recognition software, a POSITA would have had reason to
consider the teachings of Dureau when implementing the Cheyer-Shwartz-Thrift
process. (Ex. 1002, q172.) Having looked to Dureau, a POSITA would have seen
that Dureau discloses transmitting a user’s speech input to a server, where it is

interpreted, and further discloses performing applications relating to the speech
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input at the server. (Ex. 1016, Abstract, 2:49-62, 3:39-44, 9:59-10:3, 10:46-55,
10:65-11:3; Ex. 1002, 9172.)

Based on Dureau’s disclosures regarding a server that is equipped with a
voice recognition application and that performs applications using speech input, a
POSITA would have been motivated to modify the combined Cheyer-Thrifi-
Shwartz process so that the server at which the data source is located as in the
preamble of claim 1 also performs speech recognition and natural language
processing. (Ex. 1002, 94173.) A POSITA would have known based on Dureau
that such a configuration was possible, and he/she would have been motivated to
implement the data source at the same server that performs speech recognition and
natural language processing in order to achieve an efficient implementation. (/d.)
Such an implementation would have been a mere combination of known

components and technologies, according to known methods, to achieve predictable

results. (/d.) KSR, 550 U.S. at 416.
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2. Claims 11, 20

i) [11.a] “The computer program of claim 10, wherein
the rendering of the interpretation of the spoken
request is performed at the one or more network
servers.”

ii) [20.a] “The system of claim 19, wherein the spoken
language processing logic renders the interpretation
of the spoken request at the one or more network
servers.”

Cheyer in combination with Thrift, Shwartz, and Dureau discloses or
suggests these limitations for at least the same reasons as presented above
regarding claim 2 in Ground 2. (Ex. 1002, 49174-175; supra Section IX.B.1.)

C. Ground 3: Cheyer, Shwartz, Thrift, and Johnson Render Obvious
Claims 4, 13, and 22

Patent Owner may argue that claims 4, 13, and 22 should be interpreted to
require that the soliciting of additional input and refining of the navigation query
recited in those claims must be for a different navigation query than the one recited
in claim limitations [1.d], [10.d], and [19.d]. To the extent such an interpretation is
applied, claims 4, 13, and 22 nonetheless would have been obvious in view of
Johnson’s additional disclosure. (Ex. 1002, 4176.) Indeed, such an approach was

well within the skill of a POSITA and a mere design choice. (/d.)
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1. Claim 4
i) Claim limitation [4.a]

To the extent that Cheyer, Thrift, and Shwartz may not explicitly teach
limitation [4.a], it would have been obvious in view of Johnson to modify the
combined Cheyer-Thrift-Shwartz process (discussed above for claim 1) to include
such features. (Ex. 1002, 4177.) Johnson, which is directed to “a multimodal
natural language interface [that] interprets user requests,” is in the same technical
field as Cheyer. (Ex. 1002, q178; Ex. 1014, Abstract.) A POSITA would have had
reason to consider the teachings of Johnson for enhancing or augmenting the
capabilities of the combined Cheyer-Thrift-Shwartz method, because Cheyer,
Thrift, Shwartz, and Johnson are all directed to servicing user requests that are
provided via an interface that includes natural language input. (Ex. 1002, 4178.)

Johnson discloses that in the example of a database query for “Joe Smith’s
telephone number,” there could be “two Joe Smiths in the database,” so that “there
is an ambiguity that must be clarified before a final response can be generated.”

(Ex. 1014, 5:7-18; see also id., Abstract, 4:9-12, FIG. 4 (reproduced below).)
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Screen Manager

]

Action
Speech Non—Speech Input
Input
55
[
Ask-1t System
Kind of

Answers: 1. 609-921-9521

2. There are 2 such names. Do you mean:

1. Joe A. Smith
2. Joe B. Smith?

Please select one.

3. There is no Joe Smith in your phonebook.
Should | lock elsewhere?

FIG.4

Thus, as shown in Figure 4, if there is an ambiguity, Johnson’s system asks the
user to “select one” of the possibilities or indicate whether to look elsewhere. (Ex.
1014, FIG. 4; Ex. 1002, 99179-180.)

In view of Johnson’s disclosure of seeking clarification regarding an
ambiguous situation in which two possible results are present, a POSITA would
have been motivated to modify the combined Cheyer-Thrift-Shwartz process to
clarify any ambiguity in a similar manner, and thus would have been motivated to

solicit additional input from the user regarding such clarification, to provide the
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user with desired information in a user-friendly and convenient manner. (Ex.
1002, q181.)

In view of Johnson’s disclosure of “provid[ing] a choice to the user ... in a
pop-up window, and request[ing] the user to select one of the choices” (Ex. 1014,
5:11-12), a POSITA would have been motivated to configure the combined
process to include user interaction in a modality such as via a selection from a pop-
up window in a graphical user interface without using voice input (“a modality
different than the original request”), because such a skilled person would have
recognized that providing the user with an ability to select a choice from a pop-up
window by, for example, touching or clicking the choice would have been a
convenient, simple, and user-friendly implementation that would have enabled a
wider range of input options for the user. (Ex. 1002, §182.)

Indeed, Cheyer and Johnson encourage such multimodal interaction,
disclosing several examples in which the user provides non-spoken input. (See,
e.g., Ex. 1012, 1, 4, 5; Ex. 1014, Abstract, 2:21-22, 3:37-42, 3:44-46, 3:49-51; Ex.
1002, 9183.) Furthermore, input modalities other than speech input were well
known long before the alleged invention of the *718 patent. (Ex. 1002, q183.)

In view of Cheyer’s and Johnson’s encouragement of multimodal input, a
POSITA would have been motivated to modify the combined Cheyer-Thrift-

Shwartz process to implement the features of limitation [4.a]. (/d., 9184.) This
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modification would have been a mere combination of known components and
technologies, according to known methods, to obtain predictable results. (/d.)
KSR, 550 U.S. at 416.

ii) Claim limitation [4.b]

To the extent that Cheyer, Thrift, and Shwartz may not explicitly teach
refining the navigation query, based upon the additional input, and using the
refined navigation query to select a portion of the electronic data source, it would
have been obvious in view of Johnson to modify the combined Cheyer-Thrifi-
Shwartz process to implement such features. (Ex. 1002, §185.)

Johnson explicitly recognizes that ambiguities may be detected after an
electronic data source is accessed, necessitating refinement of a navigation query
and searching of an electronic data source after a first navigation query already
searches the data source. (Ex. 1002, 4185.) For example, as discussed above in
Section IX.C.1.1, Johnson discloses that in the example of a database query for
“Joe Smith’s telephone number,” there could be “two Joe Smiths [found] in the
database” after searching the database, so that “there is an ambiguity that must be
clarified before a final response can be generated.” (Supra Section I1X.C.1.i; Ex.
1014, 5:7-18.) Thus, Johnson discloses requesting the user to select one of a
plurality of choices or to specify whether a search should be conducted elsewhere.

(Ex. 1014, FIG. 4; Ex. 1002, q185.) As a result of the user’s selection, Johnson’s
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system can find and present to the user the phone number that the user requested
(“a portion of the electronic data source”). (Ex. 1002, 4185.)

A POSITA would have been motivated to include in the combined Cheyer-
Thrift-Shwartz process features such as those disclosed in Johnson regarding
refining the navigation query after a database is initially searched based upon
additional input and using the refined navigation query to select a portion of a
database (“the electronic data source”), in order to enable the combined method
and system to be able to handle situations where a user’s request results in
multiple, ambiguous hits or no hits at all. (/d., §186.) This would have been a
simple modification for a POSITA to make, as it would have been merely a
combination of known elements, according to known methods, to yield predictable
results. (Id.; see also supra Section 1X.A.1.v.) KSR, 550 U.S. at 416. Indeed, a
POSITA would have recognized that accessing and selecting a portion of an
electronic data source with a refined navigation query would have involved
substantially the same operations as compared to accessing and selecting a portion
of an electronic data source with an original navigation query. (Ex. 1002, 4186.)

Indeed, a POSITA would have recognized the existence of two options for
leveraging the user’s clarification in Johnson to obtain the phone number of the Joe
Smith intended by the user: (a) access the database with a search query specifying

“Joe Smith” and obtain an indication that there are two Joe Smiths in the database,
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without obtaining at that time the phone number for each Joe Smith (such that the
phone number for the user-intended Joe Smith must later be retrieved from the
database after the user’s clarification); and (b) access the database with a search
query specifying “Joe Smith” and obtain an indication that there are two Joe
Smiths in the database, along with their respective phone numbers (such that upon
the user’s clarification, the user-intended phone number can simply be used
without further accessing the database). (/d., §187.)

A POSITA would have recognized that configuring the combined Cheyer-
Thrift-Shwartz-Johnson process to use the refined navigation query to select a
portion of the electronic data source would have constituted a mere design choice
among a finite number of known alternatives (e.g., the foregoing two options,
which are not mutually exclusive, as a POSITA would have recognized that
ambiguities could be resolved both before and after accessing the database), each
having predictable outcomes (e.g., ultimately obtaining from the database the
phone number of the user-intended Joe Smith). (/d., §188.) KSR, 550 U.S. at 421.

Moreover, to the extent Johnson does not disclose the feature “to select a
portion of the electronic data source,” it would have been obvious in view of
Shwartz to implement that feature in the combined process. (Supra Section

IX.A.1.v; Ex. 1002, 9189.)
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2. Claim 13
i) Limitations [13.a], [13.b]

Cheyer in combination with Thrift, Shwartz, and Johnson discloses or
suggests these limitations for at least the same reasons as presented above. (Supra
Sections 1X.A.6, IX.A.8.1-11 (citations and analysis regarding “code segment[s]”),
IX.C.1; Ex. 1002, 4190.)

3. Claim 22
i) Limitations [22.a], [22.b]

Cheyer in combination with Thrift, Shwartz and Johnson discloses or
suggests these limitations for at least the same reasons as presented above. (Supra
Sections IX.A.11, IX.A.13.i-i1 (citations and analysis regarding “logic operable
to”), IX.C.1; Ex. 1002, 4191.)

D.  Ground 4: Cheyer, Shwartz, Thrift, and Simmers Render Obvious
Claims 5, 7, 14, 16, 23, and 25

1. Claims 5, 7

i) [S.a] “The method of claim 1, wherein the data link
includes a cellular telephone system.”

ii) [7.a] “The method of claim 1, wherein the mobile
information appliance is a wireless telephone.”

As discussed above for claim 1, Cheyer discloses a data link between the
user’s mobile device and a remote server. (Supra Section IX.A.1.i; Ex. 1002,

193.) While Cheyer, Thrift, and Shwartz do not expressly disclose a data link
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including a cellular telephone system, it would have been obvious in view of
Simmers to configure the combined Cheyer-Thrift-Shwartz process to implement
this feature. (Ex. 1002, 9193.)

Cheyer discloses that the mobile device can be a PDA (Ex. 1012, 4, 6), and a
POSITA implementing Cheyer’s process would have recognized the desirability of
incorporating cellular telephone functionality into a PDA. (Ex. 1002, 4194.) For
example, Simmers discloses “dual-function information devices such as a cellular
phone with PDA.” (Ex. 1017, 1:47-48; see also id., 1:12-15.)

A POSITA would have recognized that the mobile information appliance
(e.g., a PDA with remote control functionality) in the combined Cheyer-Thrift-
Shwartz process could have also included wireless telephone functionality, and
would have been motivated to implement both in the device. (Ex. 1002, 9195.)
Moreover, it was well known before the alleged invention of the *718 patent that a
cellular phone (e.g., as disclosed by Simmers) was used for communicating across
a cellular telephone system. (Ex. 1002, 9196.)

A POSITA would have recognized the value of implementing a cellular
telephone system (which Simmers’s cellular-enabled PDA would have used) to
achieve a data link between Cheyer’s mobile device and remote data source. (Ex.
1002, q197.) For example, a POSITA would have recognized that a cellular

telephone system was a known system for communicating between a mobile
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device and a remote computer on the Web, and that Cheyer similarly discloses
communications between a mobile device and a data source on the web (supra
Section IX.A.1.1). (Ex. 1002, 4197.) In view of Simmers’s teachings, a POSITA
would have been motivated and been capable of modifying the combined Cheyer-
Thrift-Shwartz process so that Cheyer’s data link discussed above for the preamble
of claim 1 includes a cellular telephone system, as recited in claim 5. (/d.)

This would have been a mere combination of known components and
technologies (e.g., Cheyer’s disclosure of communication between a user’s mobile
device and a remote data source to provide the user with desired data from the data
source, and Simmers’s disclosure of a cellular telephone system), according to
known methods (e.g., a POSITA would have known how to implement a cellular
telephone system to achieve Cheyer’s communication between a mobile device
and a remote data source), to obtain predictable results (e.g., communication
between two devices using a known networking technology). (/d., 49198-199.)
KSR, 550 U.S. at 416.

A POSITA would further have been motivated in view of the foregoing
references to configure Cheyer’s mobile device of the user (“mobile information
appliance”) to be a wireless telephone, as recited in claim 7. (Ex. 1002, 4200.) For

example, a POSITA would have known that a wireless telephone was typically
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used with a cellular telephone system to provide portability and mobile access to
data sources. (/d.)

Such a configuration would have been a mere combination of known
components and technologies (e.g., a known cellular telephone system and a
wireless telephone that was known to be used with such a cellular telephone
system, Cheyer’s disclosure of a mobile device such as a PDA, and Simmers’s
disclosure of a cellular-enabled PDA), according to known methods (e.g., a
POSITA knew how to configure a device to be a wireless telephone), to achieve
predictable results (e.g., providing a user with a wireless telephone). (Ex. 1012, 4,
6; Ex. 1017, 1:47-48; Ex. 1002, 9201.) KSR, 550 U.S. at 416.

Indeed, a PDA’s flexibility and expandability were well-known by the time
of the alleged invention, and it was well-known that a PDA could operate as both a
cellular phone (Ex. 1017, 1:47-48) and a remote control (Ex. 1033, 812). (See also

Ex. 1002, 9202.)
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2. Claims 14, 16, 23, 25

i) [14.a] “The computer program of claim 10, wherein
the data link includes a wireless telephone system.”

ii) [16.a] “The computer program of claim 10, wherein
the mobile information appliance is a wireless
telephone.”

iii)  [23.a] “The system of claim 19, wherein the data link
includes a cellular telephone system.”

iv)  [25.a] “The system of claim 19, wherein the mobile
information appliance is a wireless telephone.”

Cheyer in combination with Thrift, Shwartz, and Simmers discloses these
limitations for at least the same reasons as presented above regarding claims 5 and
7. (Ex. 1002, 9203; supra Sections 1X.D.1.i-1i.) It would have been obvious to
implement a wireless telephone system as recited in claim 14 for similar reasons as
discussed above for claim 5 regarding implementing a cellular telephone system,
because a cellular telephone system was a type of wireless telephone system. (Ex.
1002, 9203.)

X. IPR SHOULD BE INSTITUTED ON ALL GROUNDS

In Ground 1, Petitioner relies on Cheyer, Shwartz, and Thrift to address
claims 4, 13, and 22. In Ground 3, Petitioner addresses those claims based on the
additional disclosures in Johnson. While Cheyer and Johnson both disclose
soliciting additional input beyond a spoken request, Cheyer discloses refining a

database query before it is used to retrieve information from a database, whereas
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Johnson discloses refining a query after already accessing the database.
Depending on Patent Owner’s positions and/or the Board’s interpretation of the
references and/or the claims, either Ground 1 or Ground 3 may have strengths or
weaknesses relative to the other. Both these grounds, as well as Grounds 2 and 4
(which introduce secondary references for certain dependent claims), should be
instituted in order to enable fuller development of the record.

XI. CONCLUSION

For the reasons given above, Petitioner requests institution of IPR for claims

1-27 of the *718 patent based on each of the grounds specified in this petition.

Respectfully submitted,

Dated: January 12, 2018 By:_/Naveen Modi/
Naveen Modi (Reg. No. 46,224)

74

Petitioner Microsoft Corporation - Ex. 1008, p. 3005



Petition for Inter Partes Review
Patent No. 6,757,718

CERTIFICATE OF COMPLIANCE
Pursuant to 37 C.F.R. § 42.24(d), the undersigned certifies that the foregoing
Petition for Inter Partes Review of U.S. Patent No. 6,757,718 contains, as
measured by the word-processing system used to prepare this paper, 13,975 words.
This word count does not include the items excluded by 37 C.F.R. § 42.24 as not

counting towards the word limit.

Respectfully submitted,

Dated: January 12, 2018 By: /Naveen Modi/
Naveen Modi (Reg. No. 46,224)
Counsel for Petitioner

Petitioner Microsoft Corporation - Ex. 1008, p. 3006



Petition for Inter Partes Review
Patent No. 6,757,718

CERTIFICATE OF SERVICE
I hereby certify that on January 12, 2018, I caused a true and correct copy of
the foregoing Petition for Inter Partes Review of U.S. Patent No. 6,757,718 and
supporting exhibits to be served via express mail on the Patent Owner at the
following correspondence address of record as listed on PAIR:
THOMASON, MOSER & PATTERSON, LLP
595 SHREWSBURY AVENUE
SUITE 100
SHREWSBURY, NJ 07702

By: /Naveen Modi/
Naveen Modi (Reg. No. 46,224)

Petitioner Microsoft Corporation - Ex. 1008, p. 3007



United States Patent

US006757718B1

(12) (10) Patent No.: US 6,757,718 B1
Halverson et al. 5) Date of Patent: Jun. 29, 2004
(549) MOBILE NAVIGATION OF NETWORK- 5,721,938 A 2/1998 StUCKEY .cevvereeeverenee 395/754
BASED ELECTRONIC INFORMATION 5,729,659 A 3/1998 Potter .. 395/2.79
USING SPOKEN INPUT 5,748974 A 5/1998 Johnson ........cccccceeeee. 395/759
5,774,859 A 6/1998 Houser et al. .............. 704/275
(75) Inventors: Christine Halverson, San Jose, CA 5,794,050 A 8/1998 Dahlgren et al. ........... 395/708
(US); Luc Julia, Menlo Park, CA (US); 5,802,526 A 9/1998 Fawcett et al. ... .. 707/104
Dintitris Voutse Teﬁl 0 lar R 5805775 A 9/1998 Eberman et al. .............. 395/12
imitris Voutsas, Thessaloniki (GR); 5855002 A 12/1998 Armstrong ........ ... 704/270
Adam Cheyer, Palo Alto, CA (US) 5890,123 A 3/1999 Brown et al. .. . 704/275
5963940 A 10/1999 Liddy et al. w..oovooevveen... 707/5
(73) Assignee: SRI International, Menlo Park, CA
(US) (List continued on next page.)
(*) Notice:  Subject to any disclaimer, the term of this FOREIGN PATENT DOCUMENTS
patent is extended or adjusted under 35 EP 0 867 861 9/1998  .ccooenenen. G10L/5/06
U.S.C. 154(b) bydays.days. WO 99/50826 1071999 ..o G10L/3/00
WO 00/05638 2/2000
(21)  Appl. No.: 09/608,872 OTHER PUBLICATIONS
(22) Filed: Jun. 30, 2000 International Search Report, Intl Appl No. PCT/US01/
07987.
Related U.S. Application Data Stent, Amanda et al., “The CommandTalk Spoken Dialogue
System”, SRI International.
(63) Continuation of application No. 09/524,095, filed on Mar. ystem: fiernationa
13, 2000, which is a continuation-in-part of application No. (List continued on next page.)
09/225,198, filed on Jan. 5, 1999.
(60) Provisional application No. 60/124,720, filed on Mar. 17, Primary Examiner—¥Frantz B Jean
1999, provisional application No. 60/124,719, filed on Mar. : M
17, 1999, and provisional application No. 60/124,718, filed (74) .Attarney, Agent, or  Firm oser, Patterson &
on Mar. 17, 1999, Sheridan, LLP; Kin-Wah Tong
(51) Int. CL7 oo GO6F 15/16  (57) ABSTRACT
(G2 US.Clo 770094/221 %770(?4/220227’770(? 4{/221 577’ A system, method, and article of manufacture are provided
. i ¢ for navigating an electronic data source by means of spoken
(58) Field of Search ............ 709/202, 218, language where a pOI'tiOl'l of the data link between a mobile
7097217, 219, 227; 70715, 3, 4; 7041257, information appliance of the user and the data source utilizes
270.1, 275, 246 wireless communication. When a spoken input request is
. received from a user who is using the mobile information
(56) References Cited appliance, it is interpreted. The resulting interpretation of the
U.S. PATENT DOCUMENTS request is thereupon used to automatically construct an
operational navigation query to retrieve the desired infor-
27197’225 A 3 1992 Sh‘gf“tz etlal' """"""" 36‘5‘/419 mation from one or more electronic network data sources,
5’222’775 2 %ﬁgg 5 53011\21 etal. ... 3 643/?11/96(1)2 which is transmitted to the mobile information appliance.
5519.608 A 5/1996 KupieC .oovrrorrrrrroro 364/419.08
5,608,624 A 3/1997 LUCiW ..oovvvvenreenriennne. 395/794 27 Claims, 7 Drawing Sheets
104
102 - Ne%vé)rk
o\\\\ ET/ [
112
T T =
108
300 (see Fig. 3)
- 10
w7 | O
1080
Page 1 of 18 GOOGLE EXHIBIT 1001

Petitioner Microsoft Corporation - Ex. 1008, p. 3008



US 6,757,718 B1
Page 2

U.S. PATENT DOCUMENTS

Dowding, John et al., “Interpreting Language in Context in

6,003,072 A
6,016,476 A
6,026,388 A
6,102,030 A
6,173,279 Bl
6,192,338 Bl
6,314,365 Bl
6,317,684 Bl
6,349,257 Bl
6,353,661 Bl

12/1999 Gerritsen et al. ........... 709/218
1/2000 Maes et al. ..... 705/1
2/2000 Liddy et al. ......cccceee. 707/1
8/2000 Brown et al. ............... 704/275

* 1/2001 Levin et al. ....ccceeeeeeerens 707/5
* 2/2001 Haszto et al. ... 704/257
* 11/2001 Smith ............. 340/988
* 11/2001 Roeseler et al. ............ 340/990
*2/2002 Liuetal. cooooeevvvnrennennns 340/5.6
* 3/2002 Bailey, Il ............... 379/88.17

OTHER PUBLICATIONS

Moore, Robert et al., “CommandTalk: A Spoken—Language
Interface for Battlefield Simulations”, Oct. 23, 1997, SRI

International.

Page 2 of 18

CommandTalk”, Feb. 5, 1999, SRI International.

http://www.ai.sri.com/~oaa/infowiz.html, InfoWiz: An Ani-
mated Voice Interactive Information System, May 8, 2000.

Dowding, John, “Interleaving Syntax and Semantics in an
Efficient Bottom—up Parser”, SRI International.

Moore, Robert et al., “Combining Linguistic and Statistical
Knowledge Sources in Natural-Language Processing for
ATIS”, SRI International.

Dowding, John et al., “Gemini: A Natural Language System
For Spoken—Language Understanding”, SRI International.

* cited by examiner

Petitioner Microsoft Corporation - Ex. 1008, p. 3009



U.S. Patent Jun.29,2004  Sheet 1 of 7 US 6,757,718 B1

W

00 (see Fig. 3)
110

L

Y
-
Q
3

Fig. 1a

Page 3 of 18
Petitioner Microsoft Corporation - Ex. 1008, p. 3010



U.S. Patent Jun. 29, 2004 Sheet 2 of 7 US 6,757,718 B1

300 (see Fig. 3)

104
ey N
12
.W\\
1 L

110n

Fig. 1b

Page 4 of 18
Petitioner Microsoft Corporation - Ex. 1008, p. 3011



U.S. Patent Jun. 29, 2004 Sheet 3 of 7 US 6,757,718 B1

o)

' 202

208
00 (see Fig. 3)
- 210

2‘I0n@‘“—>
208n

Fig. 2

Page 5 of 18
Petitioner Microsoft Corporation - Ex. 1008, p. 3012



U.S. Patent Jun. 29, 2004 Sheet 4 of 7 US 6,757,718 B1

REQUEST PROCESSING LOGIC 300

SPEECH RECOGNITION 210
ENGINE 219
NATURAL LANGUAGE 390
PARSER 228

QUERY CONSTRUGTION 2
LOGIC 330
QUERY REFINEMENT LOGIC | 340

Fig. 3

Page 6 of 18
Petitioner Microsoft Corporation - Ex. 1008, p. 3013



U.S. Patent Jun. 29, 2004 Sheet 5 of 7 US 6,757,718 B1

402 | RECEIVE SPOKEN NL REQUEST
404 INTERPRET REQUEST <
405 | IDENTIFY/SELECT DATA SOURCE
406 |CONSTRUCT NAVIGATION QUERY
SoLICIT
YES ADDITIONAL
407 < DEFICIENCIES? >
- Fic 4 | (MULTIMODAL)
USER INPUT
412
408 NAVIGATE DATA SOURCE
REFINE YES
409 QUERY?
410| TRANSMIT AND DISPLAY TO
— CLIENT
Fig. 4
Page 7 of 18

Petitioner Microsoft Corporation - Ex. 1008, p. 3014



U.S. Patent Jun. 29, 2004 Sheet 6 of 7 US 6,757,718 B1

(from step 406, Fig. 4)

l

SCRAPE THE ONLINE SCRIPTED FORM TO 520
EXTRACT AN INPUT TEMPLATE I
INSTANTIATE THE INPUT TEMPLATE USING 522

|

INTERPRETATION OF STEP 404

l

(to step 407, Fig. 4)

Fig. 5

Page 8 of 18 N _ _
Petitioner Microsoft Corporation - Ex. 1008, p. 3015



US 6,757,718 B1

Sheet 7 of 7

Jun. 29, 2004

U.S. Patent

IN3OV ]
YYANI TV 9 ‘b4
0¢9
INIOV INToY
0.5 Mwwwmw INJOV JFOVNONV]
1IN3OV A4LLON TVHNLVYN
INOHJ373L
0€9 — 019
LNIOV INZOY Y ANIOV SLNIOY £
- 3svaviva SiNOuingTg | NOLLINDOO3Y momw%ﬁz_ INERY
INIOV HDA g3IMm HO33dS 3SVEYLvd
——— O3AaiA
009

dOLVLITIOVA

Page 9 of 18

Petitioner Microsoft Corporation - Ex. 1008, p. 3016



US 6,757,718 B1

1

MOBILE NAVIGATION OF NETWORK-
BASED ELECTRONIC INFORMATION
USING SPOKEN INPUT

This application is a continuation of an application
entitled NAVIGATING NETWORK-BASED ELEC-
TRONIC INFORMATION USING SPOKEN NATURAL
LANGUAGE INPUT WITH MULTIMODAL ERROR
FEEDBACK which was filed on Mar. 13, 2000 under Ser.
No. 09/524,095 and which is a Continuation In Part of
co-pending U.S. patent application Ser. No. 09/225,198,
filed Jan. 5, 1999, Provisional U.S. patent application Ser.
No. 60/124,718, filed Mar. 17, 1999, Provisional U.S. patent
application Ser. No. 60/124,720, filed Mar. 17, 1999, and
Provisional U.S. patent application Ser. No. 60/124,719,
filed Mar. 17, 1999, from which applications priority is
claimed and these application are incorporated herein by
reference.

BACKGROUND OF THE INVENTION

The present invention relates generally to the navigation
of electronic data by means of spoken natural language
requests, and to feedback mechanisms and methods for
resolving the errors and ambiguities that may be associated
with such requests.

As global electronic connectivity continues to grow, and
the universe of electronic data potentially available to users
continues to expand, there is a growing need for information
navigation technology that allows relatively naive users to
navigate and access desired data by means of natural lan-
guage input. In many of the most important markets—
including the home entertainment arena, as well as mobile
computing—spoken natural language input is highly
desirable, if not ideal. As just one example, the proliferation
of high-bandwidth communications infrastructure for the
home entertainment market (cable, satellite, broadband)
enables delivery of movies-on-demand and other interactive
multimedia content to the consumer’s home television set.
For users to take full advantage of this content stream
ultimately requires interactive navigation of content data-
bases in a manner that is too complex for user-friendly
selection by means of a traditional remote-control clicker.
Allowing spoken natural language requests as the input
modality for rapidly searching and accessing desired content
iS an important objective for a successful consumer enter-
tainment product in a context offering a dizzying range of
database content choices. As further examples, this same
need to drive navigation of (and transaction with) relatively
complex data warehouses using spoken natural language
requests applies equally to surfing the Internet/Web or other
networks for general information, multimedia content, or
e-commerce transactions.

In general, the existing navigational systems for browsing
electronic databases and data warehouses (search engines,
menus, etc.), have been designed without navigation via
spoken natural language as a specific goal. So today’s world
is full of existing electronic data navigation systems that do
not assume browsing via natural spoken commands, but
rather assume text and mouse-click inputs (or in the case of
TV remote controls, even less). Simply recognizing voice
commands within an extremely limited vocabulary and
grammar—the spoken equivalent of button/click input (e.g.,
speaking “channel 5” selects TV channel 5)—is really not
sufficient by itself to satisfy the objectives described above.
In order to deliver a true “win” for users, the voice-driven
front-end must accept spoken natural language input in a
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manner that is intuitive to users. For example, the front-end
should not require learning a highly specialized command
language or format. More fundamentally, the front-end must
allow users to speak directly in terms of what the user
ultimately wants —e.g., “I’d like to see a Western film
directed by Clint Eastwood” —as opposed to speaking in
terms of arbitrary navigation structures (e.g., hierarchical
layers of menus, commands, etc.) that are essentially arti-
facts reflecting constraints of the pre-existing text/click
navigation system. At the same time, the front-end must
recognize and accommodate the reality that a stream of
naive spoken natural language input will, over time, typi-
cally present a variety of errors and/or ambiguities: e.g.,
garbled/unrecognized words (did the user say “Eastwood” or
“Easter”?) and under-constrained requests (“Show me the
Clint Eastwood movie”). An approach is needed for han-
dling and resolving such errors and ambiguities in a rapid,
user-friendly, non-frustrating manner.

What is needed is a methodology and apparatus for
rapidly constructing a voice-driven front-end atop an
existing, non-voice data navigation system, whereby users
can interact by means of intuitive natural language input not
strictly conforming to the step-by-step browsing architecture
of the existing navigation system, and wherein any errors or
ambiguities in user input are rapidly and conveniently
resolved. The solution to this need should be compatible
with the constraints of a multi-user, distributed environment
such as the Internet/Web or a proprietary high-bandwidth
content delivery network; a solution contemplating one-at-
a-time user interactions at a single location is insufficient, for
example.

SUMMARY OF THE INVENTION

The present invention addresses the above needs by
providing a system, method, and article of manufacture for
mobile navigation of network-based electronic data sources
in response to spoken input requests. When a spoken input
request is received from a user using a mobile information
appliance that communicates with a network server via an at
least partially wireless communications system, it is
interpreted, such as by using a speech recognition engine to
extract speech data from acoustic voice signals, and using a
language parser to linguistically parse the speech data. The
interpretation of the spoken request can be performed on a
computing device locally with the user, such as the mobile
information appliance, or remotely from the user. The result-
ing interpretation of the request is thereupon used to auto-
matically construct an operational navigation query to
retrieve the desired information from one or more electronic
network data sources, which is then transmitted to a client
device of the user. If the network data source is a database,
the navigation query is constructed in the format of a
database query language.

Typically, errors or ambiguities emerge in the interpreta-
tion of the spoken request, such that the system cannot
instantiate a complete, valid navigational template. This is to
be expected occasionally, and one preferred aspect of the
invention is the ability to handle such errors and ambiguities
in relatively graceful and user-friendly manner. Instead of
simply rejecting such input and defaulting to traditional
input modes or simply asking the user to try again, a
preferred embodiment of the present invention seeks to
converge rapidly toward instantiation of a valid navigational
template by soliciting additional clarification from the user
as necessary, either before or after a navigation of the data
source, via multimodal input, i.e., by means of menu selec-
tion or other input modalities including and in addition to
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spoken input. This clarifying, multi-modal dialogue takes
advantage of whatever partial navigational information has
been gleaned from the initial interpretation of the user’s
spoken request. This clarification process continues until the
system converges toward an adequately instantiated navi-
gational template, which is in turn used to navigate the
network-based data and retrieve the user’s desired informa-
tion. The retrieved information is transmitted across the
network and presented to the user on a suitable client display
device.

In a further aspect of the present invention, the construc-
tion of the navigation query includes extracting an input
template for an online scripted interface to the data source
and using the input template to construct the navigation
query. The extraction of the input template can include
dynamically scraping the online scripted interface.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention, together with further advantages thereof,
may best be understood by reference to the following
description taken in conjunction with the accompanying
drawings in which:

FIG. 1a illustrates a system providing a spoken natural
language interface for network-based information
navigation, in accordance with an embodiment of the
present invention with server-side processing of requests;

FIG. 1b illustrates another system providing a spoken
natural language interface for network-based information
navigation, in accordance with an embodiment of the
present invention with client-side processing of requests;

FIG. 2 illustrates a system providing a spoken natural
language interface for network-based information
navigation, in accordance with an embodiment of the
present invention for a mobile computing scenario;

FIG. 3 illustrates the functional logic components of a
request processing module in accordance with an embodi-
ment of the present invention;

FIG. 4 illustrates a process utilizing spoken natural lan-
guage for navigating an electronic database in accordance
with one embodiment of the present invention;

FIG. 5 illustrates a process for constructing a navigational
query for accessing an online data source via an interactive,
scripted (e.g., CGI) form; and

FIG. 6 illustrates an embodiment of the present invention
utilizing a community of distributed, collaborating elec-
tronic agents.

DETAILED DESCRIPTION OF THE
INVENTION

1. System Architecture

a. Server-End Processing of Spoken Input

FIG. 1a is an illustration of a data navigation system
driven by spoken natural language input, in accordance with
one embodiment of the present invention. As shown, a user’s
voice input data is captured by a voice input device 102,
such as a microphone. Preferably voice input device 102
includes a button or the like that can be pressed or held-
down to activate a listening mode, so that the system need
not continually pay attention to, or be confused by, irrelevant
background noise. In one preferred embodiment well-suited
for the home entertainment setting, voice input device 102
is a portable remote control device with an integrated
microphone, and the voice data is transmitted from device
102 preferably via infrared (or other wireless) link to com-
munications box 104 (e.g., a set-top box or a similar
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communications device that is capable of retransmitting the
raw voice data and/or processing the voice data) local to the
user’s environment and coupled to communications network
106. The voice data is then transmitted across network 106
to a remote server or servers 108. The voice data may
preferably be transmitted in compressed digitized form, or
alternatively—particularly where bandwidth constraints are
significant—in analog format (e.g., via frequency modulated
transmission), in the latter case being digitized upon arrival
at remote server 108.

At remote server 108, the voice data is processed by
request processing logic 300 in order to understand the
user’s request and construct an appropriate query or request
for navigation of remote data source 110, in accordance with
the interpretation process exemplified in FIG. 4 and FIG. §
and discussed in greater detail below. For purposes of
executing this process, request processing logic 300 com-
prises functional modules including speech recognition
engine 310, natural language (NL) parser 320, query con-
struction logic 330, and query refinement logic 340, as
shown in FIG. 3. Data source 110 may comprise database(s),
Internet/web site(s), or other electronic information
repositories, and preferably resides on a central server or
servers—which may or may not be the same as server 108,
depending on the storage and bandwidth needs of the
application and the resources available to the practitioner.
Data source 110 may include multimedia content, such as
movies or other digital video and audio content, other
various forms of entertainment data, or other electronic
information. The contents of data source 110 are
navigated—i.e., the contents are accessed and searched, for
retrieval of the particular information desired by the user—
using the processes of FIGS. 4 and 5 as described in greater
detail below.

Once the desired information has been retrieved from data
source 110, it is electronically transmitted via network 106
to the user for viewing on client display device 112. In a
preferred embodiment well-suited for the home entertain-
ment setting, display device 112 is a television monitor or
similar audiovisual entertainment device, typically in sta-
tionary position for comfortable viewing by users. In
addition, in such preferred embodiment, display device 112
is coupled to or integrated with a communications box
(which is preferably the same as communications box 104,
but may also be a separate unit) for receiving and decoding/
formatting the desired electronic information that is received
across communications network 106.

Network 106 is a two-way electronic communications
network and may be embodied in electronic communication
infrastructure including coaxial (cable television) lines,
DSL, fiber-optic cable, traditional copper wire (twisted
pair), or any other type of hardwired connection. Network
106 may also include a wireless connection such as a
satellite-based connection, cellular connection, or other type
of wireless connection. Network 106 may be part of the
Internet and may support TCP/IP communications, or may
be embodied in a proprietary network, or in any other
electronic communications network infrastructure, whether
packet-switched or connection-oriented. A design consider-
ation is that network 106 preferably provide suitable band-
width depending upon the nature of the content anticipated
for the desired application.

b. Client-End Processing of Spoken Input

FIG. 1b is an illustration of a data navigation system
driven by spoken natural language input, in accordance with
a second embodiment of the present invention. Again, a
user’s voice input data is captured by a voice input device
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102, such as a microphone. In the embodiment shown in
FIG. 1b, the voice data is transmitted from device 202 to
requests processing logic 300, hosted on a local speech
processor, for processing and interpretation. In the preferred
embodiment illustrated in FIG. 1b, the local speech proces-
sor is conveniently integrated as part of communications box
104, although implementation in a physically separate (but
communicatively coupled) unit is also possible as will be
readily apparent to those of skill in the art. The voice data is
processed by the components of request processing logic
300 in order to understand the user’s request and construct
an appropriate query or request for navigation of remote data
source 110, in accordance with the interpretation process
exemplified in FIGS. 4 and § as discussed in greater detail
below.

The resulting navigational query is then transmitted elec-
tronically across network 106 to data source 110, which
preferably resides on a central server or servers 108. As in
FIG. 1a, data source 110 may comprise database(s), Internet/
web site(s), or other electronic information repositories, and
preferably may include multimedia content, such as movies
or other digital video and audio content, other various forms
of entertainment data, or other electronic information. The
contents of data source 110 are then navigated—i.c., the
contents are accessed and searched, for retrieval of the
particular information desired by the user—preferably using
the process of FIGS. 4 and 5 as described in greater detail
below. Once the desired information has been retrieved from
data source 110, it is electronically transmitted via network
106 to the user for viewing on client display device 112.

In one embodiment in accordance with FIG. 1b and
well-suited for the home entertainment setting, voice input
device 102 is a portable remote control device with an
integrated microphone, and the voice data is transmitted
from device 102 preferably via infrared (or other wireless)
link to the local speech processor. The local speech proces-
sor is coupled to communications network 106, and also
preferably to client display device 112 (especially for pur-
poses of query refinement transmissions, as discussed below
in connection with FIG. 4, step 412), and preferably may be
integrated within or coupled to communications box 104. In
addition, especially for purposes of a home entertainment
application, display device 112 is preferably a television
monitor or similar audiovisual entertainment device, typi-
cally in stationary position for comfortable viewing by
users. In addition, in such preferred embodiment, display
device 112 is coupled to a communications box (which is
preferably the same as communications box 104, but may
also be a physically separate unit) for receiving and
decoding/formatting the desired electronic information that
is received across communications network 106.

Design considerations favoring server-side processing
and interpretation of spoken input requests, as exemplified
in FIG. 1a, include minimizing the need to distribute costly
computational hardware and software to all client users in
order to perform speech and language processing. Design
considerations favoring client-side processing, as exempli-
fied in FIG. 1b, include minimizing the quantity of data sent
upstream across the network from each client, as the speech
recognition is performed before transmission across the
network and only the query data and/or request needs to be
sent, thus reducing the upstream bandwidth requirements.

c. Mobile Client Embodiment

A mobile computing embodiment of the present invention
may be implemented by practitioners as a variation on the
embodiments of either FIG. 1a or FIG. 1b. For example, as
depicted in FIG. 2, a mobile variation in accordance with the
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server-side processing architecture illustrated in FIG. 1la
may be implemented by replacing voice input device 102,
communications box 104, and client display device 112,
with an integrated, mobile, information appliance 202 such
as a cellular telephone or wireless personal digital assistant
(wireless PDA). Mobile information appliance 202 essen-
tially performs the functions of the replaced components.
Thus, mobile information appliance 202 receives spoken
natural language input requests from the user in the form of
voice data, and transmits that data (preferably via wireless
data receiving station 204) across communications network
206 for server-side interpretation of the request, in similar
fashion as described above in connection with FIG. 1.
Navigation of data source 210 and retrieval of desired
information likewise proceeds in an analogous manner as
described above. Display information transmitted electroni-
cally back to the user across network 206 is displayed for the
user on the display of information appliance 202, and audio
information is output through the appliance’s speakers.

Practitioners will further appreciate, in light of the above
teachings, that if mobile information appliance 202 is
equipped with sufficient computational processing power,
then a mobile variation of the client-side architecture exem-
plified in FIG. 2 may similarly be implemented. In that case,
the modules corresponding to request processing logic 300
would be embodied locally in the computational resources
of mobile information appliance 202, and the logical flow of
data would otherwise follow in a manner analogous to that
previously described in connection with FIG. 1b.

As illustrated in FIG. 2, multiple users, each having their
own client input device, may issue requests, simultaneously
or otherwise, for navigation of data source 210. This is
equally true (though not explicitly drawn) for the embodi-
ments depicted in FIGS. 1g and 1b. Data source 210 (or
100), being a network accessible information resource, has
typically already been constructed to support access requests
from simultaneous multiple network users, as known by
practitioners of ordinary skill in the art. In the case of
server-side speech processing, as exemplified in FIGS. 1a
and 2, the interpretation logic and error correction logic
modules are also preferably designed and implemented to
support queuing and multi-tasking of requests from multiple
simultaneous network users, as will be appreciated by those
of skill in the art.

It will be apparent to those skilled in the art that additional
implementations, permutations and combinations of the
embodiments set forth in FIGS. 1a, 1b, and 2 may be created
without straying from the scope and spirit of the present
invention. For example, practitioners will understand, in
light of the above teachings and design considerations, that
it is possible to divide and allocate the functional compo-
nents of request processing logic 300 between client and
server. For example, speech recognition—in entirety, or
perhaps just early stages such as feature extraction—might
be performed locally on the client end, perhaps to reduce
bandwidth requirements, while natural language parsing and
other necessary processing might be performed upstream on
the server end, so that more extensive computational power
need not be distributed locally to each client. In that case,
corresponding portions of request processing logic 300, such
as speech recognition engine 310 or portions thereof, would
reside locally at the client as in FIG. 1b, while other
component modules would be hosted at the server end as in
FIGS. 1a and 2.

Further, practitioners may choose to implement the each
of the various embodiments described above on any number
of different hardware and software computing platforms and
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environments and various combinations thereof, including,
by way of just a few examples: a general-purpose hardware
microprocessor such as the Intel Pentium series; operating
system software such as Microsoft Windows/CE, Palm OS,
or Apple Mac OS (particularly for client devices and client-
side processing), or Unix, Linux, or Windows/NT (the latter
three particularly for network data servers and server-side
processing), and/or proprietary information access platforms
such as Microsoft’s WebTV or the Diva Systems video-on-
demand system.

2. Processing Methodology

The present invention provides a spoken natural language
interface for interrogation of remote electronic databases
and retrieval of desired information. A preferred embodi-
ment of the present invention utilizes the basic methodology
outlined in the flow diagram of FIG. 4 in order to provide
this interface. This methodology will now be discussed.

a. Interpreting Spoken Natural Language Requests

At step 402, the user’s spoken request for information is
initially received in the form of raw (acoustic) voice data by
a suitable input device, as previously discussed in connec-
tion with FIGS. 1-2. At step 404 the voice data received
from the user is interpreted in order to understand the user’s
request for information. Preferably this step includes per-
forming speech recognition in order to extract words from
the voice data, and further includes natural language parsing
of those words in order to generate a structured linguistic
representation of the user’s request.

Speech recognition in step 404 is performed using speech
recognition engine 310. A variety of commercial quality,
speech recognition engines are readily available on the
market, as practitioners will know. For example, Nuance
Communications offers a suite of speech recognition
engines, including Nuance 6, its current flagship product,
and Nuance Express, a lower cost package for entry-level
applications. As one other example, IBM offers the ViaVoice
speech recognition engine, including a low-cost shrink-
wrapped version available through popular consumer distri-
bution channels. Basically, a speech recognition engine
processes acoustic voice data and attempts to generate a text
stream of recognized words.

Typically, the speech recognition engine is provided with
a vocabulary lexicon of likely words or phrases that the
recognition engine can match against its analysis of acous-
tical signals, for purposes of a given application. Preferably,
the lexicon is dynamically adjusted to reflect the current user
context, as established by the preceding user inputs. For
example, if a user is engaged in a dialogue with the system
about movie selection, the recognition engine’s vocabulary
may preferably be adjusted to favor relevant words and
phrases, such as a stored list of proper names for popular
movie actors and directors, etc. Whereas if the current
dialogue involves selection and viewing of a sports event,
the engine’s vocabulary might preferably be adjusted to
favor a stored list of proper names for professional sports
teams, etc. In addition, a speech recognition engine is
provided with language models that help the engine predict
the most likely interpretation of a given segment of acous-
tical voice data, in the current context of phonemes or words
in which the segment appears. In addition, speech recogni-
tion engines often echo to the user, in more or less real-time,
a transcription of the engine’s best guess at what the user has
said, giving the user an opportunity to confirm or reject.

In a further aspect of step 404, natural language inter-
preter (or parser) 320 linguistically parses and interprets the
textual output of the speech recognition engine. In a pre-
ferred embodiment of the present invention, the natural-
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language interpreter attempts to determine both the meaning
of spoken words (semantic processing) as well as the
grammar of the statement (syntactic processing), such as the
Gemini Natural Language Understanding System developed
by SRI International. The Gemini system is described in
detail in publications entitled “Gemini: A Natural Language
System for Spoken-Language Understanding” and “Inter-
leaving Syntax and Semantics in an Efficient Bottom-Up
Parser,” both of which are currently available online at
http://www.ai.sri.com/natural-language/projects/arpa-sls/
nat-lang.html. (Copies of those publications are also
included in an information disclosure statement submitted
herewith, and are incorporated herein by this reference).
Briefly, Gemini applies a set of syntactic and semantic
grammar rules to a word string using a bottom-up parser to
generate a logical form, which is a structured representation
of the context-independent meaning of the string. Gemini
can be used with a variety of grammars, including general
English grammar as well as application-specific grammars.
The Gemini parser is based on “unification grammar,”
meaning that grammatical categories incorporate features
that can be assigned values; so that when grammatical
category expressions are matched in the course of parsing or
semantic interpretation, the information contained in the
features is combined, and if the feature values are incom-
patible the match fails.

It is possible for some applications to achieve a significant
reduction in speech recognition error by using the natural-
language processing system to re-score recognition hypoth-
eses. For example, the grammars defined for a language
parser like Gemini may be compiled into context-free gram-
mar that, in turn, can be used directly as language models for
speech recognition engines like the Nuance recognizer.
Further details on this methodology are provided in the
publication “Combining Linguistic and Statistical Knowl-
edge Sources in Natural-Language Processing for ATIS”
which is currently available online through http://
www.ai.sri.com/natural-language/projects/arpa-sls/spnl-
int.html. A copy of this publication is included in an infor-
mation disclosure submitted herewith, and is incorporated
herein by this reference.

In an embodiment of the present invention that may be
preferable for some applications, the natural language inter-
preter “learns” from the past usage patterns of a particular
user or of groups of users. In such an embodiment, the
successfully interpreted requests of users are stored, and can
then be used to enhance accuracy by comparing a current
request to the stored requests, thereby allowing selection of
a most probable result.

b. Constructing Navigation Queries

In step 405 request processing logic 300 identifies and
selects an appropriate online data source where the desired
information (in this case, current weather reports for a given
city) can be found. Such selection may involve look-up in a
locally stored table, or possibly dynamic searching through
an online search engine, or other online search techniques.
For some applications, an embodiment of the present inven-
tion may be implemented in which only access to a particu-
lar data source (such as a particular vendor’s proprietary
content database) is supported; in that case, step 405 may be
trivial or may be eliminated entirely.

Step 406 attempts to construct a navigation query, reflect-
ing the interpretation of step 404. This operation is prefer-
ably performed by query construction logic 330.

A “navigation query” means an electronic query, form,
series of menu selections, or the like; being structured
appropriately so as to navigate a particular data source of
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interest in search of desired information. In other words, a
navigation query is constructed such that it includes what-
ever content and structure is required in order to access
desired information electronically from a particular database
or data source of interest.

For example, for many existing electronic databases, a
navigation query can be embodied using a formal database
query language such as Standard Query Language (SQL).
For many databases, a navigation query can be constructed
through a more user-friendly interactive front-end, such as a
series of menus and/or interactive forms to be selected or
filled in. SQL is a standard interactive and programming
language for getting information from and updating a data-
base. SQL is both an ANSI and an ISO standard. As is well
known to practitioners, a Relational Database Management
System (RDBMS), such as Microsoft’s Access, Oracle’s
Oracle7, and Computer Associates’ CA-Openlngres, allow
programmers to create, update, and administer a relational
database. Practitioners of ordinary skill in the art will be
thoroughly familiar with the notion of database navigation
through structured query, and will be readily able to appre-
ciate and utilize the existing data structures and navigational
mechanisms for a given database, or to create such structures
and mechanisms where desired.

In accordance with the present invention, the query con-
structed in step 406 must reflect the user’s request as
interpreted by the speech recognition engine and the NL
parser in step 404. In embodiments of the present invention
wherein data source 110 (or 210 in the corresponding
embodiment of FIG. 2) is a structured relational database or
the like, step 406 of the present invention may entail
constructing an appropriate Structured Query Language
(SQL) query or the like, or automatically filling out a
front-end query form, series of menus or the like, as
described above.

In many existing Internet (and Intranet) applications, an
online electronic data source is accessible to users only
through the medium of interaction with a so-called Common
Gateway Interface (CGI) script. Typically the user who
visits a web site of this nature must fill in the fields of an
online interactive form. The online form is in turn linked to
a CGI script, which transparently handles actual navigation
of the associated data source and produces output for
viewing by the user’s web browser. In other words, direct
user access to the data source is not supported, only medi-
ated access through the form and CGI script is offered.

For applications of this nature, an advantageous embodi-
ment of the present invention “scrapes” the scripted online
site where information desired by a user may be found in
order to facilitate construction of an effective navigation
query. For example, suppose that a user’s spoken natural
language request is: “What’s the weather in Miami?” After
this request is received at step 402 and interpreted at step
404, assume that step 405 determines that the desired
weather information is available online through the medium
of a CGl-scripted interactive form. Step 406 is then prefer-
ably carried out using the expanded process diagrammed in
FIG. 5. In particular, at sub-step 520, query construction
logic 330 electronically “scrapes” the online interactive
form, meaning that query construction logic 330 automati-
cally extracts the format and structure of input fields
accepted by the online form. At sub-step 522, a navigation
query is then constructed by instantiating (filling in) the
extracted input format—essentially an electronic template—
in a manner reflecting the user’s request for information as
interpreted in step 404. The flow of control then returns to
step 407 of FIG. 4. Ultimately, when the query thus con-
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structed by scraping is used to navigate the online data
source in step 408, the query effectively initiates the same
scripted response as if a human user had visited the online
site and had typed appropriate entries into the input fields of
the online form.

In the embodiment just described, scraping step 520 is
preferably carried out with the assistance of an online
extraction utility such as WebL. WebL is a scripting lan-
guage for automating tasks on the World Wide Web. It is an
imperative, interpreted language that has built-in support for
common web protocols like HI'TP and FTP, and popular
data types like HTML and XML. WebL’s implementation
language is Java, and the complete source code is available
from Compagq. In addition, step 520 is preferably performed
dynamically when necessary—in other words, on-the-fly in
response to a particular user query—but in some applica-
tions it may be possible to scrape relatively stable
(unchanging) web sites of likely interest in advance and to
cache the resulting template information.

It will be apparent, in light of the above teachings, that
preferred embodiments of the present invention can provide
a spoken natural language interface atop an existing, non-
voice data navigation system, whereby users can interact by
means of intuitive natural language input not strictly con-
forming to the linear browsing architecture or other artifacts
of an existing menu/text/click navigation system. For
example, users of an appropriate embodiment of the present
invention for a video-on-demand application can directly
speak the natural request: “Show me the movie
‘Unforgiven’”—instead of walking step-by-step through a
typically linear sequence of genre/title/actor/director menus,
scrolling and selecting from potentially long lists on each
menu, or instead of being forced to use an alphanumeric
keyboard that cannot be as comfortable to hold or use as a
lightweight remote control. Similarly, users of an appropri-
ate embodiment of the present invention for a web-surfing
application in accordance with the process shown in FIG. 5
can directly speak the natural request: “Show me a one-
month price chart for Microsoft stock” —instead of poten-
tially having to navigate to an appropriate web site, search
for the right ticker symbol, enter/select the symbol, and
specify display of the desired one-month price chart, each of
those steps potentially involving manual navigation and data
entry to one or more different interaction screens. (Note that
these examples are offered to illustrate some of the potential
benefits offered by appropriate embodiments of the present
invention, and not to limit the scope of the invention in any
respect.)

c. Error Correction

Several problems can arise when attempting to perform
searches based on spoken natural language input. As indi-
cated at decision step 407 in the process of FIG. 4, certain
deficiencies may be identified during the process of query
construction, before search of the data source is even
attempted. For example, the user’s request may fail to
specify enough information in order to construct a naviga-
tion query that is specific enough to obtain a satisfactory
search result. For example, a user might orally request
“what’s the weather?” whereas the national online data
source identified in step 405 and scraped in step 520 might
require specifying a particular city.

Additionally, certain deficiencies and problems may arise
following the navigational search of the data source at step
408, as indicated at decision step 409 in FIG. 4. For
example, with reference to a video-on-demand application,
auser may wish to see the movie “Unforgiven”, but perhaps
the user can’t recall name of the film, but knows it was
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directed by and starred actor Clint Eastwood. A typical
video-on-demand database might indeed be expected to
allow queries specifying the name of a leading actor and/or
director, but in the case of this query—as in many cases—
that will not be enough to narrow the search to a single film,
and additional user input in some form is required.

In the event that one or more deficiencies in the user’s
spoken request, as processed, result in the problems
described, either at step 407 or 409, some form of error
handling is in order. A straightforward, crude technique
might be for the system to respond simply “input not
understood/insufficient, please try again.” However, that
approach will likely result in frustrated users, and is not
optimal or even acceptable for most applications. Instead, a
preferred technique in accordance with the present invention
handles such errors and deficiencies in user input at step 412,
whether detected at step 407 or step 409, by soliciting
additional input from the user in a manner taking advantage
of the partial construction already performed and via user
interface modalities in addition to spoken natural language
(“multi-modality”). This supplemental interaction is prefer-
ably conducted through client display device 112 (202, in the
embodiment of FIG. 2), and may include textual, graphical,
audio and/or video media. Further details and examples are
provided below. Query refinement logic 340 preferably
carries out step 412. The additional input received from the
user is fed into and augments interpreting step 404, and
query construction step 406 is likewise repeated with the
benefit of the augmented interpretation. These operations,
and subsequent navigation step 408, are preferably repeated
until no remaining problems or deficiencies are identified at
decision points 407 or 409. Further details and examples for
this query refinement process are provided immediately
below.

Consider again the example in which the user of a
video-on-demand application wishes to see “Unforgiven”
but can only recall that it was directed by and starred Clint
Eastwood. First, it bears noting that using a prior art navi-
gational interface, such as a conventional menu interface,
will likely be relatively tedious in this case. The user can
proceed through a sequence of menus, such as Genre (select
“western”), Title (skip), Actor (“Clint Eastwood”), and
Director (“Clint Eastwood”). In each case—especially for
the last two items—the user would typically scroll and select
from fairly long lists in order to enter his or her desired
name, or perhaps use a relatively couch-unfriendly keypad
to manually type the actor’s name twice.

Using a preferred embodiment of the present invention,
the user instead speaks aloud, holding remote control micro-
phone 102, “I want to see that movie starring and directed
by Clint Eastwood. Can’t remember the title.” At step 402
the voice data is received. At step 404 the voice data is
interpreted. At step 405 an appropriate online data source is
selected (or perhaps the system is directly connected to a
proprietary video-on-demand provider). At step 406 a query
is automatically constructed by the query construction logic
330 specifying “Clint Eastwood” in both the actor and
director fields. Step 407 detects no obvious problems, and so
the query is electronically submitted and the data source is
navigated at step 408, yielding a list of several records
satisfying the query (e.g., “Unforgiven”, “True Crime”,
“Absolute Power”, etc.). Step 409 detects that additional
user input is needed to further refine the query in order to
select a particular film for viewing.

At that point, in step 412 query refinement logic 340
might preferably generate a display for client display device
112 showing the (relatively short) list of film titles that
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satisfy the user’s stated constraints. The user can then
preferably use a relatively convenient input modality, such
as buttons on the remote control, to select the desired title
from the menu. In a further preferred embodiment, the first
title on the list is highlighted by default, so that the user can
simply press an “OK” button to choose that selection. In a
further preferred feature, the user can mix input modalities
by speaking a response like “I want number one on the list.”
Alternatively, the user can preferably say, “Let’s see
Unforgiven,” having now been reminded of the title by the
menu display.

Utilizing the user’s supplemental input, request process-
ing logic 300 iterates again through steps 404 and 406, this
time constructing a fully-specified query that specifically
requests the Eastwood film “Unforgiven.” Step 408 navi-
gates the data source using that query and retrieves the
desired film, which is then electronically transmitted in step
410 from network server 108 to client display device 112 via
communications network 106.

Now consider again the example in which the user of a
web surfing application wants to know his or her local
weather, and simply asks, “what’s the weather?” At step 402
the voice data is received. At step 404 the voice data is
interpreted. At step 405 an online web site providing current
weather information for major cities around the world is
selected. At step 406 and sub-step 520, the online site is
scraped using a WebL-style tool to extract an input template
for interacting with the site. At sub-step 522, query con-
struction logic 330 attempts to construct a navigation query
by instantiating the input template, but determines (quite
rightly) that a required field—name of city—cannot be
determined from the user’s spoken request as interpreted in
step 404. Step 407 detects this deficiency, and in step 412
query refinement logic 340 preferably generates output for
client display device 112 soliciting the necessary supple-
mental input. In a preferred embodiment, the output might
display the name of the city where the user is located
highlighted by default. The user can then simply press an
“OK” button—or perhaps mix modalities by saying “yes,
exactly” —to choose that selection. A preferred embodiment
would further display an alphabetical scrollable menu listing
other major cities, and/or invite the user to speak or select
the name of the desired city.

Here again, utilizing the user’s supplemental input,
request processing logic 300 iterates through steps 404 and
406. This time, in performing sub-step 520, a cached version
of the input template already scraped in the previous itera-
tion might preferably be retrieved. In sub-step 522, query
construction logic 330 succeeds this time in instantiating the
input template and constructing an effective query, since the
desired city has now been clarified. Step 408 navigates the
data source using that query and retrieves the desired
weather information, which is then electronically transmit-
ted in step 410 from network server 108 to client display
device 112 via communications network 106.

It is worth noting that in some instances, there may be
details that are not explicitly provided by the user, but that
query construction logic 330 or query refinement logic 340
may preferably deduce on their own through reasonable
assumptions, rather than requiring the use to provide explicit
clarification. For example, in the example previously
described regarding a request for a weather report, in some
applications it might be preferable for the system to simply
assume that the user means a weather report for his or her
home area and to retrieve that information, if the cost of
doing so is not significantly greater than the cost of asking
the user to clarify the query. Making such an assumption
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might be even more strongly justified in a preferred
embodiment, as described earlier, where user histories are
tracked, and where such history indicates that a particular
user or group of users typically expect local information
when asking for a weather forecast. At any rate, in the event
such an assumption is made, if the user actually intended to
request the weather for a different city, the user would then
need to ask his or her question again. It will be apparent to
practitioners, in light of the above teachings, that the choice
of whether to program query construction logic 330 and
query refinement logic 340 to make make particular assump-
tions will typically involve trade-offs involving user con-
veience that can be assessed in the context of specific
applications.

3. Open Agent Architecture (OAA®)

Open Agent Architecture™ (OAA®) is a software
platform, developed by the assignee of the present invention,
that enables effective, dynamic collaboration among com-
munities of distributed electronic agents. OAA is described
in greater detail in co-pending U.S. patent application Ser.
No. 09/225,198, which has been incorporated herein by
reference. Very briefly, the functionality of each client agent
is made available to the agent community through registra-
tion of the client agent’s capabilities with a facilitator. A
software “wrapper” essentially surrounds the underlying
application program performing the services offered by each
client. The common infrastructure for constructing agents is
preferably supplied by an agent library. The agent library is
preferably accessible in the runtime environment of several
different programming languages. The agent library prefer-
ably minimizes the effort required to construct a new system
and maximizes the ease with which legacy systems can be
“wrapped” and made compatible with the agent-based archi-
tecture of the present invention. When invoked, a client
agent makes a connection to a facilitator, which is known as
its parent facilitator. Upon connection, an agent registers
with its parent facilitator a specification of the capabilities
and services it can provide, using a high-level, declarative
Interagent Communication Language (“ICL”) to express
those capabilities. Tasks are presented to the facilitator in the
form of ICL goal expressions. When a facilitator determines
that the registered capabilities of one of its client agents will
help satisfy a current goal or sub-goal thereof, the facilitator
delegates that sub-goal to the client agent in the form of an
ICL request. The client agent processes the request and
returns answers or information to the facilitator. In process-
ing a request, the client agent can use ICL to request services
of other agents, or utilize other infrastructure services for
collaborative work. The facilitator coordinates and inte-
grates the results received from different client agents on
various sub-goals, in order to satisfy the overall goal.

OAA provides a useful software platform for building
systems that integrate spoken natural language as well as
other user input modalities. For example, see the above-
referenced co-pending patent application, especially FIG. 13
and the corresponding discussion of a “multi-modal maps”
application, and FIG. 12 and the corresponding discussion of
a “unified messaging” application. Another example is the
InfoWiz interactive information kiosk developed by the
assignee and described in the document entitled “InfoWiz:
An Animated Voice Interactive Information System” avail-
able online at http://www.ai.sri.com/~oaa/applications.html.
A copy of the InfoWhiz document is provided in an Infor-
mation Disclosure Statement submitted herewith and incor-
porated herein by this reference. A further example is the
“CommandTalk” application developed by the assignee for
the U.S. military, as described online at http://
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www.ai.sri.com/~lesaf/commandtalk.html and in the follow-
ing publications, copies of which are provided in an Infor-
mation Disclosure Statement submitted herewith and
incorporated herein by this reference:

“CommandTalk: A Spoken-Language Interface for Battle-
field Simulations”, 1997, by Robert Moore, John
Dowding, Harry Bratt, J. Mark Gawron, Yonael Gorfu
and Adam Cheyer, in “Proceedings of the Fifth Con-
ference on Applied Natural Language Processing”,
Washington, D.C., pp. 1-7, Association for Computa-
tional Linguistics

“The CommandTalk Spoken Dialogue System”, 1999, by
Amanda Stent, John Dowding, Jean Mark Gawron,
Elizabeth Owen Bratt and Robert Moore, in “Proceed-
ings of the Thirty-Seventh Annual Meeting of the
ACL”, pp. 183-190, University of Maryland, College
Park, Md., Association for Computational Linguistics

“Interpreting Language in Context in CommandTalk”,
1999, by John Dowding and Elizabeth Owen Bratt and
Sharon Goldwater, in “Communicative Agents: The
Use of Natural Language in Embodied Systems”, pp.
63—67, Association for Computing Machinery (ACM)
Special Interest Group on Artificial Intelligence
(SIGART), Secattle, Wash.

For some applications and systems, OAA can provide an
advantageous platform for constructing embodiments of the
present invention. For example, a representative application
is now briefly presented, with reference to FIG. 6. If the
statement “show me movies starring John Wayne” is spoken
into the voice input device, the voice data for this request
will be sent by Ul agent 650 to facilitator 600, which in turn
will ask natural language (NL) agent 620 and speech rec-
ognition agent 610 to interpret the query and return the
interpretation in ICL format. The resulting ICL goal expres-
sion is then routed by the facilitator to appropriate agents—
in this case, video-on-demand database agent 640—to
execute the request. Video database agent 640 preferably
includes or is coupled to an appropriate embodiment of
query construction logic 330 and query refinement logic
340, and may also issue ICL requests to facilitator 600 for
additional assistance—e.g., display of menus and capture of
additional user input in the event that query refinement is
needed—and facilitator 600 will delegate such requests to
appropriate client agents in the community. When the
desired video content is ultimately retrieved by video data-
base agent 640, UI agent 650 is invoked by facilitator 600
to display the movie.

Other spoken user requests, such as a request for the
current weather in New York City or for a stock quote,
would eventually lead facilitator to invoke web database
agent 630 to access the desired information from an appro-
priate Internet site. Here again, web database agent 630
preferably includes or is coupled to an appropriate embodi-
ment of query construction logic 330 and query refinement
logic 340, including a scraping utility such as WebL. Other
spoken requests, such as a request to view recent emails or
access voice mail, would lead the facilitator to invoke the
appropriate email agent 660 and/or telephone agent 680. A
request to record a televised program of interest might lead
facilitator 600 to invoke web database agent 630 to return
televised program schedule information, and then invoke
VCR controller agent 680 to program the associated VCR
unit to record the desired television program at the sched-
uled time.
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Control and connectivity embracing additional electronic
home appliances (e.g., microwave oven, home surveillance
system, etc.) can be integrated in comparable fashion.
Indeed, an advantage of OAA-based embodiments of the
present invention, that will be apparent to practitioners in
light of the above teachings and in light of the teachings
disclosed in the cited co-pending patent applications, is the
relative ease and flexibility with which additional service
agents can be plugged into the existing platform, immedi-
ately enabling the facilitator to respond dynamically to
spoken natural language requests for the corresponding
services.

4. Further Embodiments and Equivalents

While the present invention has been described in terms
of several preferred embodiments, there are many
alterations, permutations, and equivalents that may fall
within the scope of this invention. It should also be noted
that there are many alternative ways of implementing the
methods and apparatuses of the present invention. It is
therefore intended that the following appended claims be
interpreted as including all such alterations, permutations,
and equivalents as fall within the true spirit and scope of the
present invention.

What is claimed is:

1. A method for speech-based navigation of an electronic
data source located at one or more network servers located
remotely from a user, wherein a data link is established
between a mobile information appliance of the user and the
one or more network servers, comprising the steps of:

(a) receiving a spoken request for desired information
from the user utilizing the mobile information appli-
ance of the user, wherein said mobile information
appliance comprises a portable remote control device
or a set-top box for a television;

(b) rendering an interpretation of the spoken request;

(c) constructing a navigation query based upon the inter-
pretation;

(d) utilizing the navigation query to select a portion of the
electronic data source; and

(e) transmitting the selected portion of the electronic data
source from the network server to the mobile informa-
tion appliance of the user.

2. The method of claim 1, wherein the step of rendering
the interpretation of the spoken request is performed by the
mobile information appliance.

3. The method of claim 1, wherein the step of rendering
the interpretation of the spoken request is performed by the
mobile information appliance.

4. The method of claim 1, further comprising the steps of
soliciting additional input from the user, including user
interaction in a modality different than the original request;
refining the navigation query, based upon the additional
input; and using the refined navigation query to select a
portion of the electronic data source.

5. The method of claim 1, wherein the data link includes
a cellular telephone system.

6. The method of claim 1, wherein steps (a)—(d) are
performed with respect to multiple users.

7. The method of claim 1, wherein the mobile information
appliance is a wireless telephone.

8. The method of claim 1, wherein the mobile information
appliance is a portable computing device.

9. The method of claim 8, wherein the portable computing
device is a personal digital assistant.

10. A computer program embodied on a computer read-
able medium for speech-based navigation of an electronic
data source located at one or more network servers located
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remotely from a user, wherein a data link is established
between a mobile information appliance of the user and the
one or more network servers, comprising:

(a) a code segment that receives a spoken request for
desired information from the user utilizing the mobile
information appliance of the user, wherein said mobile
information appliance comprises a portable remote
control device or a set-top box for a television;

(b) a code segment that renders an interpretation of the
spoken request;

(c) a code segment that constructs a navigation query
based upon the interpretation;

(d) a code segment that utilizes the navigation query to
select a portion of the electronic data source; and

(e) a code segment that transmits the selected portion of
the electronic data source from the network server to
the mobile information appliance of the user.

11. The computer program of claim 10, wherein the
rendering of the interpretation of the spoken request is
performed at the one or more network servers.

12. The computer program of claim 10, wherein the
rendering of the interpretation of the spoken request is
performed by the mobile information appliance.

13. The computer program of claim 10, further compris-
ing a code segment that solicits additional input from the
user, including user interaction in a modality different than
the original request; a code segment that refines the navi-
gation query, based upon the additional input; and a code
segment that uses the refined navigation query to select a
portion of the electronic data source.

14. The computer program of claim 10, wherein the data
link includes a wireless telephone system.

15. The computer program of claim 10, wherein code
segments (a)—(d) are executed with respect to multiple users.

16. The computer program of claim 10, wherein the
mobile information appliance is a wireless telephone.

17. The computer program of claim 10, wherein the
mobile information appliance is a portable computing
device.

18. The computer program of claim 17, wherein the
portable computing device is a personal digital assistant.

19. A system for speech-based navigation of an electronic
data source located at one or more network servers located
remotely from a user, comprising:

(a) a mobile information appliance operable to receive a
spoken request for desired information from the user,
wherein said mobile information appliance comprises a
portable remote control device or a set-top box for a
television;

(b) spoken language processing logic, operable to render
an interpretation of the spoken request;

(¢) query construction logic, operable to construct a
navigation query based upon the interpretation;

(d) navigation logic, operable to select a portion of the
electronic data source using the navigation query, and

(e) electronic communications infrastructure for transmit-
ting the selected portion of the electronic data source
from the network server to the mobile information
appliance of the user.

20. The system of claim 19, wherein the spoken language
processing logic renders the interpretation of the spoken
request at the one or more network servers.

21. The system of claim 19, wherein the spoken language
processing logic renders the interpretation of the spoken
request at the mobile information appliance.

22. The system of claim 19, further comprising user
interaction logic operable to solicit additional input from the
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user, including user interaction in a modality different than 25. The system of claim 19, wherein the mobile informa-
the original request; and query refining logic operable to tion appliance is a wireless telephone.

refine the navigation query based upon the additional input;

. o . L 26. The system of claim 19, wherein the mobile informa-
wherein the navigation logic users the refined navigation

tion appliance is a portable computing device.

query to select a portion of the electronic data source. 5

23. The system of claim 19, wherein the data link includes 27. The system of claim 26, wherein the portable com-
a cellular telephone system. puting device is a personal digital assistant.

24. The system of claim 19, wherein the system operates
with respect to multiple users. * ok x
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I, Dr. Dan R. Olsen Jr., declare as follows:

I. INTRODUCTION

1. I have been retained by Google LLC (“Petitioner”) as an independent
expert consultant in this proceeding before the United States Patent and Trademark
Office (“PTO”) regarding U.S. Patent No. 6,757,718 (“the *718 patent”) (Ex.
1001). T have been asked to consider whether certain references disclose or
suggest the features recited in claims 1-27 (“the challenged claims™) of the *718
patent. My opinions are set forth below.

2. I am being compensated at my rate of $500 per hour for the time I
spend on this matter. My compensation is in no way contingent on the nature of
my findings, the presentation of my findings in testimony, or the outcome of this or
any other proceeding. I have no other interest in this proceeding.

II. BACKGROUND AND QUALIFICATIONS

3. I have more than 35 years of experience in computer science and
human-computer interaction (HCI). I hold a doctorate in Computing and
Information from the University of Pennsylvania. For 3 %2 years I was an Assistant
Professor of Computer Science at Arizona State University. I then served for 30
years on the faculty of Brigham Young University, retiring as a full professor in

2015. During that time at BYU, I also served as the chair of the Department of
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Computer Science. I took leave from BYU in 1996 to become the founding

director of the Human Computer Interaction Institute in the School of Computer

Science at Carnegie Mellon University. I returned to BYU in 1998. I am currently
the CEO of a software startup in educational technology (SparxTeq, Inc).

4. During the course of my academic career, | authored over 70 papers in
the field of computer science. The topics on which I have published papers
include: User Interface Management Systems; Interaction over the Internet;
Syntactic representations of user interfaces; Multi-user interaction across networks;
Induction of interaction behavior from pictures; Novel interaction techniques using
laser pointers; Structure of speech-based interaction and integration of speech with
other forms of interaction; Interactive machine learning; Interactive robotics; and
Interactive television.

5. I have extensive experience with graphical user interfaces that are
driven by communications-based technologies. Out of my last 70+ published
papers, 14 have involved development of custom network protocols to allow
devices to interact and access information. In addition, there are 6 papers that
explicitly address speech interaction and the integration of other interactive

modalities with speech.
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6. I currently hold 4 patents in human-computer interaction. [ have
authored 3 textbooks on the techniques of software design for human-computer
interaction.

7. I have had extensive involvement in professional societies, such as the
Association for Computing Machinery (ACM), the premier society in computing.
I have served in many offices of ACM’s Special Interest Group on Computer
Human Interaction (SIGCHI) and currently serve as its treasurer. [ have been
conference chair of CHI, which is the premier conference in Computer Human
Interaction. 1 was the founding editor of ACM’s Transactions on Computer
Human Interaction. 1 was a co-founder and active leader for the conference on
User Interface Software and Technology (UIST) for the past 29 years. I have also
served at the governor’s request on the Utah Science, Technology and Research
(USTAR) board, which oversees and funds state economic development efforts in
technology.

8. I twice received best paper awards in intelligent user interfaces. In
2004, 1T was appointed to the CHI Academy for international excellence in
Computer Human Interaction research. In 2007, I was recognized as one of

ACM’s Fellows for research in computer science and in 2012 received the CHI
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Lifetime Research Award, which is the highest award in Computer Human
Interaction.
0. I understand that a copy of my curriculum vitae, which includes a
more detailed summary of my background, experience, and publications, is
provided as Ex. 1003.

III. SUMMARY OF OPINIONS'

10. The opinions contained in this Declaration are based on the
documents I reviewed, my professional judgment, as well as my education,
experience, and knowledge regarding graphical user interfaces.

11. In forming my opinions expressed in this Declaration, I reviewed the
>718 patent (Ex. 1001); the prosecution file history for the *718 patent (Ex. 1004);
U.S. Patent Nos. 6,742,021 (Ex. 1005) and 6,851,115 (Ex. 1007), which I
understand are in the chain of applications from which the ’718 patent claims
priority, and their respective prosecution histories (Exs. 1006, 1008); U.S.

Provisional Application Nos. 60/124,718 (Ex. 1009), 60/124,719 (Ex. 1010), and

' My citations to non-patent publications are to the original page numbers of the
publication, and my citations to U.S. Patents are to the column:line number or

paragraph number of the patents or published patent applications, as applicable.
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60/124,720 (Ex. 1011), to which I understand the *718 patent claims priority;
Cheyer et al., “Multimodal Maps: An Agent-based Approach,” published in Proc.
of the International Conference on Cooperative Multimodal Communication
(CMC/95), Eindhoven, The Netherlands, May 1995(“Cheyer”) (Ex. 1012); U.S.
Patent No. 5,197,005 to Shwartz et al. (“Shwartz”) (Ex. 1013); U.S. Patent No.
5,748,974 to Johnson (“Johnson’) (Ex. 1014); U.S. Patent No. 6,188,985 to Thrift
et al. (“Thrift’) (Ex. 1015); U.S. Patent No. 6,345,389 to Dureau (“Dureau”) (Ex.
1016); U.S. Patent No. 5,841,431 to Simmers (“Simmers”) (Ex. 1017); U.S. Patent
No. 6,035,197 to Haberman et al. (“Haberman”) (Ex. 1018); Coen, M. H.,
“Building Brains for Rooms: Designing Distributed Software Agents,”
AAAT’97/T1AAI’97 Proceedings of the Fourteenth National Conference on
Artificial Intelligence and Ninth Conference on Innovative Applications of
Artificial Intelligence (1997) (“Coen”) (Ex. 1020); Hodjat et al., “An adaptive
agent oriented software architecture,” in Lee et al. (eds.) PRICAI’98: Topics in
Artificial Intelligence, Lecture Notes in Computer Science (Lecture Notes in
Artificial Intelligence), vol 1531, Springer, Berlin, Heidelberg (1998) (“Hodjat”)
(Ex. 1021); U.S. Patent No. 5,584,024 to Shwartz (“Shwartz-024) (Ex. 1022);
Cheyer et al., “MVIEWS: Multimodal Tools for the Video Analyst,” in

Proceedings of the 1998 International Conference on Intelligent User Interfaces
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(IUI98), San Francisco, California (Jan. 1998) (Ex. 1023); Kehler et al., “On
Representing Salience and Reference in Multimodal Human-Computer
Interaction,” in Proceedings of AAAI 1998 workshop on Representations for Multi-
Modal Human-Computer Interaction, Madison, Wisconsin (1998) (Ex. 1024);
Cohen et al, “An Open Agent Architecture,” in Proceedings AAAI Spring
Symposium, Stanford, California (March 1994) (“Cohen”) (Ex. 1025); Martin et
al., “Information brokering in an agent architecture,” in Proceedings of the Second
International Conference on the Practical Application of Intelligent Agents and
Multi-Agent Technology, Blackpool, Lancashire, UK (Apr. 1997) (“Martin) (Ex.
1026); Wyard et al., “Spoken language systems — beyond prompt and response,”
BT Technol. J. vol. 14 no. 1 (Jan. 1996) (“Wyard”) (Ex. 1027); Excerpts from

Knaster, Presenting Magic Cap, A Guide to General Magic’s Revolutionary

Communicator Software, 1994 (Ex. 1028); Moran et al, “Multimodal User

Interfaces in the Open Agent Architecture,” Proc. of the 2nd International
Conference on Intelligent User Interfaces (IUI °97), Orlando, Florida (1997) (Ex.
1029); Konstan, J. A., “State Problems in Programming Human-Controlled
Devices,” IEEE Transactions on Consumer Electronics, vol. 40, no. 4 (Nov. 1994)
(“Konstan”) (Ex. 1033); and any other materials I refer to in this Declaration in

support of my opinions.
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12. My opinions have also been guided by my appreciation of how a
person of ordinary skill in the art would have understood the claims and the
specification of the *718 patent at the time of the alleged invention, which I have
been asked to initially consider as the 1999 time frame, including and up to the
March 17, 1999 date which the 718 patent claims as priority date. My opinions
reflect how one of ordinary skill in the art would have understood the 718 patent,
the prior art to the patent, and the state of the art at the time of the alleged
invention.
13.  As I discuss in detail below, it is my opinion that certain references
disclose or suggest all the features recited in claims 1-27 of the *718 patent.

IV. PERSON OF ORDINARY SKILL IN THE ART

14. Based on my knowledge and experience, I understand what a person
of ordinary skill in the art would have known at the time of the alleged invention.
My opinions herein are, where appropriate, based on my understandings as to a
person of ordinary skill in the art at that time. In my opinion, based on the
materials and information I have reviewed, and based on my experience in the
technical areas relevant to the 718 patent, a person of ordinary skill in the art at
the time of the alleged invention of the *718 patent would have had at least a

Bachelor’s degree in computer science, electrical engineering, or a similar
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discipline, and one to two years of work experience in user interfaces for computer

systems (including speech-based interfaces), networked computer systems, or a

related area. More education can substitute for practical experience and vice versa.
I apply this understanding in my analysis herein.

15. My analysis of the 718 patent and my opinions in this declaration are
from the perspective of one of ordinary skill in the art, as [ have defined it above,
during the relevant time frame, which I have been asked to assume is the March
17, 1999 timeframe (the filing date of Provisional Application Nos. 60/124,718,
60/124,719, and 60/124,720, from which the *718 patent claims priority (Ex. 1001,
Cover)). During this time frame, I possessed at least the qualifications of a person
of ordinary skill in the art, as defined above.

V. TECHNICAL BACKGROUND

16. In this section, I discuss the state of the art with respect to certain
technologies relevant to the subject matter of the *718 patent. In particular, during
the time preceding March 1999, a person of ordinary skill in the art would have
been aware of various developments in the areas of natural language processing,
distributed computing, databases, multimodal input, and mobile computing, as I
discuss below.

A. Natural language processing

Page 12 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3037



Declaration of Dr. Dan R. Olsen Jr.
U.S. Patent No. 6,757,718
17. A person of ordinary skill in the art would have been aware of
developments in the area of natural language processing systems prior to March
1999. For example, it was well known that users could interact with computers
using natural language inputs, such as sentences in English (or another human
language), e.g., as described in a paper by Wyard et al. from 1996 entitled “Spoken
language systems — beyond prompt and response” (“Wyard”). (Ex. 1027, 187.)
Enabling such natural language inputs was often desirable, as it allowed users to
express their requirements or desires more directly and efficiently. (/d.)
18. In the mid-to-late 1990s, natural language input was frequently
provided by way of spoken input. Wyard describes “a typical spoken language
system architecture” as including a speech recognition component and a meaning

extraction component. (/d., 188, FIG. 1 (reproduced below).)
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(Ex. 1027, FIG. 1 (showing speech recognition and meaning extraction
components that process natural language speech input.)

19.  Consistent with Wyard’s disclosure, a person of ordinary skill would
have known that the role of a speech recognition component (speech recognizer)
was “to convert an input speech utterance to a string of words,” and the role of a
meaning extraction component was “to extract as much of the meaning as is
necessary for the application from the recogniser output and encode it into a

suitable meaning representation.” (/d., 188.)

10
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20. A person of ordinary skill would have known that speech (voice) was
one way for a user to provide natural language input, but another known way was
for the user to provide language input via text, e.g., using a keyboard. It was also
known prior to March 1999 that a user could use an electronic pen/stylus to
provide input, e.g., by writing characters that were processed by a character
recognition algorithm so that the user could enter words or sentences. For
example, a paper by Moran et al. entitled “Multimodal User Interfaces in the Open
Agent Architecture” describes input from a user via electronic pen, e.g., in
conjunction with a handwriting recognizer. (Ex. 1029, 63.) The main difference
between handling speech-based and text-based natural language input was that
speech input had to be processed first by a speech recognizer in order to detect and
identify speech utterances, whereas a speech recognizer would not have been
necessary in the context of natural language text input provided via a keyboard.
For handwritten text input, e.g., inputted using an electronic pen, a person of
ordinary skill would have known how to implement a handwriting recognizer as
discussed above.

B. Multimodal input

21. As discussed above, a person of ordinary skill would have known

before March 1999 about the existence of various input modalities, including

11
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speech (voice), keyboard, pen/stylus, and also others such as mouse, trackball,
touchpad, etc. Such a person would also have been aware of the existence and
benefits of multimodal systems, which enabled a user to provide input via multiple
input modalities. For example, Wyard describes a multimodal natural language
system for providing a user with information regarding various products. (Ex.
1027, 190.) Wyard describes that the user can provide natural language spoken
input and also click on links using a mouse and provide text as input. (/d., 189
(“systems such as the BT Business Catalogue access system . . . are multimodal
and require a screen and a means of inputting text and mouse clicks and outputting
text and graphics.”), 191 (disclosing that a user speaks “Which ones come in
grey?” and later “clicks on the link next to the picture of [a particular phone that is
displayed]”); see also id., 190 (““a film access system, in which users will be able to
select films and videos using continuous speech and button pushes on a remote
control handset”).) Thus, a person of ordinary skill would have been aware of
“multimodal systems which aim to combine spoken language with other
modalities, such as typed text and mouse clicks, in order to achieve the most user-
friendly interface possible.” (I1d., 204.)
22.  As another example, a paper by Coen from 1997 entitled “Building

Brains for Rooms: Designing Distributed Software Agents” (“Coen”) describes an

12
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information retrieval system with which users can interact using pointing and

natural language speech input. (Ex. 1020, 975.) Coen discloses techniques for

resolving what the user means when he/she provides the natural language spoken

input “What’s the weather here?”” while pointing somewhere. (/d.) Coen refers to

this process as “multimodal resolution.” (/d.)

23.  Thus, a person of ordinary skill in the art would have known how to

implement multimodal systems (systems that enable input via multiple input
modalities) in an effective, user-friendly manner prior to March 1999.

C. Databases

24. A person of ordinary skill would have known before March 1999 that
a fundamental component of an information retrieval system was a database, and
that database queries could be used to retrieve information from a database. For
example, Wyard describes a natural language based system that includes a database
query as a key processing component, in order to “retrieve the information
specified by the output of the meaning extraction component.” (Ex. 1027, 188.) It
was known to generate a database query after first processing natural language
speech input with a speech recognition component and a meaning extraction
component (or processing natural language text input with a meaning extraction

component), as shown in the following flow diagram in Wyard:

13
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(Ex. 1027, FIG. 1.)
25.  Wyard explains the database query as follows:

When the [dialogue manager] has prepared the query, it will be
passed to the database query component. The database query
component’s purpose is to convert the query from the [dialogue
manager] into one or more queries which can be used to find
the required information from within the database. Having
established the queries, the database query component then

extracts the actual information from the database.

14
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(ld., 201.)

26. A person of ordinary skill would have been aware that a database
query could be implemented in, e.g., structured query language (SQL), which was
a well-known programming language (and one of the most prevalent and
commonly used languages) for working with databases. (/d., 202 (“the database
querying module provides a means of separating the actual database query (in
SQL, for example) from the internal representation in the [dialogue manager]”).
For example, as disclosed in U.S. Patent No. 5,584,024 to Shwartz (“Shwartz-
024”) (Ex. 1022), a person of ordinary skill would have known how to use an SQL
statement called a SELECT statement to retrieve a set of records from database
tables. (See Ex. 1022, FIGS. 2C, 3A, 1:56-2:26 (disclosing examples of SQL
SELECT statements).) A SELECT statement was a fundamental aspect of SQL,
and similar statements were used in other database programming languages.

27. As one example, Shwartz-024 discloses that “to produce from a
database a list of customer names and phones for New York customers sorted by
zip code, the following SQL statement could be used: . . . SELECT NAME,
PHONE FROM CUSTOMERS WHERE STATE = 'NY' ORDER BY
ZIP CODE.” (ld., 1:59-66.) “In this example, the SELECT command defines

which fields to use, the WHERE command defines a condition by which database

15
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records are selected, and ORDER BY keywords define how the output should be

sorted.” (Id., 2:1-4.) “The FROM keyword defines in which tables the fields are
located.” (/d., 2:4-5.)

28. A person of ordinary skill would have known that databases were in
widespread usage across a variety of contexts long before March 1999. For
example, the World Wide Web (“the Web”), which was created in the early 1990s,
involved web servers that provide users with access to remote databases. The Web
was in widespread usage by March 1999, and a person of ordinary skill would have
known how to program computers to access information from the Web. A person
of ordinary skill would have known how to implement databases available via the
Web to be accessible via database queries.

D. Distributed computing

29. A person of ordinary skill in the art would have been familiar with
distributed systems for various computing contexts. Such a person would have
known that various networked entities could communicate with one another and
take respective actions to accomplish goals. For example, Coen describes ‘“‘a
distributed software agent system that controls the behavior of [a] laboratory’s

Intelligent Room.” (Ex. 1020, 971 (at Abstract).) Coen discloses that a “system of

16
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software agents . . . known collectively as the Scatterbrain” control various aspects
of aroom. (/d., 971.) Coen explains:

The Scatterbrain consists of approximately 20 distinct,
intercommunicating software agents that run on ten different
networked workstations. These agents’ primary task is to link
various components of the room (e.g., tracking cameras, speech
recognition systems) and to connect them to internal and
external stores of information (e.g., a person locator, the World
Wide Web). Although an individual agent may in fact perform
a good deal of computation, we will focus our interest on the
ways in which agents get connected and share information
rather than how they internally manipulate their own data. And
while the Intelligent Room is a fascinating project in itself, we
will treat it here mainly as a test-bed to learn more about how
software agents can interact with other computational and real

entities.

(1d.)

30. Coen discloses that “[p]eople can interact with [a system in the room
called Storm] using pointing and speech.” (Id., 975.) For example, when the user
provides a natural language spoken input “Computer, what is the weather here?”
the room “displays a weather forecast for San Juan.” (Id.) Coen discloses various
agents, such as a Speechln Agent (for interfacing with speech recognition

systems), Tracking Agent (for updating another agent in real-time), Weather Agent

17
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(for obtaining forecasts and satellite maps for particular places), and Display Agent

(for displaying content at a location in the room where people can see it). (/d.,

974.) “All the Scatterbrain agents then work together in parallel with different
inputs and data being processed simultaneously in different places.” (/d.)

31. A person of ordinary skill would have known how to implement
agents in a layered, hierarchical configuration. For example, Coen discloses that
“[layered] on top of the Scatterbrain, we created higher-level agents that rely on
the Scatterbrain’s underlying behaviors.” (Id.)

32. A paper by Hodjat et al. from November 1998 entitled “An Adaptive
Agent Oriented Software Architecture” (“Hodjaf’) describes an agent as an
“autonomous individual the internals of which are not known and that conforms to
a certain standard of communications and/or social laws with regard to other
agents.” (Ex. 1021, 33.) Hodjat discloses “an agent-oriented methodology, which
can be universally applied to any software design.” (/d., 34.) A person of ordinary
skill would have known, based on Hodjat, how to configure an agent-based
architecture so that “new agents supply other agents with information about their
capabilities and needs.” (Id., 35.) Like Coen, Hodjat describes a cooperative
collection of agents that coordinate with one another, including in a hierarchical

manner, to accomplish a set of requests:

18
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The software as a whole should be thought of as a society,
striving to accomplish a set of requests. The input requests are
therefore propagated, processed by agent modules that may in
turn create requests to other agents. Again, it i1s up to the
designers to break down the system, as they feel suitable.
Hierarchies of agents are possible and agents can be designed to

be responsible for the minutest processes in the system.
(1., 37.)
33.  Hodjat explains that a known technique for implementing distributed
systems with cooperative agents was to use the then-existing Open Agent
Architecture:

[Cheyer et al 96] use the Open Agent Architecture (OAA) . ..
as a basis for their design. In this approach, based on a
“federation architecture” . . . , the software is comprised of a
hierarchy of facilitators and agents. The facilitators are
responsible for the coordination of the agents under them so
that any agent wanting to communicate with any other agent in
the system must go through a hierarchy of facilitators (starting
from the one directly responsible for it). Each agent, upon
introduction to the system, provides the facilitator above it with

information on its capabilities . . . .

(1d., 40.)

19
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34. A person of ordinary skill would have been familiar with agent-based
architectures like the Open Agent Architecture and would have known how to use
it to implement distributed systems in various contexts, including speech-based
information retrieval. The Open Agent Architecture was described in published
documents at least as early as 1994, when Cohen et al. described in a paper entitled
“An Open Agent Architecture” (“Cohen”) an “open agent architecture . . . served
by a multimodal interface, including pen, voice, and direct manipulation” and that
included “a User-interface agent that accepts spoken or typed . . . natural language
queries from the user and presents responses to the queries.” (Ex. 1025, 1 (at
Abstract), 3.) The Open Agent Architecture was also described in several other
published documents prior to March 1999. (See, e.g., Ex. 1023, 57-58, Ex. 1024,
34; Ex. 1026, 472.) A person of ordinary skill would have known how to use
agents to accomplish a goal in a distributed manner, e.g., based on the following
disclosure in Cheyer:

The architecture for the OAA, based loosely on Schwartz’s
FLiPSiDE system[ ], uses a hierarchical configuration where
client agents connect to a ‘facilitator’ server. Facilitators
provide content-based message routing, global data
management. and process coordination for their set of
connected agents. Facilitators can, in turn, be connected as

clients of other facilitators. Each facilitator records the

20

Page 24 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3049



Declaration of Dr. Dan R. Olsen Jr.
U.S. Patent No. 6,757,718

published functionality of their sub-agents, and when queries
arrive in Interagent Communication Language form, they are
responsible for breaking apart any complex queries and for
distributing goals to the appropriate agents. An agent solving a
goal may require supporting information and the agent
architecture provides numerous means of requesting data from

other agents or from the user.

The Open Agent Architecture provides capability for accessing
distributed knowledge sources through natural language and

voice . . ..
(Ex. 1012, 7-8; see also id., 9 (“In the Open Agent Architecture, agents are
distributed entities that can run on different machines, and communicate together
to solve a task for the user.”).)

35. A person of ordinary skill would have known before March 1999 that
many other agent-based architectures could also be used for implementing
distributed systems. It was known at least as early as 1994 that “[a]gents are all the
rage.” (Ex. 1025, 1.) A person of ordinary skill would have been motivated to
implement systems in a distributed manner for a variety of reasons, including
increased speed, redundancy, reliability, security, and flexibility in design and
implementation.

E. Mobile computing
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36. A person of ordinary skill in the art would have known prior to March
1999 that computing devices could be implemented in variety of form factors,
including mobile, handheld computing devices such as personal digital assistants
(PDAs) and smartphones. A person of ordinary skill would have known how to
program mobile computing devices to receive information from remote data
sources. For example, mobile computing devices equipped with the Magic Cap
operating system were capable of retrieving information from a remote database,
e.g., in the context of receiving electronic mail. (Ex. 1028, 2 (“Every Magic Cap
communicator has a jack where you can plug in a telephone line. This is how
you’ll use your communicator to send and receive electronic mail . . . .”).)

37. A person of ordinary skill would also have known how to implement
agent-based distributed software systems on a mobile computing device. For
example, Cohen described in 1994 three types of agent-based software systems
implemented in the Apple Newton, which was a PDA. (Ex. 1025, 1 (“Each of
[three general conceptions of agent-based software systems] can be found to some
extent in present-day software products, for example, in . . . Apple Computer’s
Newton . ...”)

VI. OVERVIEW OF THE ’718 PATENT
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38. The *718 patent “relates generally to the navigation of electronic data

by means of spoken natural language requests, and to feedback mechanisms and
methods for resolving the errors and ambiguities that may be associated with such
requests.” (Ex. 1001, 1:22-26.) Figure 4, reproduced below, depicts an exemplary

process in accordance with one embodiment of the *718 patent.

02

RECEIVE SPOKEN NL REQUEST

404 INTERPRET REQUEST I E——
Y
405 [ IDENTIFY/SELECT DATA SOURCE

Y i
406 |CONSTRUCT NAVIGATION QUERY

Y

////\\ ‘SOLICIT

ﬂQZ<<éFFKHENCES? YES »| ADOITIONAL

A7 (MULTIMODAL)
,/// USER INPUT
NO a2

408 ‘ NAVIGATE DATA SOURCE ‘

REFINE YES

409 QUERY?

NO

410 TRANSMIT AND DISPLAY TO
CLIENT

Fig. 4

(Ex. 1001, FIG. 4.)
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39. The process depicted in Figure 4 begins at step 402, where “the user’s
spoken request for information is initially received in the form of raw (acoustic)
voice data.” (Id., 7:19-22, FIG. 4.) “At step 404 the voice data received from the
user is interpreted in order to understand the user's request for information.” (/d.,
7:22-24, FIG. 4.) “In step 405 request processing logic 300 identifies and selects
an appropriate online data source where the desired information . . . can be found.”

(Id., 8:51-54, FIGS. 1A-1B (showing data sources 110), FIG. 4.)
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300 (see Fig. 3)
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Fig. 1a
“Step 406 attempts to construct a navigation query, reflecting the interpretation of
step 404.” (Id., 8:62-63, FIG. 4.) At step 407, “deficiencies may be identified
during the process of query construction” (id., 10:51-54, FIG. 4.), in which
scenario “additional input [is solicited] from the user . . . via user interface
modalities in addition to spoken natural language (‘multi-modality’)” to handle

“errors and deficiencies in user input.” (/d., 11:16-21, FIG. 4.)
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40. “Step 408 navigates the data source using that query and retrieves the
desired . . . information” from an electronic data source.” (/d., 12:51-53, FIG. 4;
see also id., 9:67-10:2 (“the query thus constructed . . . is used to navigate the
online data source in step 408).) “Step 409 detects that additional user input is
needed to further refine the query in order to select a particular film for viewing,”
and this is another scenario in which step 412 (soliciting additional input) will be
performed. (/d., 11:62-64, FIG. 4.) The retrieved information is “transmitted in
step 410 from network server 108 to client display device 112 via communications
network 106.” (Id., 12:16-19, FIGS. 1A, 1B, 4.)

41. The °718 patent discloses using the then-existing Open Agent
Architecture (OAA) in various embodiments. (/d., 3:46-48 (“FIG. 6 illustrates an
embodiment of the present invention utilizing a community of distributed,
collaborating electronic agents.”), 13:16-19, 14:27-29, FIG. 6 (reproduced below).)

The Open Agent Architecture includes multiple “autonomous entities, or agents

and a facilitator agent. (Ex. 1007°, 4:20-21; Ex. 1001, FIG. 6 (reproduced below).)

2 Application No. 09/225,198, which issued as U.S. Patent No. 6,851,115 (Ex.
1007), is incorporated by reference into the *718 patent. (Ex. 1001, 1:5-18, 13:19-

22)

26

Page 30 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3055



Declaration of Dr. Dan R. Olsen Jr.
U.S. Patent No. 6,757,718

The agents forward service requests to the facilitator, which interprets such

requests, organizing a set of goals which are then delegated to appropriate agents

for task completion. (Ex. 1007, 6:10-13; Ex. 1001, 13:34-51.)
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Fig. 6 CALEMDAR

AGEMNT

(Ex. 1001, FIG. 6.)

42. The ’718 patent discloses that “an agent registers with its parent

facilitator a specification of the capabilities and services it can provide,” and
“[w]hen a facilitator determines that the registered capabilities of one of its client

agents will help satisfy a current goal or sub-goal thereof, the facilitator delegates

that sub-goal to the client agent . ...” (Ex. 1001, 13:36-45.)

VII. CLAIM CONSTRUCTION
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43.  Except for claim terms that I have identified explicitly in this section,

I have given all the claim terms of the challenged claims their ordinary and

customary meaning, as would be understood by a person of ordinary skill in the

art, at the time of the alleged invention, which I understand is the early part of

1999 (including March 17, 1999, the claimed priority date of the 718 patent)

having taken into consideration the language of the claims, the specification, the
drawings, and the prosecution history of record.

A.  “navigation query”

44. I have been asked to assume that the claim term “navigation query”
recited in claims 1, 4, 10, 13, 19, and 22 is to be construed as “an electronic query,
form, series of menu selections, or the like; being structured appropriately so as to
navigate a particular data source of interest in search of desired information.” I
agree that this construction aligns with the disclosure in the specification of the
’718 patent that “[a] ‘navigation query’ means an electronic query, form, series of
menu selections, or the like; being structured appropriately so as to navigate a
particular data source of interest in search of desired information.” (Ex. 1001,
8:65-9:1.) I have applied this understanding in my analysis.

B. ‘“code segment [that] ...”
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45. I have been asked to assume that the construction of the phrases in
claims 10 and 13 of the form “code segment [that] [performs a function]” includes
software running on a microprocessor configured to perform the functions recited
in each of those phrases or equivalents thereof. In particular, claim 10 recites
“code segment that receives a spoken request for desired information from the user
utilizing the mobile information appliance of the user” (the recited function is
“receives a spoken request for desired information from the user utilizing the
mobile information appliance of the user”), “code segment that renders an
interpretation of the spoken request” (the recited function is “that renders an
interpretation of the spoken request”), “code segment that constructs a navigation
query based upon the interpretation” (the recited function is “constructs a
navigation query based upon the interpretation”), “code segment that utilizes the
navigation query to select a portion of the electronic data source” (the recited
function is “utilizes the navigation query to select a portion of the electronic data
source”), and “code segment that transmits the selected portion of the electronic
data source from the network server to the mobile information appliance of the
user” (the recited function is “transmits the selected portion of the electronic data
source from the network server to the mobile information appliance of the user”),

and claim 13 recites “code segment that solicits additional input from the user,
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including user interaction in a modality different than the original request” (the
recited function is “solicits additional input from the user, including user
interaction in a modality different than the original request”), “code segment that
refines the navigation query, based upon the additional input” (the recited function
is “refines the navigation query, based upon the additional input”), and “code
segment that uses the refined navigation query to select a portion of the electronic
data source” (the recited function is “uses the refined navigation query to select a
portion of the electronic data source”). 1 have applied this understanding in my
analysis.

C. “. ..logicl.] operableto...”

46. 1 have been asked to assume that the construction of the phrases in
claims 19 and 22 of the form “. . . logic[,] operable to [perform a function]”
includes software running on a microprocessor configured to perform the functions
recited in each of those phrases or equivalents thereof. In particular, claim 19
recites “spoken language processing logic, operable to render an interpretation of
the spoken request” (the recited function is “render an interpretation of the spoken
request”), “query construction logic, operable to construct a navigation query
based upon the interpretation” (the recited function is “construct a navigation query

based upon the interpretation”), and “navigation logic, operable to select a portion

30

Page 34 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3059



Declaration of Dr. Dan R. Olsen Jr.
U.S. Patent No. 6,757,718
of the electronic data source using the navigation query” (the recited function is
“select a portion of the electronic data source using the navigation query”), and
claim 22 recites “user interaction logic operable to solicit additional input from the
user, including user interaction in a modality different than the original request”
(the recited function is “solicit additional input from the user, including user
interaction in a modality different than the original request”) and “query refining
logic operable to refine the navigation query based upon the additional input” (the
recited function is “refine the navigation query based upon the additional input”). I
have applied this understanding in my analysis.

VIII. OVERVIEW OF THE PRIOR ART
A.  Cheyer

47.  Cheyer, whose authors are two of the named inventors of the ’718
patent, describes “how multiple input modalities may be combined to produce
more natural user interfaces.” (Ex. 1012, 1 (at Abstract).) Cheyer discloses a
“map-based application for a travel planning domain™ that is “distinguished by a
synergistic combination of handwriting, gesture and speech modalities; access to
existing data sources including the World Wide Web; and a mobile handheld

interface.” (Id.) Cheyer’s multimodal application uses the then-existing Open
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Agent Architecture to implement “a distributed network of heterogeneous software
agents” for distributed processing regarding various tasks. (/d.)

48. Cheyer discloses various examples of receiving a spoken natural
language (e.g., English) request for desired information from a user, such as:
“‘Display the French restaurants within 1 mile of this hotel,”” “‘Show me all
available information about Alcatraz,”” and “‘What is the distance from the post
office to the hotel?”” (Ex. 1012, 4 (“spoken natural language™), 5.) Cheyer
discloses that the user’s computing device, which may be a PC or a handheld PDA,
receives the spoken request, e.g., using a microphone for voice input. (Ex. 1012, 4,
6.)

49.  The spoken English request is processed by a speech recognition (SR)
agent and a natural language (NL) parser agent to recognize a speech string in the
user’s speech input and translate the recognized request into a format called
Interagent Communication Language that software agents can handle. (Ex. 1012,
7,9-11.) The SR and NL agents are among several agents (shown below in Figure
3 of Cheyer) that are implemented using the Open Agent Architecture to perform

various tasks to service the user’s request. (Ex. 1012, 7-12.)
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TRAVEL
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---------------------------------------------------------------------------------

: NL: Natural Language Agent !
: SR: Speech Recognition Agent :

Facilitator Agents

O Macro Agents | . RR: Reference Resolution Agent
: : UL : User Interface Agents
""""""" Modahty Agcnts WWW: World Wide Web Agent :

Figure 3: Agent Architecture for Map Application

(Ex. 1012, FIG. 3.)

50. Cheyer discloses that “[t]he architecture for the OAA . . . uses a
hierarchical configuration where client agents connect to a ‘facilitator’ server,”
also referred to as a “facilitator agent.” (Ex. 1012, 7, 9.) Cheyer discloses that the
facilitator agent “records the published functionality of [its] sub-agents.” (Ex.

1012, 8.)
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51.  Cheyer discloses that in one example, the user may issue a request via
a “synergistic combination of pen and voice, by speaking ‘What is the distance
from here to this hotel?” while simultaneously indicating the specified locations by
pointing or circling.” (Ex. 1012, 5-6.) In another example, the “user speaks: ‘How
far is the restaurant from this hotel?’” but has not yet indicated what is “this hotel,”
so the user’s request is “ambiguous or underspecified.” (Id., 6 (“ambiguous or
underspecified”), 11-12.) Cheyer discloses that “the system will wait several
seconds and then issue a prompt requesting additional information.” (Ex. 1012, 6.)
For example, a “reference resolution agent (RR)” asks for resolution of an unclear
reference such as “this hotel.” (/d., 12.) “The interface agent . . . waits for the user
to make a gesture indicating ‘[this] hotel’, issuing prompts if necessary.” (/d.)
Cheyer discloses that after unclear references have been resolved, a domain agent
“sends database requests” asking for information from a database relevant to
servicing the user’s request. (/d.) The domain agent then “requests the user
interface to produce output” responsive to the user’s spoken request. (/d.)

B. Shwartz

52.  Shwartz relates to a “database retrieval system having a natural
language interface.” (Ex. 1013, Title; see also id., 1:9-11.) Shwartz’s system

includes a query system that “allows users with little or no computer experience to
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enter a conversational English (or other natural language) query” and a “natural
language interface [that] interprets the query and reduces it into an internal
meaning representation used by the system,” e.g., using a natural language parser.
(Id., 5:60-62, 6:3-7, 7:38-41.) Shwartz discloses that “data responsive to the query
is located using a database expert system that enables retrieval of the data from
proper tables and columns in the database.” (Id., 6:11-14.) Shwartz further
discloses a “navigator and query language generator 38 [that] is used to define
optimal navigation paths through the database tables and columns to respond to the
query, and to generate a meta-query language (‘MQL’),” and a reporter and
database access system 40 that uses the meta-query language “to generate the code
(e.g., structured query language (‘SQL’) code) to actually retrieve the information

from the application database.” (/d., 9:28-35.)
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(/d., FIG. 1 (showing natural language interface 34, database expert system 36,
navigator and query language generator 38, and reporter and database access

system 40).)
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53.  Thus, Shwartz, like Cheyer, discloses a natural language based

information retrieval system, and further discloses generating a query (e.g., an SQL
query) for retrieving information from a database.

C. Johnson

54. Johnson relates to a “multimodal natural language interface [that]
interprets user requests combining natural language input from the user with
information selected from a current application.” (Ex. 1014, Abstract.) Johnson

(3

discloses a system that accepts “user input [that] may be spoken, typed,
handwritten, mouse controlled cursor, touch, or any other modality.” (/d., 3:44-
46.) Johnson discloses that speech input is processed by a speech recognizer 41,
and “output of the speech recognizer 41 and the non-speech input received by the
screen manager 42 are sent to a dispatcher 44 which combines the inputs and
directs the combined input to first of all a natural language processor 45.” (ld.,
3:63-67.) The combined multimodal input is parsed at a parser/semantic
interpreter 46. (Id., 3:67-4:2.)

55. Johnson discloses that in the example of a database query for Joe
Smith’s telephone number, there could be two Joe Smiths in the database, so that

“there 1s an ambiguity that must be clarified before a final response can be

generated.” (Id., 5:7-18; see also id., FIG. 4 (reproduced below).) If there is an
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ambiguity, Johnson’s system asks the user to select one of the possibilities or

indicate whether to look elsewhere. (/d., FIG. 4.)

4
.

Screen Manoger

Joe Smith ||
User

Action
Speech Non—Speech Input
Input
35
[
Ask-it System
Kind of

Answers: 1. 609-921-9521

2. There are 2 such names. Do you mean:

1. Joe A. Smith
2. Joe B. Smith?

Please select one.

3. There is no Joe Smith in your phonebook.
Should | lock elsewhere?

FIG.4

(Ex. 1014, FIG. 4.)
56.  Thus, Johnson, like Cheyer and Shwartz, discloses a natural language

based information retrieval system, and like Cheyer’s system, Johnson’s system
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includes capabilities for receiving multimodal input and for clarifying an

ambiguous user request.

D. Thrift

57. Thrift “relates generally to voice recognition devices, and more
particularly to a wireless voice-controlled device that permits a user to browse a
hypermedia network, such as the World Wide Web, with voice commands.” (Ex.
1015, 1:10-14; see also id., 2:37-39 (“The invention described herein is directed to
a wireless voice-activated device for controlling a processor-based host system.”).)
Thrift explains that “[i]n the example of this description, the host system is a
computer connected to the World-Wide Web and the device is used for voice-
controlled web browsing[;] [hJowever, the same concepts can be applied to a
voice-controlled device for controlling any processor-based system that provides
display or audio information, for example, a television.” (/d., 2:40-46.)

58.  Thrift discloses that “[a]n example of voice control interpretation
other than for Web browsing is for commands to a television, where host system
11 is a processor-based television system.” (/d., 3:57-59.) “For example, the vocal
command, ‘What's on TV tonight?’, would result in a display of the television
schedule.” (Id., 3:59-60.) Thrift also describes that “[a]nother example of voice

control interpretation other than for Web browsing is for commands for computer-
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based household control,” in which context “[t]he vocal command, ‘Show me the
sprinkler schedule’ would result in an appropriate display.” (/d., 3:61-65.) Thus,
Thrift discloses various examples of providing information to a user based on voice
input and is therefore in the same field as Cheyer.

59. Figure 1 of Thrift “illustrates one embodiment of a wireless voice-
activated control unit 10 in accordance with the invention.” (/d., 2:54-55, FIG. 1

(reproduced below).)
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FIG. 1

(Ex. 1015, FIG. 1 (showing a voice-activated control unit 10 and a host computer
11).)
E. Dureau

60. Dureau “relates generally to interactive television systems” (Ex. 1016,
1:8-12) and discloses voice input to a set-top box coupled to a television. (/d.,

Abstract (“[ A] microphone is coupled to a set-top box. The microphone allows the
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user to input voice information which is digitized and conveyed to the server for
conversion into textual information.”), 10:56-11:1 (“[T]he user can enter his
information by voice. The user can use a microphone or a telephone handset to
provide voice data to the system. The microphone may [be] a special-purpose
microphone for use with the interactive television system or it may be a telephone
handset. A special-purpose microphone may be connected to the set-top box, or it
may be built into a remote control for the system. A telephone handset may be
connected to the set-top box, or it may be connected directly to the return path (i.e.,
telephone line.) The voice data is transmitted to the server, which uses voice
recognition software to convert the voice data into textual data. The textual data is
returned to the set-top box, where it can be displayed to the user.”), FIG. 1
(reproduced below).)

APPLICATION AME
SOURCE COMfraFKT. )
12 | 1=
[ SERVER COMP/PKT,
| 13 16

[ | ?‘—‘ SET-TOP BOX INFUT DEVICE |
2/ = 2|
v, o

X 19 21 |

n B
1 Lz

FIG. 1

(Ex. 1016, FIG. 1 (showing set-top box 22 connected to television 23).)
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F. Simmers

61. Simmers “relates to graphical displays connected to information
devices.” (Ex. 1017, 1:9-10.) Simmers discloses a “dual-function information
devices such as a cellular phone with PDA.” (/d., 1:47-48; see also id., 1:12-15
(“‘smart’ cellular phones, which function both for telecommunications and for
storing and retrieving information (e.g., a Personal Digital Assistant (information
device))”.)

IX. THE PRIOR ART DISCLOSES OR SUGGESTS ALL OF THE
FEATURES OF CLAIMS 1-27 OF THE °718 PATENT

A.  Cheyer, Shwartz, and Thrift Disclose or Suggest the Features of
Claims 1-4, 6, 8-10, 12, 13, 15, 17-19, 21, 22, 24, 26, 27

62. I reviewed Cheyer, Shwartz, and, Thrift, and in my opinion, Cheyer
and Shwartz disclose or suggest all of the features of claims 1-4, 6, 8-10, 12, 13,
15, 17-19, 21, 22, 24, 26, 270f the *718 patent. Below, I address each of these

claims and their respective limitations.
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1. Claim 1

i) “A method for speech-based navigation of an
electronic data source located at one or more network
servers located remotely from a user, wherein a data
link is established between a mobile information
appliance of the user and the one or more network
servers, comprising the steps of:”

63. I have been asked to assume that the preamble of claim 1 is limiting.
Under that assumption, it is my opinion that Cheyer discloses the limitations in the
preamble of claim 1.

64. For instance, Cheyer discloses a method for processing input provided
by a user via “spoken natural language” (Ex. 1012, 4) (“speech-based”) to enable
the user “to transparently access a wide variety of data sources, including
information stored in HTML form on the World Wide Web” (id.) (“navigation of
an electronic data source”). (See also id., 11-12 (providing an example where a
user’s speech-based query is processed to provide the user with requested
information).)

65. More specifically as to “speech-based,” Cheyer discloses an
“application [that] is distinguished by a synergistic combination of handwriting,
gesture and speech modalities.” (Ex. 1012, 1 (emphasis added).) In particular,
Cheyer provides the user with the ability to enter natural language input via a

variety of modalities, including speech-based, and explains benefits associated
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with such a speech-based method. (/d., 2 (“Natural language content can be
entered through different input modalities, including . . . speech.”), 3 (“Spoken
language is the modality used first and foremost in human-human interactive
problem solving . . . . Speech is an extremely fast medium, several times faster
than typing or handwriting. In addition, speech input contains content that is not
present in other forms of natural language input, such as prosody, tone and
characteristics of the speaker (age, sex, accent).”).)
66. To process the user’s speech input, Cheyer makes use of “[e]xisting . .
. natural language and speech recognition systems.” (Ex. 1012, 4; see also id., 7
(“Several natural language systems have been integrated into the OAA which
convert English into the Interagent Communication Language [and in] addition, a
speech recognition agent has been developed to provide transparent access to the
Corona speech recognition system.”), 9 (“Speech Recognition (SR) Agent: . . . is
also responsible for supervising a child micro agent whose task is to control the
speech data stream.”).) Cheyer provides various examples of spoken input
requests by a user. (See, e.g., id., 5 (“The user may ask the map to perform various
actions. For example, distance calculation: e.g. ‘How far is the hotel from
Fisherman's Wharf?’ object location: e.g. ‘Where is the nearest post office?’

filtering: e.g. ‘Display the French restaurants within 1 mile of this hotel.’
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information retrieval: e.g. ‘Show me all available information about Alcatraz.” . . .
During input, requests can be entered using . . . voice. . . . [[]n order to calculate
the distance between two points on the map, a command may be issued using: . . .
voice, by speaking ‘What is the distance from the post office to the hotel?’”), 6
(“synergistic combination of pen and voice, by speaking ‘What is the distance from
here to this hotel?’. . . . vocalization of the request to calculate the distance . .. . a
microphone or a telephone for voice input . . . . The result is a mobile system that
provides a synergistic pen/voice interface to remote databases. . . . Solutions to
verbal commands are displayed in three to five seconds after the end of the speech
has been detected; partial feedback indicating the current status of the speech
recognition is provided earlier.”), 11 (““A user speaks: ‘How far is the restaurant
from this hotel?’”).)

67. More specifically as to “navigation of an electronic data source,”
Cheyer discloses navigation of data sources such as remote databases on the World
Wide Web. (Ex. 1012, 1 (at Abstract, disclosing “access to existing data sources
including the World Wide Web”) (emphasis added), 6 (“The interface is connected
either by modem or ethernet to a server machine which will manage database
access. . . . The result is a mobile system that provides a synergistic pen/voice

interface to remote databases.”) (emphasis added), 7 (“Through the use of agents,
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the OAA provides distributed access to commercial applications, such as mail

systems, calendar programs, databases, etc.”), 10 (describing types of databases

that are used), 12 (“[T]he domain agent (RR) sends database requests asking for

the coordinates of the items in question. . . . The resulting application has met our

initial requirements: a mobile, synergistic pen/voice interface providing good

natural language access to heterogeneous distributed knowledge sources”)
(emphasis added).)

68.  Cheyer discloses that the remote database is located at one or more
network servers located remotely from a user. For example, Cheyer discloses
“access to existing data sources including the World Wide Web” (Ex. 1012,
Abstract), and explains that its system enables “a mobile system that provides a
synergistic pen/voice interface to remote databases” (id., 6). A person of ordinary
skill would have understood that the way a user’s device retrieved information
from the World Wide Web was by contacting a remote server (e.g., web server)
that could transmit the information to the user’s device. Indeed, the existence of
servers on a network that enabled a user to access data remotely was one of the
fundamental principles of the World Wide Web.

69. A person of ordinary skill would have understood that Cheyer

necessarily discloses that a data link is established between the user’s mobile
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device (“mobile information appliance of the user”) and the remote server (“one or
more network servers”). A “handheld PDA” (Ex. 1012, 4, 6) with a “mobile
handheld interface” (id., Abstract) as disclosed by Cheyer is a “mobile information
appliance of the user” as recited in the preamble. Cheyer discloses that the
“mobile system [] provides [an] interface to remote databases,” and thus discloses
that the user’s mobile device communicates with the remote databases. (/d., 6; see
also id., Abstract (“access to existing data sources including the World Wide Web;
and a mobile handheld interface™), 4 (“Through the multimodal interface, a user
must be able to transparently access a wide variety of data sources, including
information stored in HTML form on the World Wide Web™), 7 (‘“access to various
heterogeneous data and knowledge sources™), 12 (“mobile ... interface providing
access to heterogeneous distributed knowledge sources™).) Such
communication reflects a data link between the user’s mobile device and the
remote server. (Id., 6.)
70. (See also below at Sections IX.A.l.ii-vi regarding the remaining
limitations of this claim.)

ii) [1.a] “(a) receiving a spoken request for desired
information from the wuser utilizing the mobile
information appliance of the user, wherein said
mobile information appliance comprises a portable

remote control device or a set-top box for a
television;”
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71.  Cheyer in combination with Thrift discloses this limitation. For
instance, Cheyer discloses various examples of receiving a spoken request for
desired information from a user:

e “‘How far is the hotel from Fisherman’s Wharf?’” (Ex. 1012, 5);

o ““Where is the nearest post office?’” (id.);

e “‘Display the French restaurants within 1 mile of this hotel’” (id.);

e “‘Show me all available information about Alcatraz’” (id.);

e ““What is the distance from the post office to the hotel?”” (id.);

e “‘What is the distance from here to this hotel?’” (id., 6); and

e “A user speaks: ‘How far is the restaurant from this hotel?”” (id., 11)

72.  In each of these examples, the user is requesting desired information
via a spoken request, because Cheyer discloses that input may be provided via
voice.

73.  Cheyer discloses that the user’s computing device receives the spoken
request. (Ex. 1012, 4 (“In order to provide the most natural user interface possible,
the system permits the user to [provide] spoken natural language . . . . The user
interface must be light and fast enough to run on a handheld PDA”), 6 (“The user
interface runs on pen-equipped PC’s or a Dauphin handheld PDA . . . using either a

microphone or a telephone for voice input.”).)
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74.  Cheyer also discloses that a micro agent associated with a speech
recognition agent receives the spoken request after it is received by the user’s
computing device. (See Ex. 1012, 9 (“[The speech recognition] macro agent is . . .
responsible for supervising a child micro agent whose task is to control the speech
data stream. The SR agent can provide feedback to an interface agent about the
current status and progress of the micro agent (e.g. ‘listening’, ‘end of speech
detected’, etc.)”), 11 (disclosing that “[a] user speaks: ‘How far is the restaurant
from this hotel?”” and “[t]he speech recognition agent monitors the status and
results from its micro agent . . . .”); see also id., 7 (“a speech recognition agent has
been developed to provide transparent access to the Corona speech recognition
system”), 9 (“Micro Agents: are responsible for handling a single input . . . data
stream . ...”).)
75.  Cheyer discloses that the device that receives voice input from the
user is a portable device. (Ex. 1012, Abstract (“mobile handheld interface”), 4
(“handheld PDA”), 6 (“mobile system”), 12 (“mobile . . . interface”).) Cheyer
further discloses that the user’s mobile device communicates with a remote server
to cause the remote server to retrieve information responsive to a user’s query
(e.g., “Show me all available information about Alcatraz”) and send such retrieved

information to the user’s device, e.g., so that the user can see all available
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information about Alcatraz. (/d., 5; see also id., 4 (“Through the multimodal
interface, a user must be able to transparently access a wide variety of data sources,
including information stored in HTML form on the World Wide Web”), 6 (“mobile
system that provides [an] interface to remote databases”), Abstract (“access to
existing data sources including the World Wide Web; and a mobile handheld
interface”); see above at Section IX.A.l.i (citations and analysis regarding data
link and network server located remotely from a user); see below at Sections
[X.A.1.v-vi.) Because the user’s mobile device in Cheyer’s disclosure remotely
causes a server to take prescribed actions (e.g., retrieve requested information and
send it to the mobile device), the mobile device is a remote control device. Cheyer
further discloses that the user’s mobile device can be a PDA (Ex. 1012, 4, 6), and
thus discloses a portable remote control device.

76.  While Cheyer does not expressly disclose that “said mobile
information appliance comprises a . . . remote control device or a set-top box for a
television™ as recited in limitation [1.a], a person of ordinary skill would have been
motivated in view of Thrift to modify Cheyer’s process to include such features.

77.  Thrift “relates generally to voice recognition devices” and discloses
examples of voice-activated devices for controlling a processor-based host system.

(Ex. 1015, 1:9-10; see also id., Abstract (“hand-held wireless voice-activated
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device (10) for controlling a host system (11), such as a computer connected to the

World Wide Web.”), 2:42 (“the device is used for voice-controlled web

browsing”), 2:43-46 (“the same concepts can be applied to a voice-controlled

device for controlling any processor-based system that provides display or audio

information, for example, a television).) Thus, Thrift is in the same technical field

as Cheyer (e.g., voice interface for retrieving information desired by a user). (Ex.
1012, Abstract.)

78. A person of ordinary skill implementing Cheyer’s process and system
would have had reason to consider the teachings of Thrift for enhancing the feature
set and functionality of Cheyer’s process and system. Thrift describes a system
that “makes information on the Web more accessible and useful” and explains that
“[s]peech control brings added flexibility and power to the Web interface and
makes access to information more natural,” and a person of ordinary skill would
have recognized those attributes as being pertinent to Cheyer’s process, which
similarly involves a voice interface for retrieving information from the Web. (Ex.
1015, 2:15-18; see also above at Section IX.A.1.1 (citations and analysis regarding
Cheyer’s voice interface for retrieving information from the Web).)

79.  Additionally, a person of ordinary skill would have found Thrift’s

disclosure of a system that interprets a user’s command such as “What’s on TV
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tonight” or “Give me the weather” to be similar to Cheyer’s disclosure of a system
that provides information to the user based on spoken commands. (Ex. 1015, 3:60,
4:58; Ex. 1012, Abstract, 4-6, 9-11; see also Ex. 1015, 4:25-26 (“Another
speakable command is, ‘Show me my speakable command list’.”), 4:41-42
(“Another speakable command is ‘Show me my speakable hotlist’), 4:57-58
(““How does the weather look today?’”).)
80. Having looked to Thrift, a person of ordinary skill would have seen
that Thrift discloses a wireless “voice-activated remote control device.” (Ex. 1015,
2:39-40; see also id., 1:66-67 (“wireless voice-activated control unit for controlling
a processor-based host system”), 2:37-39 (“wireless voice-activated device for
controlling a processor-based host system™).) Thrift further discloses a remote
control device in the context of controlling a television. (/d., 2:43-46 (“the same
concepts can be applied to a voice-controlled device for controlling any processor-
based system that provides display or audio information, for example, a
television™) (emphasis added).)
81. A person of ordinary skill would have been motivated in light of the
teachings of Thrift to configure Cheyer’s process and system so that the handheld
device that receives input from the user (“said mobile information appliance”)

comprises a portable remote control device for a television. For example, a person
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of ordinary skill would have recognized that just like Cheyer’s handheld PDA
which receives speech input, Thrift’s voice-activated control unit 10 is wireless and
includes a processor, memory, display, and a microphone to receive voice input.
(Ex. 1015, 2:37 (“wireless”), 3:10-11 (“control unit 10 has a processor 10e”), 3:11-
12 (“Memory 10f stores voice recognition programming to be executed by
processor 10e.”), 2:59-62 (“Control unit 10 has a display 10a and a microphone
10b. Display 10a 1s designed for compactness and portability, and could be an
LCD. Microphone 10b receives voice input from a user.”), Abstract (“The device
(10) has a display (10a), a microphone (10b), and a wireless transmitter (10g) and

receiver (10h).”), FIG. 1 (reproduced below).)
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(Ex. 1015, FIG. 1.)

82. A person of ordinary skill would further have recognized the benefits
of implementing the device used in Cheyer’s process to be a remote control device
for a television. For example, a person of ordinary skill would have recognized
that configuring the device to be a portable remote control device for a television
would have enabled the user to retrieve information via a broader set of devices,
e.g., via a television as disclosed in Thrift. (Ex. 1015, 2:44-46.)

83. A person of ordinary skill would further have recognized that

configuring a device to be a remote control device for a television would have been
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a familiar, user-friendly configuration because remote controls for televisions were

well-known long before the alleged invention of the 718 patent. Implementing

such a configuration would have been straightforward, because Thrift’s control unit

10 includes a wireless transmitter 10g and receiver 10h for remotely controlling

and communicating with another device and a person of ordinary skill would have

known how to program Cheyer’s handheld PDA, which similarly includes wireless
communication components, to be a remote control for a television.

84.  Furthermore, a person of ordinary skill would have recognized that
configuring Cheyer’s mobile device to be a portable remote control device for a
television would have been a predictable implementation, because it was well
known at the time of the alleged invention of the *718 patent to provide voice input
to components for a television. For example, Dureaw’ discloses a system in which
a “user can use a microphone or a telephone handset to provide voice data to the
system,” whereby the “microphone may be connected to [a] set-top box, or it may

be built into a remote control for the system,” and thereafter the “voice data is

3 For claim 1, I am citing Dureau only to demonstrate knowledge of a person of

ordinary skill.
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transmitted to the server, which uses voice recognition software to convert the
voice data into textual data.” (Ex. 1016, 10:56-67.)

85. The above configuration would have been a mere combination of
known components and technologies (e.g., Cheyer’s functionality relating to a
voice interface for a device that remotely controls another device, and Thrift’s
disclosure of a voice-controlled remote control device for a television), according
to known methods (e.g., a person of ordinary skill knew how to program a device
to implement wireless communication to remotely control a television), to obtain
predictable results (e.g., a voice-controlled remote control device for a television
that could be used to provide desired information to a user).

iii)  [1.b] “(b) rendering an interpretation of the spoken
request;”

86.  Cheyer discloses this limitation. For instance, Cheyer discloses that a
speech recognition agent recognizes a spoken English request and a “Natural
Language (NL) Parser Agent” translates the request into the Interagent
Communication Language (ICL). (Ex. 1012, 7 (“a speech recognition agent has
been developed to provide transparent access to the Corona speech recognition
system.”), 9 (“Speech Recognition (SR) agent: The SR agent provides a mapping
from the Interagent Communication Language to the API for the Decipher

(Corona) speech recognition system . . . . Natural Language (NL) Parser Agent:
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translates English expressions into the Interagent Communication Language
(ICL).”), 9-10 (describing the NL agent, including parsing and semantic
interpretation capabilities thereof), 11 (“The speech recognition agent monitors the
status and results from its micro agent . . . . When the string is recognized, a

translation is requested. . . . The English request is received by the NL agent and

translated into ICL form.”), FIG. 3 (reproduced below).)

TRAVEL
San Francisco | | New York User Resources
Rcstau.rants
¥ |:| """""""" o {ﬁi]'ﬁiﬁii;i'ﬂéﬁ}gﬁég}ﬁgé{t """"
Facilitator Agents : : SR: Speech Recogmition Agent
Q Macro Agents . RR: Reference Resolution Agent |
: : UIL: User Interface Agents
_____ O_I_V[odzf]lty_Achts_ | WWW: World Wide Web Agent

Figure 3: Agent Architecture for Map Application

(/d., FIG. 3 (showing speech recognition agent and NL agent).) The “Decipher
(Corona) speech recognition system” described in Cheyer (id., 9) is just one

example of a speech recognition system that was known before the alleged
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invention of the ’718 patent. (See above at Section V.A.) The use of a natural

language (NL) parser as described in Cheyer was just an implementation of well-

known technology, because it was well known before the alleged invention of the

>718 patent to perform parsing to extract meaning from phrases or sentences, e.g.,

phrases or sentences outputted by a speech recognizer. (See above at Section
V.A)

87.  The speech recognition and ICL translation of the user’s speech input
constitute an “interpretation of the spoken request,” so Cheyer discloses that the
speech recognition agent and NL parser agent “render[] an interpretation of the
spoken request.” In fact, the *718 patent specification discloses the same use of a
speech recognition agent and NL parser agent as disclosed in Cheyer. (See, e.g.,
Ex. 1001, 14:33-36 (explaining that a “speech recognition agent 610” and “natural
language (NL) agent 620 render an “interpretation in ICL format”); Ex. 1012, 7,
9-11.)

iv)  [l.c] “(c) constructing a navigation query based upon
the interpretation;”

88.  Cheyer in combination with Shwartz discloses this limitation. For
instance, Cheyer discloses that based on the interpretation provided by the speech

recognition agent and NL parser agent, a domain agent “sends database requests”
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asking for information related to the user’s request, e.g., coordinates of items such
as a reference or hotel. (Ex. 1012, 12.)

89.  Therefore, Cheyer discloses a “navigation query” because Cheyer’s
domain agent sends a database request (“navigation query”) that enables the
desired information to be retrieved for the user. (See above at Section VIL.A.)
Cheyer’s database request is a navigation query because it is an electronic query
structured appropriately so as to navigate a data source of interest in search of
desired information. (See above at Section VIL.A; see also above at Section V.C
regarding background information, known before the alleged invention of the *718
patent, regarding database queries for retrieving information from a database).)

90. While Cheyer may not expressly disclose “constructing a navigation
query based upon the interpretation,” a person of ordinary skill in the art would
have been motivated in view of Shwartz to implement such features in Cheyer’s
process. For example, while Cheyer discloses using database requests to retrieve
information from a database to service a user’s request (Ex. 1012, 11, 12; see also
id., 5, 6), Cheyer does not provide details regarding constructing such database
requests or what they are based upon, but Shwartz discloses constructing a
database query to navigate a database in search of desired information, as set forth

below.
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91. Shwartz, which is in the same technical field as Cheyer (e.g., natural
language interface for servicing a user’s request), discloses a “database retrieval
system having a natural language interface” and further discloses that “[a]
database query is generated . . . , enabling the retrieval and aggregation of data
from [a] database to satisfy [a] natural language query.” (Ex. 1013, Abstract
(emphasis added).) For example, Shwartz discloses “retrieval of information from
the application database in response to a query represented by the meaning
representation.” (/d., 9:25-27.)

92.  Shwartz explains that “[a] navigator and query language generator 38
is used to define optimal navigation paths through the database tables and columns
to respond to the query, and to generate a meta-query language (‘MQL’),” and
“[t]he metaquery language is used by a reporter and database access system 40 to
generate the code (e.g., structured query language (‘SQOL’) code) to actually
retrieve the information from the application database.” (Id., 9:28-35 (emphasis
added); see also id., 7:19-22 (“generation of the structured query language (‘SQL’)
or other code . . . to retrieve information from the database”) (emphasis added),
17:1-19 (disclosing details regarding how to locate information from application

database 32 responsive to a query).)
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93.  Thus, Shwartz teaches details of constructing a query suitable for
retrieving, from a database (such as Cheyer’s remote databases), information
desired by a user. A person of ordinary skill in the art would have understood
Shwartz to teach constructing a “navigation query” because Shwartz’s foregoing
generated query (e.g., SQL query) is an electronic query structured appropriately
so as to navigate a particular data source in search of desired information. (See
above at Section VII.A.) A person of ordinary skill would have had reason to look
to Shwartz for implementing Cheyer’s process because both references pertain to
obtaining information from a database. Such a person would have been motivated
in view of Shwartz to configure Cheyer’s process to construct a database query so
that information could be retrieved from a database in order to respond to the
user’s request. (See above at Section V.C for background information regarding
database queries.)

94. Because Cheyer’s database request “ask[s] for the coordinates of the
items in question” (e.g., the coordinates of the restaurant and the hotel referenced
by the user’s input query “How far is the restaurant from this hotel?””) and the
items in question are contained in the user’s input query that is processed by the
speech recognition agent and NL parser agent to interpret the meaning of the words

in the input query, a person of ordinary skill in the art would have been motivated
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to configure the combined Cheyer-Shwartz process to construct the database query
based upon the interpretation that is rendered, similarly to the arrangement in
Shwartz. (Ex. 1012, 11-12; Ex. 1013, 7:56-60 (“Software (‘code’) 302 is provided
for use by natural language interface 34 to enable the production of the internal
meaning representation 304.”), 7:54-55 (disclosing a “query interpretation
function” in connection with the natural language interface) (emphasis added),
9:20-35 (“By accessing semantic and structural information pertaining to an
application database and residing in knowledge base 30, DBES 36 provides a
retrieval specification that lists the tables and columns chosen, in accordance with
column selection rules, for the retrieval of information from the application
database in response to a query represented by the meaning representation. . . .
The metaquery language is used by a reporter and database access system 40 to
generate the code (e.g., structured query language (‘SQL’) code) to actually
retrieve the information from the application database.”) (emphases added), FIG. 1
(reproduced below and showing that SQL query is generated by reporter/database
access system 40 based on interpretation of user’s request rendered at natural

language interface 34).)
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(Ex. 1013, FIG. 1.)

95. In other words, a person of ordinary skill in the art would have been
motivated to construct the database query in the combined Cheyer-Shwartz process
based upon the interpretation of the user’s spoken request so that the database
query could properly specify information to be retrieved from Cheyer’s remote

database.
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96. A person of ordinary skill in the art would have been capable of
implementing the above configuration for the combined Cheyer-Shwartz process,
and would have had a reasonable expectation of success regarding the outcome,
particularly because Shwartz is directed to a system for processing natural
language requests from a user, like Cheyer. (Ex. 1013, Abstract; Ex. 1012, 1 (at
Abstract).) This would have been a straightforward implementation that merely
involved constructing a navigation query to access a database in a predictable
manner. Such an implementation would have been a mere combination of
elements and technologies (e.g., a database request for servicing a query, as taught
by Cheyer, and construction of a database query, i.e., database request, as taught by
Shwartz), according to known methods (e.g., Shwartz describes how to construct
the query, and Cheyer describes its role in a system for servicing a user’s request),
to provide predictable results (e.g., retrieving information desired by the user from

a database).

65

Page 69 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3094



Declaration of Dr. Dan R. Olsen Jr.
U.S. Patent No. 6,757,718

V) [1.d] “(d) utilizing the navigation query to select a
portion of the electronic data source; and”

97.  Cheyer alone and/or in combination with Shwartz® discloses this
limitation. For instance, Cheyer discloses that a database agent utilizes the
navigation query to retrieve from a database information requested by a user
(“select a portion of the electronic data source”). Cheyer discloses various
examples of such “portion[s] of the electronic data source,” such as “maps for each
city, as well as icons, vocabulary and information about available hotels,
restaurants, movies, theaters, municipal buildings and tourist attractions” (Ex.
1012, 10), “the French restaurants within 1 mile of this hotel” (id., 5) or “all
available information about Alcatraz” (id., 5).

98. Cheyer discloses that a type of agent called a “facilitator” routes
information to agents in the Open Agent Architecture. (See id., 7 (“Facilitators

provide content-based message routing, global data management, and process

* As discussed above for limitation [1.c], a person of ordinary skill would have
been motivated in view of Shwartz to modify Cheyer’s process to construct a
“navigation query.” A person of ordinary skill would also have been motivated to
configure the combined Cheyer-Shwartz process to implement the features relating

to “navigation query” in limitation [1.d] and claim 4.
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coordination for their set of connected agents.”), 8 (“when queries arrive in

Interagent Communication Language form, [facilitators] are responsible for

breaking apart any complex queries and for distributing goals to the appropriate
agents”); see also id., 9 (“facilitator agent”).)

99.  Cheyer discloses that database agents provide information (e.g., about
maps, places of interest, movies, etc.) relevant to the user’s request. (Ex. 1012, 10
(“database agents provide maps for each city, as well as icons, vocabulary and
information about available hotels ...”).)

100. Cheyer’s database agents retrieve information from a database based
on database requests. (Ex. 1012, 10 (“a domain agent will try to resolve the
definite reference by sending database agent requests™).) Thus, when a database
request is constructed for retrieving information from a database in response to a
user’s input such as “Display the French restaurants within 1 mile of this hotel”
(id., 5) or “Show me all available information about Alcatraz” (id.), a
corresponding database request is routed to a database agent that services the
request by utilizing the database request (“navigation query”) to access the
database.

101. While Cheyer discloses “access to existing data sources” (Ex. 1012, 1

(at Abstract)), “access to various heterogeneous data and knowledge sources” (id.,
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7), “access [to] a wide variety of data sources, including information stored in
HTML form on the World Wide Web” (id., 4), and various types of databases,
including “Prolog databases, X-500 hierarchical databases, and data loaded
automatically by scanning HTML pages from the World Wide Web (WWW)” (id.,
10), Cheyer does not expressly disclose that the database agent ‘“select[s] a
portion” of the disclosed electronic data source. However, a person of ordinary
skill in the art would have understood that Cheyer necessarily discloses that
feature. Such a skilled person would have had this understanding because
“database requests” (id., 12) were well known to be for retrieving or selecting a
portion of a database. If a portion of the database that contains the “maps for each
city” or “information about available hotels . . . and tourist attractions™ (id., 10)
were not selected by Cheyer’s database agent, then the database agent would not
have been able to provide the information that the user requested, such as “the
French restaurants within 1 mile of this hotel” (id., 5) or “all available information
about Alcatraz” (id.).
102. I have been asked to assume that Cheyer does not disclose “select[ing]
a portion of the electronic data source.” Under that assumption, it is my opinion
that a person of ordinary skill would have been motivated in view of Cheyer and

Shwartz to implement this feature in Cheyer’s process. Shwartz discloses
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“retrieval and aggregation of data from [a] database to satisfy [a] natural language
query” (Ex. 1013, Abstract) and “identify[ing] an optimal set of database elements
to satisfy the query” (id., 17:10-11), e.g., by choosing particular “tables and
columns” (id., 9:24-27). Additionally, Shwartz discloses “generat[ing] . . . code
(e.g., structured query language (‘SQL’) code) to actually retrieve the information
from the application database” (id., 9:33-35), and a person of ordinary skill in the
art would have understood that SQL code (e.g., a SELECT statement in SQL code)
was intended to select a portion of a database. (See above at Section V.C; see also
Ex. 1013, 7:19-22 (“generation of the structured query language (‘SQL’) or other
code that is ultimately produced by the query system to retrieve information from
the database™).)

103. A person of ordinary skill in the art would have been motivated, in
light of the teachings of Cheyer and Shwartz, to configure Cheyer’s process to
select a portion of any of the databases disclosed by Cheyer. Such a skilled person
would have recognized that selecting a portion of a database responsive to the
user’s request would have enabled the combined Cheyer-Shwartz process and
system to provide desired information to the user. This would have been a
straightforward configuration, because it would have been merely a combination of

known components and technologies (e.g., Cheyer’s database and database
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requests, and Shwartz’s “structured query language (‘SQL’) or other code” for

retrieving a portion of a database (Ex. 1013, 7:19-22)), according to known

methods (e.g., retrieving information from a database using database requests), to

obtain predictable results (selecting a portion of a database in response to a

database request). (See above at Section V.C regarding knowledge of one of skill

in the art regarding programming a computer system to retrieve information from a
database.)

104. A person of ordinary skill would have recognized that an alternative
to selecting a portion of a database would have been to select the entire database
for downloading. A person of ordinary skill would have considered such an
alternative to be resource-expensive and/or wasteful in many scenarios (e.g., in the
scenario of a large database and a user’s request that could be serviced by using
only a portion of the database). Therefore, a person of ordinary skill would have
been motivated to select a portion of the database as discussed above.

vi) [l.e] “(e) transmitting the selected portion of the

electronic data source from the network server to the
mobile information appliance of the user.”

105. Cheyer alone and/or in combination with Shwartz discloses this
limitation. For instance, in the examples of “Display the French restaurants within

1 mile of this hotel” (Ex. 1012, 5) or “Show me all available information about
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Alcatraz” (id.), Cheyer discloses displaying the French restaurants within 1 mile of

the hotel specified by the user or displaying all available information about

Alcatraz. (See id., 10 (“Interface Agent: This macro agent [that] is responsible for

managing what is currently being displayed to the user ....”), 11-12 (“[T]he

domain agent (RR) ... then calculates the distance according to the scale of the

currently displayed map, and requests the user interface to produce output

displaying the result of the calculation.”).) Cheyer also discloses “access to
existing data sources including the World Wide Web.” (/d., Abstract.)

106. Based on the foregoing disclosures, a person of ordinary skill would
have understood that Cheyer necessarily discloses transmitting the selected portion
of the electronic data source from the remote server at which such data sources are
located (“the network server”) to the user’s mobile computing device (“the mobile
information appliance of the user”). For example, if such data were not transmitted
from the remote server to the user’s mobile device, the user could not have
obtained the information that he/she desired. Indeed, transmitting data from a
remote server to a user’s computing device was known to be a necessary aspect of
data communications involving the Web, which Cheyer discloses. (Ex. 1012,

Abstract (“access to existing data sources including the World Wide Web.”).)
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107. 1T have been asked also to assume Cheyer does not disclose
transmitting the selected portion of the electronic data source from the remote
server to the user’s mobile device. Under that assumption, it is my opinion that a
person of ordinary skill would have been motivated in view of Shwartz to
implement such features. As discussed above for limitation [1.d], a person of
ordinary skill would have been motivated in view of Shwartz to select a portion of
the electronic data source (see above at Section IX.A.l.v), and in view of
Shwartz’s disclosure of displaying retrieved data on a user’s computer a person of
ordinary skill would further have been motivated to configure the combined
process to transmit the selected portion from the remote network server to the
user’s mobile device. (Ex. 1013, 5:9-11 (“Data retrieved from a database in
response to a natural language query can be displayed on a user’s workstation.”).)
A person of ordinary skill would have known how to implement data
communications involving the Web, which Cheyer discloses (Ex. 1012, Abstract),
and would have been motivated to implement such transmitting in order to achieve
a working application as disclosed in Cheyer. (See above at Section V.C.) Indeed,
a person of ordinary skill would not only have been motivated but would have
naturally expected to configure Cheyer’s process to transmit the selected portion of

the electronic data source from the remote server to the user’s mobile device, in
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order to achieve Cheyer’s objective of enabling a user “to transparently access a

wide variety of data sources, including information stored in HTML form on the
World Wide Web.” (Ex. 1012, 4.)

108. A person of ordinary skill would have recognized that transmitting an
entire database instead of transmitting a selected portion of the database would
have presented challenges in terms of network resources and time in many
scenarios (e.g., particularly in the example of a large database), and therefore,
would have been motivated to transmit the selected portion of the database in order
to avoid or mitigate such challenges.

109. This would have been a mere combination of known components and
technologies (e.g., Cheyer’s disclosure of an application that retrieves information
from a remote data source such as one located on the Web, Cheyer’s disclosure of
a PDA that a person of ordinary skill would have known was capable of receiving
information transmitted by a remote server, and Shwartz’s disclosure of displaying
retrieved data on a user’s computer), according to known methods (e.g.,
implementing data communications involving the Web in a known manner), to
obtain predictable results (e.g., sending information from a remote server to the

user’s mobile device). (See above at Section V.C.)

73

Page 77 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3102



Declaration of Dr. Dan R. Olsen Jr.
U.S. Patent No. 6,757,718

2. Claims 2 and 3

i) [2.a]/[3.a] “The method of claim 1, wherein the step of
rendering the interpretation of the spoken request is
performed by the mobile information appliance.”

110. While Cheyer discloses a ‘“server machine which will manage . . .
natural language processing and speech recognition for the application” (Ex. 1012,
6), a person of ordinary skill would have been motivated in view of Thrift to
configure the combined Cheyer-Thrift-Shwartz process to perform the speech
recognition and natural language processing (“the step of rendering the
interpretation of the spoken request”) at the user’s mobile computing device (“the
mobile information appliance™).

111. Cheyer discloses “[t]he user interface must be light and fast enough to
run on a handheld PDA while able to access applications and data that may require
a more powerful machine” (Ex. 1012, 4), which suggests that in some situations
(e.g., when the user’s handheld PDA is sufficiently powerful) a more powerful
machine (e.g., server remote from the PDA) may not be needed. A person of
ordinary skill would have understood Cheyer’s foregoing disclosure as providing
guidance as to when a remote server for performing speech recognition and natural
language processing would or would not be appropriate (i.e., the resource

capabilities of the PDA are central to this issue).
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112. Thrift, in the same technical field as Cheyer (e.g., providing
information to a user based on voice input), discloses a client-server architecture in
the speech processing context but also explains that in some instances a host
computer 11 (the server in Thrift’s client-server architecture) is not needed for at
least some speech processing tasks. (Ex. 1015, 3:1-24 (“In the embodiment of
FIG. 1, control unit 10 performs all or part of the voice recognition process and
delivers speech data to host computer 11 via transmitter 10g ... . [I]n its simplest
form control unit would transmit audio data directly from microphone 10b to host
system 11, which would perform all processing. In the case where control unit 10
performs all or part of the voice recognition process, control unit 10 has a
processor 10e.... If control unit performs only some voice processing, it may
perform one or more of the ‘front end’ processes .... If control unit 10 performs all
voice recognition processes, memory 10f stores these processes (as a voice
recognizer) as well as grammar files.”) (emphases added).)

113. Thus, Thrift indicates that it was known before the alleged invention
of the ’718 patent that tasks could either be allocated to a separate server or
performed at the client, depending on particular system needs.

114. A person of ordinary skill would have understood Thrift’s disclosure

regarding control unit 10 (the client in 7hrift’s client-server architecture)
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performing all or part of a voice recognition process to also be applicable to

modifying Cheyer’s process to have the user’s PDA perform all or part of speech

recognition and natural language processing, because a person of ordinary skill

would have understood that Thrift’s foregoing disclosure is relevant to allocation

of tasks in a variety of computational contexts. In other words, it would have been

useful to assign natural language processing to the user’s PDA, because natural

language processing, like speech recognition, was a task that involved processing
data.

115. A person of ordinary skill would have had reason to consider the
teachings of Thrift (in the same technical field as Cheyer) when implementing
Cheyer’s process and would have seen that Thrift discloses that certain tasks may
be assigned to either control unit 10 or to host system 11. A person of ordinary
skill would have understood that 7Thrif#’s disclosure of control unit 10 performing
“all or part” of a voice recognition process (Ex. 1015, 3:1-2, 3:9-10) meant that the
choice of which tasks to allocate to the control unit 10 as opposed to host system
11 was determined by system implementation details such as relative resource
capabilities. Based on Thrift’s disclosure of “control unit 10 perform[ing] all voice
recognition processes” in one scenario, a person of ordinary skill would have

recognized the possibility and value of configuring Cheyer’s PDA to perform the
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speech recognition and natural language processing functions disclosed in Cheyer.
(Ex. 1015, 3:22-23 (emphasis added).)

116. For example, a person of ordinary skill would have been motivated to
make the above modification in order to reduce communications latency, e.g., by
eliminating communications to and from a remote server regarding speech
recognition and natural language processing. A person of ordinary skill would also
have been motivated to make this modification to simplify the architecture of
Cheyer’s system, because with the functions of speech recognition and natural
language processing performed at the PDA then a separate speech server would not
have been needed for such processing. A person of ordinary skill would have been
capable of making this modification, as the choice of a single computer design or a
client-server design was a mere choice among a finite number of known
alternatives with predictable outcomes.

3. Claim 4

i) [4.a] “The method of claim 1, further comprising the
steps of soliciting additional input from the user,
including user interaction in a modality different than
the original request;”

117. Cheyer in combination with Thrift and Shwartz discloses this

limitation. For instance, Cheyer discloses soliciting additional input from the user,
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including user interaction via pen (e.g., gestures and/or handwriting using a pen)
(““a modality different than the original request”).

118. At the outset, Cheyer discloses several examples in which the user
provides additional input beyond just spoken input, including user interaction in a
modality different than the original spoken request. (See, e.g., Ex. 1012, 5-6 (“the
user is presented with a pen sensitive map display on which drawn gestures and
written natural language statements may be combined with spoken input. . . .
During input, requests can be entered using gestures (Figure 2), handwriting,
voice, or a combination of pen and voice. . . . For gestural commands, which are
handled locally on the user interface machine, a response is produced in less than
one second.”) (emphases added), 6 (“synergistic combination of pen and voice, by
[the user] speaking ‘What is the distance from here to this hotel?” while
simultaneously indicating the specified locations by pointing or circling”)
(emphasis added); see also above at Section V.B regarding background
information, known before the alleged invention of the *718 patent, regarding
multimodal input.)

119. Cheyer further discloses prompting the user for additional input
(“soliciting additional input from the user”). For example, Cheyer explains

circumstances in which additional input may be solicited from the user, such as

78

Page 82 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3107



Declaration of Dr. Dan R. Olsen Jr.

U.S. Patent No. 6,757,718

when a user’s original request is ambiguous or underspecified. (See, e.g., Ex.
1012, 6 (“[I]Jn our example of synergistic combination of pen and voice, the
arguments to the verb ‘distance’ can be specified before, at the same time, or
shortly after the vocalization of the request to calculate the distance. If a user’s
request is ambiguous or underspecified, the system will wait several seconds and
then issue a prompt requesting additional information.”) (emphasis added).) For
example, Cheyer discloses prompting the user for an indication (e.g., via a gesture)
as to what the user means by the phrase “the hotel” in the user’s spoken request.
(Id., 11 (“An important task for the interface agent is to record which objects of
each type are currently salient, in order to resolve contextual references such as
‘the hotel’ or ‘where I was before.” Deictic references are resolved by gestural or
direct manipulation commands. 1f no such indication is currently specified, the
user interface agent waits long enough to give the user an opportunity to supply the
value, and then prompts the user for it.”) (emphases added), 12 (“The interface
agent . . . waits for the user to make a gesture indicating ‘[this] hotel’, issuing

prompts if necessary.”) (emphasis added).)
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ii) [4.b] “refining the navigation query, based upon the
additional input; and using the refined navigation
query to select a portion of the electronic data
source.”

120. Cheyer in combination with Thrift and Shwartz discloses this
limitation. For instance, Cheyer discloses that in the example of a user input “How
far is the restaurant from this hotel” (Ex. 1012, 11), the database request
(“navigation query”) is refined based upon “a gesture indicating ‘[this] hotel”” (id.,
12), because there is an ambiguity regarding what “this hotel” refers to. Cheyer
discloses that a “reference resolution agent (RR) . . . asks for resolution of” a
reference such as “[this] hotel” and that “[w]hen the references have been resolved,
the domain agent . . . sends database requests . . ..” (Id.) Thus, Cheyer discloses
that the database request is refined based upon the additional input from the user
that clarifies what the user means by “this hotel”, and the domain agent sends the
refined database request after the ambiguity regarding the reference “this hotel”
(id., 11) has been resolved (id., 12). Cheyer discloses using the refined database
request (“refined navigation query”) to retrieve from the remote database location
information regarding the hotel specified by the user (“to select a portion of the
electronic data source”), so that the distance requested by the user can be

calculated. (/d., 10 (describing details of database agent).)
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121. As another example, Cheyer discloses that the user may speak
“Display the French restaurants within 1 mile of this hotel.” (Ex. 1012, 5.) The
phrase “this hotel” in this example’s spoken query, which is similar to the above-
described example involving “the hotel” at page 11 of Cheyer, is ambiguous and
requires clarification. After the user provides such additional input so that the
ambiguity can be resolved, Cheyer’s database agent uses a refined database query
that takes into account the additional information regarding the identity of the hotel
(“the refined navigation query”) to select a portion of a database containing maps
or “information about available restaurants” relevant to the user’s query (“a portion
of the electronic data source”). (Id., 10; see also id., 11 (“resolve contextual
references such as ‘the hotel’ . . . by gestural or direct manipulation commands.”);
see also above at Section V.C regarding background information, known before
the alleged invention of the *718 patent, regarding retrieving information from a
database.)
122. T have been asked also to assume Cheyer does not disclose the feature
“to select a portion of the electronic data source.” Under that assumption, it is my
opinion that a person of ordinary skill would have been motivated in view of

Shwartz to implement that feature in the combined Cheyer-Shwartz process for at
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least the same reasons discussed above for limitation [1.d]. (See above at Section
IX.A.1.v))

4. Claim 6

i) [6.a] “The method of claim 1, wherein steps (a)-(d) are
performed with respect to multiple users.”

123.  Cheyer in combination with Thrift and Shwartz discloses or suggests
this limitation. For example, Cheyer discloses an application including a user
interface that runs on a handheld PDA or a PC (Ex. 1012, Abstract, 4, 6) and
further discloses multiple users (id., 1-2 (referring to multiple “users™)). A person
of ordinary skill would have understood that when a plurality of simultaneous
users using respective PDAs run Cheyer’s application, the method of claim 1,
including steps (a)-(d) recited therein, is necessarily performed with respect to
multiple users. Even if this were not the case, a person of ordinary skill would
have been motivated to perform steps (a)-(d) with respect to multiple users, e.g., to
enable a wider range of people than just one person to be able to use the combined
Cheyer-Thrift-Shwartz process. A person of ordinary skill would have recognized
that enabling multiple users to use the combined process would have beneficial,
e.g., in order to provide information to more people. A person of ordinary skill
would have been motivated to implement such a feature particularly because

Cheyer discloses access to databases on the Web and prior to the alleged invention
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of the 718 patent the Web involved providing multiple users with access to
websites. (Ex. 1012, Abstract, 10; see also above at Section V.C.)

5. Claims 8, 9

i) [8.a] “The method of claim 1, wherein the mobile
information appliance is a portable computing
device.”

ii) [9.a] “The method of claim 8, wherein the portable
computing device is a personal digital assistant.”

124. Cheyer combined with Thrift and Shwartz discloses these limitations.
Cheyer discloses that the application discussed above for claim 1 runs on a
handheld personal digital assistant (PDA), which a person of ordinary skill would
have understood to be a portable computing device. (Ex. 1012, 4 (“The user
interface must be light and fast enough to run on a handheld PDA ... .”), 6 (“The
user interface runs on ... a Dauphin handheld PDA ... . The result is a mobile
system that provides a synergistic pen/voice interface to remote databases.”)
(emphasis added); see also Ex. 1012, Abstract (“The application is distinguished
by a synergistic combination of handwriting, gesture and speech modalities; access
to existing data sources including the World Wide Web and a mobile handheld
interface.”) (emphasis added), 12 (“mobile, synergistic pen/voice interface”).)

125. A person of ordinary skill would have recognized that the remote

control device (“mobile information appliance”) in the combined Cheyer-Thrift-
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Shwartz process (discussed above for claim 1)could have additionally been a
portable computing device (e.g., PDA), and would have been motivated to
implement the device to be both a remote control device and a portable computing
device (e.g., PDA). For example, a person of ordinary skill would have recognized
that the attributes of a remote control device and of a portable computing device
(e.g., PDA) were not mutually exclusive, and that these were separate features that
could have beneficially have been co-implemented. Indeed, a person of ordinary
skill would have been motivated to co-implement both of these features in order to
provide a richer feature set for users and to enable a user to perform remote control
functionality with an existing device such as his/her portable computing device,
e.g., PDA. Such an implementation would have promoted efficiency, e.g., by
using a single device to perform multiple features, and would have been consistent
with the knowledge of a person of ordinary skill and the expectations of consumers
regarding multi-function devices.

126. An article by Konstan published in 1994 (“Konstan”) shows that
before the alleged invention of the *718 patent it was known to implement a mobile
device that was both a PDA (which was a known type of portable computing
device) and a remote control for a television. For example, Konstan discloses that

“the emergence of personal digital assistants has created new possibilities for
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programmed device control. (Ex. 1033, 812.) Konstan further discloses that

“IbJasic PDA’s can dial stored phone numbers [and] [m]ore advanced ones can

also ... store and play back infrared control sequences such as are used for

controlling televisions and other consumer audio/video devices.” (Id.; see also id.

(“personal digital assistants ... are now capable of learning and generating control

sequences to control a wide range of devices”).) Therefore, Konstan demonstrates

that a person of ordinary skill would have known how to, and would have been
motivated to, make the above implementation.

6. Claim 10

i) “A computer program embodied on a computer
readable medium for speech-based navigation of an
electronic data source located at one or more network
servers located remotely from a user, wherein a data
link is established between a mobile information
appliance of the user and the one or more network
servers, comprising:”

127. T have been asked to assume that the preamble of claim 10 is limiting.
Under that assumption, it is my opinion that Cheyer discloses the limitations
therein for at least the same reasons as presented above regarding the preamble of
claim 1. (See above at Section IX.A.l.i for citations and analysis regarding
preamble of claim 1; see also below at Sections IX.A.6.ii-vi for the remaining

limitations of this claim.)
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128. Cheyer discloses an “application” (Ex. 1012, 1-9, 11-12) that “runs on

pen-equipped PC’s or a Dauphin handheld PDA” (id., 6). Cheyer discloses that

“[t]o implement the described application, a distributed network of heterogeneous

software agents was augmented by appropriate functionality for developing

synergistic multimodal applications.” (Id., 1 (emphasis added).) Therefore, a

person of ordinary skill would have understood that Cheyer discloses a “computer
program embodied on a computer readable medium” as claimed.

ii) [10.a] “(a) a code segment that receives a spoken
request for desired information from the user
utilizing the mobile information appliance of the user,
wherein said mobile information appliance comprises

a portable remote control device or a set-top box for a
television;”

129. Cheyer in combination with Thrift discloses this limitation for at least
the same reasons as presented above regarding limitation [1.a]. (See above at
Section IX.A.1.1i for citations and analysis regarding limitation [1.a].)

130. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality

corresponding to limitation [10.a], and thus Cheyer discloses a “code segment” as

86

Page 90 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3115



Declaration of Dr. Dan R. Olsen Jr.

U.S. Patent No. 6,757,718

in limitation [10.a]. (See above at Section VII.B.) Even if Cheyer were found not

to provide for such an implementation, as recognized by Shwartz the use of a

processor to implement software code was routine and commonplace at the time of

the alleged invention, and would have been a predictable modification. (Ex. 1013,

4:11-62 (disclosing a “computer processor”’ and various functions performed by

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the
overall operation of the system.”).)

iii) [10.b] “(b) a code segment that renders an
interpretation of the spoken request;”

131. Cheyer discloses this limitation for at least the same reasons as
presented above regarding limitation [1.b]. (See above at Section IX.A.l.iii for
citations and analysis regarding limitation [1.b].)

132. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality
corresponding to limitation [10.b], and thus Cheyer discloses a “code segment” as
in limitation [10.b]. (See above at Section VII.B.) Even if Cheyer were found not
to provide for such an implementation, as recognized by Shwartz the use of a
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processor to implement software code was routine and commonplace at the time of

the alleged invention, and would have been a predictable modification. (Ex. 1013,

4:11-62 (disclosing a “computer processor” and various functions performed by

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the
overall operation of the system.”).)

iv)  [10.c] “(c) a code segment that constructs a navigation
query based upon the interpretation;”

133. Cheyer in combination with Shwartz discloses this limitation for at
least the same reasons as presented above regarding limitation [1.c]. (See above at
Section IX.A.1.iv for citations and analysis regarding limitation [1.c].)

134. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality
corresponding to limitation [10.c], and thus Cheyer discloses a “code segment” as
in limitation [10.c]. (See above at Section VII.B.) Even if Cheyer were found not
to provide for such an implementation, as recognized by Shwartz the use of a
processor to implement software code was routine and commonplace at the time of

the alleged invention, and would have been a predictable modification. (Ex. 1013,
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4:11-62 (disclosing a “computer processor” and various functions performed by

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the
overall operation of the system.”).)

135. Although Cheyer does not expressly describe in detail the limitation
“constructs a navigation query,” a person of ordinary skill in the art would have
been motivated in view of Shwartz to implement that feature in Cheyer’s computer
program, for at least the same reasons as discussed above for limitation [1.c]. (See
above at Section [X.A.1.1v.)

V) [10.d] “(d) a code segment that utilizes the navigation

query to select a portion of the electronic data source;
and”

136. Cheyer in combination with Shwartz> discloses this limitation for at
least the same reasons as presented above regarding limitation [1.d]. (See above at

Section IX.A.1.v.)

> As discussed above for limitation [10.c], a person of ordinary skill would have
been motivated in view of Shwartz to modify Cheyer’s computer program to
construct a “navigation query.” A person of ordinary skill would also have been
motivated to configure the combined Cheyer-Shwartz computer program to

implement the “navigation query” feature in limitation [10.d] and claim 13.
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137. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality
corresponding to limitation [10.d], and thus Cheyer discloses a “code segment” as
in limitation [10.d]. (See above at Section VIL.B.) Even if Cheyer were found not
to provide for such an implementation, as recognized by Shwartz the use of a
processor to implement software code was routine and commonplace at the time of
the alleged invention, and would have been a predictable modification. (Ex. 1013,
4:11-62 (disclosing a “computer processor” and various functions performed by
executing the processor), 6:29-30 (“A computer processor 12 . . . controls the
overall operation of the system.”).)
138. I have been asked also to assume that Cheyer does not disclose “select

29

a portion of the electronic data source.” Under that assumption, it is my opinion
that a person of ordinary skill in the art would have been motivated in view of the
combined teachings of Cheyer and Shwartz to implement this feature in Cheyer’s

computer program, for at least the same reasons as discussed above for limitation

[1.d]. (See above at Section IX.A.1.v.)
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vi) [10.e] “(e) a code segment that transmits the selected
portion of the electronic data source from the
network server to the mobile information appliance of
the user.”

139. Cheyer discloses this limitation for at least the same reasons as
presented above regarding limitation [1.e]. (See above at Section [X.A.1.v1.)

140. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality
corresponding to limitation [10.e], and thus Cheyer discloses a “code segment” as
in limitation [10.e]. (See above at Section VII.B.) Even if Cheyer were found not
to provide for such an implementation, as recognized by Shwartz the use of a
processor to implement software code was routine and commonplace at the time of
the alleged invention, and would have been a predictable modification. (Ex. 1013,
4:11-62 (disclosing a “computer processor” and various functions performed by
executing the processor), 6:29-30 (“A computer processor 12 . . . controls the

overall operation of the system.”).)
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7. Claim 12

i) [12.a] “The computer program of claim 10, wherein
the rendering of the interpretation of the spoken
request is performed by the mobile information
appliance.”

141. Cheyer in combination with Thrift and Shwartz discloses this

limitation for at least the same reasons as presented above regarding claim 3. (See

above at Section [X.A.2.)
8. Claim 13
i) [13.a] “The computer program of claim 10, further

comprising a code segment that solicits additional
input from the user, including user interaction in a
modality different than the original request;”

142. Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding limitation
[4.a]. (See above at Section IX.A.3.1 for citations and analysis regarding limitation
[4.a].)

143. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality

corresponding to limitation [13.a], and thus Cheyer discloses a “code segment” as
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in limitation [13.a]. (See above at Section VII.B.) Even if Cheyer were found not

to provide for such an implementation, the use of a processor to implement

software code was routine and commonplace at the time of the alleged invention,

and would have been a predictable modification. (Ex. 1013, 4:11-62 (disclosing a

“computer processor” and various functions performed by executing the

processor), 6:29-30 (““A computer processor 12 . . . controls the overall operation
of the system.”).)

ii) [13.b] “a code segment that refines the navigation

query, based upon the additional input; and a code

segment that uses the refined navigation query to
select a portion of the electronic data source.”

144. Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding limitation
[4.b]. (See above at Section IX.A.3.ii for citations and analysis regarding
limitation [4.b].)

145. A person of ordinary skill in the art would have understood based on
Cheyer’s disclosure of an “application” (Ex. 1012, 1-9, 11-12) that runs on a PC or
PDA (id., 6) and further based on Cheyer’s disclosure of software agents (id., 1)
that Cheyer’s application includes software running on a microprocessor
configured to perform various functionalities, including the functionality

corresponding to limitation [10.b], and thus Cheyer discloses a “code segment” as
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in limitation [10.b]. (See above at Section VII.C.) Even if Cheyer were found not

to provide for such an implementation, the use of a processor to implement

software code was routine and commonplace at the time of the alleged invention,

and would have been a predictable modification. (Ex. 1013, 4:11-62 (disclosing a

“computer processor”’ and various functions performed by executing the

processor), 6:29-30 (““A computer processor 12 . . . controls the overall operation
of the system.”).)

9. Claim 15

i) [15.a] “The computer program of claim 10, wherein
code segments (a)-(d) are executed with respect to
multiple users.”

146. Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding claim 6. (See

above at Section [X.A.4.)
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10. Claims 17,18

i) [17.a] “The computer program of claim 10, wherein
the mobile information appliance is a portable
computing device.”

ii) [18.a] “The computer program of claim 17, wherein
the portable computing device is a personal digital
assistant.”

147. Cheyer in combination with Thrift and Shwartz discloses these
limitations for at least the same reasons as presented above regarding claims 8 and
9. (See above at Sections [X.A.5.1-11.)

11. Claim 19

i) “A system for speech-based navigation of an
electronic data source located at one or more network
servers located remotely from a user, comprising:”

148. 1 have been asked to assume that the preamble of claim 19 is limiting.
Under that assumption, it is my opinion that Cheyer discloses the limitations
therein for at least the same reasons as presented above regarding the preamble of
claim 1. (See above at Section IX.A.1.i for citations and analysis above regarding
preamble of claim 1; see also below at Section IX.A.11.ii-vi for the remaining
limitations of this claim.)

149. In addition to disclosing a “method” as recited in claim 1, Cheyer
discloses a “system” utilizing an application that runs on a PC or PDA, and thus
discloses a “system” as recited in the preamble of claim 13. (See above at Section

95

Page 99 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3124



Declaration of Dr. Dan R. Olsen Jr.

U.S. Patent No. 6,757,718

IX.A.1.1; Ex. 1012, 6; see also id., 4 (“our system produces a richer mixing of

modalities by adding both gestural and written language as input modalities . . . .

When designing the architecture for the system, other criteria were considered as

well . . . . The map functionality, interface design, and classes of input data of the

system presented here is based on a design by Oviatt and Cohen . . . .”) (emphases

added), 6 (“If a user’s request is ambiguous or underspecified, the system will wait

several seconds and then issue a prompt requesting additional information. . . . The

result is a mobile system that provides a synergistic pen/ voice interface to remote

databases. . . . In general, the speed of the system 1s quite acceptable.”) (emphases

added), 12 (“The system described here is one of the first that accepts commands

made of synergistic combinations of spoken language, handwriting and gestural
input.”) (emphases added).)

ii) [19.a] “(a) a mobile information appliance operable to

receive a spoken request for desired information from

the user, wherein said mobile information appliance

comprises a portable remote control device or a set-
top box for a television;”

150. Cheyer in combination with Thrift discloses this limitation for at least
the same reasons as presented above regarding the preamble of claim 1 and
limitation [1.a]. (See above at Sections IX.A.l.i-ii.) For the reasons presented

above regarding limitation [l.a], a person of ordinary skill would have been
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motivated to implement in the combined system a mobile device comprising a

portable remote control device or a set top box for a television, and such a person

would have been motivated to configure the mobile device to be operable to

receive a spoken request for desired information from the user, so that the user

could use the mobile device to retrieve information via voice input as disclosed by
Cheyer.

iii)  [19.b] “(b) spoken language processing logic, operable
to render an interpretation of the spoken request;”

151. Cheyer discloses this limitation for at least the same reasons as
presented above regarding limitation [1.b]. (See above at Section 1X.A.1.1ii.)

152. Additionally, because Cheyer discloses an application implemented in
software (see above at Section [X.A.6.1) and a person of ordinary skill would have
understood that such software runs on a microprocessor configured to perform
various functionalities, including the functionality corresponding to limitation
[19.b], and for the reasons discussed above for limitation [1.b], Cheyer discloses a
“spoken language processing logic, operable to” perform the functionality recited
in limitation [19.b]. (See above at Sections VII.C, IX.A.1.1ii, IX.A.6.11i.) Indeed,
even if Cheyer were found not to provide for such an implementation, the use of a
processor to implement logic was routine and commonplace at the time of the

alleged invention, and would have been a predictable modification. (Ex. 1013,

97

Page 101 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3126



Declaration of Dr. Dan R. Olsen Jr.

U.S. Patent No. 6,757,718

4:11-62 (disclosing a “computer processor” and various functions performed by

executing the processor), 6:29-30 (“‘computer processor 12 ... controls the overall
operation of the system”).)

iv)  [19.c] “(¢) query construction logic, operable to

construct a navigation query based upon the
interpretation;”

153. Cheyer in combination with Shwartz discloses this limitation for at
least the same reasons as presented above regarding limitation [1.c]. (See above at
Section IX.A.1.1v.)

154. Additionally, because Cheyer discloses an application implemented in
software (see above at Section [X.A.6.1) and a person of ordinary skill would have
understood that such software runs on a microprocessor configured to perform
various functionalities, including the functionality corresponding to limitation
[19.c], and for the reasons discussed above for limitation [1.b], Cheyer discloses a
“query construction logic, operable to” perform the functionality recited in
limitation [19.c]. (See above at Sections VII.C, IX.A.1.111, IX.A.6.111.) Indeed,
even if Cheyer were found not to provide for such an implementation, the use of a
processor to implement logic was routine and commonplace at the time of the
alleged invention, and would have been a predictable modification. (Ex. 1013,

4:11-62 (disclosing a “computer processor” and various functions performed by
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executing the processor), 6:29-30 (“‘computer processor 12 ... controls the overall
operation of the system”).)

155. Although Cheyer does not expressly describe in detail the limitation
“construct a navigation query,” a person of ordinary skill would have been
motivated in view of Shwartz to implement that feature in Cheyer’s system, for at
least the same reasons as discussed above for limitation [1.c]. (See above at
Section IX.A.1.1v.)

V) [19.d] *“(d) navigation logic, operable to select a

portion of the electronic data source using the
navigation query, and”

156. Cheyer in combination with Shwartz® discloses this limitation for at
least the same reasons as presented above regarding limitation [1.d]. (See above at

Section IX.A.1.v.)

% As discussed above for limitation [19.c], a person of ordinary skill would have
been motivated in view of Shwartz to modify Cheyer’s system to construct a
“navigation query.” A person of ordinary skill would further have been motivated
to configure the combined Cheyer-Shwartz system to implement the “navigation

query” feature in limitation [19.d] and claim 22.
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157. Additionally, because Cheyer discloses an application implemented in
software (see above at Section IX.A.6.1) and a person of ordinary skill would have
understood that such software runs on a microprocessor configured to perform
various functionalities, including the functionality corresponding to limitation
[19.d], and for the reasons discussed above for limitation [1.b], Cheyer discloses a
“navigation logic, operable to” perform the functionality recited in limitation
[19.d]. (See above at Sections VIIL.C, IX.A.l.iii, IX.A.6.i1i.) Indeed, even if
Cheyer were found not to provide for such an implementation, the use of a
processor to implement logic was routine and commonplace at the time of the
alleged invention, and would have been a predictable modification. (Ex. 1013,
4:11-62 (disclosing a “computer processor” and various functions performed by
executing the processor), 6:29-30 (“computer processor 12 ... controls the overall
operation of the system”).)
vi) [19.e] “(e) electronic communications infrastructure
for transmitting the selected portion of the electronic

data source from the network server to the mobile
information appliance of the user.”

158. Cheyer alone and/or in combination with Shwartz discloses this
limitation for at least the same reasons as presented above regarding limitation
[1.e]. (See above at Section IX.A.1.vi.) A person of ordinary skill would have
understood that Cheyer alone and/or in combination with Shwartz necessarily
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discloses an electronic communications infrastructure for performing the
transmitting of limitation [19.e]. A person of ordinary skill would have had this
understanding because without an electronic communications infrastructure, a
system like that disclosed in Cheyer and Shwartz, which involve retrieving
information from a remote system (see above at Sections [X.A.i, vi, [X.11.1) would
not have been possible. Indeed, an electronic communications infrastructure was a
necessary component of a remote server (e.g., web server) such as disclosed by
Cheyer in the context of a Web-based data source. (See above at Section [X.A.1.1;
Ex. 1012, Abstract (“access to existing data sources including the World Wide
Web”), 6 (“a mobile system that provides a synergistic pen/voice interface to
remote databases™); see also above at Section V.C.)

159. 1 have been asked also to consider a scenario in which the claimed
“electronic communications infrastructure for transmitting . . .” requires software
running on a microprocessor configured to perform transmitting the selected
portion of the electronic data source from the network server to the mobile
information appliance of the user. In that scenario, it is my opinion that Cheyer
discloses this limitation for at least the same reasons discussed above regarding
limitation [10.e]. (See above at Section IX.A.6.vi for citations and analysis

regarding limitation [10.e].)
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12. Claim 21

i) [21.a] “The system of claim 19, wherein the spoken
language processing logic renders the interpretation
of the spoken request at the mobile information
appliance.”

160. Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding claim 3. (See
above at Section [X.A.2.)

13. Claim 22

i) [22.a] “The system of claim 19, further comprising
user interaction logic operable to solicit additional
input from the user, including user interaction in a
modality different than the original request; and”

161. Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding limitation
[4.a]. (See above at Section IX.A.3.1.)

162. Additionally, because Cheyer discloses an application implemented in
software (see above at Section IX.A.6.1 for citations and analysis regarding the
preamble of claim 10), and for the reasons discussed above for limitation [4.a],
Cheyer discloses a “user interaction logic operable to” perform the functionality
recited in limitation [22.a]. (See above at Sections VIL.C, IX.A.3.i, IX.A.11.ii1.)
Even if Cheyer were found not to provide for such an implementation, the use of a

processor to implement logic was routine and commonplace at the time of the
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alleged invention, and would have been a predictable modification. (Ex. 1013,

4:11-62 (disclosing a “computer processor” and various functions performed by

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the
overall operation of the system.”).)

ii) [22.b] “query refining logic operable to refine the

navigation query based upon the additional input;

wherein the navigation logic users the refined

navigation query to select a portion of the electronic
data source”

163. I have been asked to assume that claim 22 contains a typographical
error and was intended to recite “uses” instead of “users.” Under that assumption,
it is my opinion that Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding limitation
[4.b]. (See above at Section IX.A.3.ii.)

164. Additionally, because Cheyer discloses an application implemented in
software (see above at Section IX.A.6.1 for citations and analysis regarding the
preamble of claim 10), and for the reasons discussed above for limitation [4.b],
Cheyer discloses a “query refining logic operable to” perform the functionality
recited in limitation [22.b]. (See above at Sections VII.C, IX.A.3.ii.) Even if
Cheyer were found not to provide for such an implementation, the use of a

processor to implement logic was routine and commonplace at the time of the
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alleged invention, and would have been a predictable modification. (Ex. 1013,

4:11-62 (disclosing a “computer processor” and various functions performed by

executing the processor), 6:29-30 (“A computer processor 12 . . . controls the
overall operation of the system.”).)

165. A person of ordinary skill would have been motivated the configure
the navigation logic to use the refined navigation query in the manner recited in
limitation [22.b], so that the navigation logic (discussed above in Section
IX.A.11.v for limitation [19.d]) could select a portion of the electronic data source
based on refined information provided by the user. A person of ordinary skill
would have found this to be a predictable configuration that would have improved
the operation of the navigation logic..

14. Claim 24

i) [24.a] “The system of claim 19, wherein the system
operates with respect to multiple users.”

166. Cheyer in combination with Thrift and Shwartz discloses this
limitation for at least the same reasons as presented above regarding claim 6. (See

above at Section [X.A.4.)
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15. Claims 26, 27

i) [26.a] “The system of claim 19, wherein the mobile
information appliance is a portable computing
device.”

ii) [27.a] “The system of claim 26, wherein the portable
computing device is a personal digital assistant.”

167. Cheyer in combination with Thrift and Shwartz discloses these
limitations for at least the same reasons as presented above regarding claims 8 and
9. (See above at Sections IX.A.5.i-i1.)

B.  Cheyer, Shwartz, Thrift, and Dureau Disclose or Suggest the
Features of Claims 2, 11, and 20

168. 1 reviewed Cheyer, Shwartz, Thrift, and Dureau, and in my opinion,
Cheyer, Shwartz, Thrift, and Dureau disclose or suggest all of the features of
claims 2, 11, and 20 of the *718 patent. Below, I address each of these claims and
their respective limitations.

1. Claim 2

i) [2.a] “The method of claim 1, wherein the step of
rendering the interpretation of the spoken request is
performed [at the one or more network servers|.”

169. I have been asked to assume that claim 2 of the *718 patent contains
an error and that it requires the step of rendering the interpretation of the spoken
request to be performed “at the one or more network servers” instead of “by the

mobile information appliance” as printed in the 718 patent. Under that
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assumption, it is my opinion that Cheyer combined with Thrift, Shwartz, and
Dureau, discloses or suggests this limitation.

170. Cheyer discloses a “server machine which will manage . . . natural
language processing and speech recognition for the application.” (Ex. 1012, 6; see
also id., 4 (“The user interface must be light and fast enough to run on a handheld
PDA while able to access applications and data that may require a more powerful
machine.”), 11 (disclosing a “speech recognition agent, running on a remote
speech server.”).) 1 have been asked to assume that the server at which the data
source is located according to the preamble of claim 1 must also perform the step
of rendering the interpretation of the spoken request as in claim 2. Under that
assumption, it is my opinion that while Cheyer does not expressly disclose that the
server at which the data source is located according to the preamble of claim 1 also
performs speech recognition and natural language processing, a person of ordinary
skill would have been motivated in view of Dureau to configure the combined
Cheyer-Shwartz-Thrift process to implement such features.

171. Dureau “relates generally to interactive television systems” (Ex. 1016,
1:8-12) and discloses voice input to a set-top box coupled to a television. (/d.,
Abstract (“[ A] microphone is coupled to a set-top box. The microphone allows the

user to input voice information which is digitized and conveyed to the server for
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conversion into textual information.”), 10:56-11:1 (“[T]he user can enter his

information by voice. The user can use a microphone or a telephone handset to

provide voice data to the system. The microphone may a special-purpose

microphone for use with the interactive television system or it may be a telephone

handset. A special-purpose microphone may be connected to the set-top box, or it

may be built into a remote control for the system. A telephone handset may be

connected to the set-top box, or it may be connected directly to the return path (i.e.,

telephone line.) The voice data is transmitted to the server, which uses voice

recognition software to convert the voice data into textual data. The textual data is

returned to the set-top box, where it can be displayed to the user.”), FIG. 1

(reproduced below).)
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FIG. 1

(Ex. 1016, FIG. 1 (showing set-top box 22 connected to television 23.)

172. Because Dureau, like Cheyer, discloses that a user provides voice

input that is processed by voice recognition software, a person of ordinary skill
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would have had reason to consider the teachings of Dureau when implementing
the Cheyer-Shwartz-Thrift process. Having looked to Dureau, a person of ordinary
skill would have seen that Dureau discloses transmitting a user’s speech input to a
server, where it is interpreted, and further discloses performing applications
relating to the speech input at the server. (Ex. 1016, Abstract (“[A] microphone is
coupled to a set-top box. The microphone allows the user to input voice
information which is digitized and conveyed to the server for conversion into
textual information. The textual information is conveyed back to the set-top box
and is input to an application executing on the set-top box.”), 2:49-62 (“The
invention comprises a system and method for enabling a user to provide non-
textual information which is converted by the system to a textual form in which it
can be used by the interactive application. The non-textual information is entered
by the user at the set-top box of a receiving station and this information is
transmitted to a server which may be located at a broadcast station. The server
converts the information into textual data so that it can be used by the system. In
one embodiment, the server transmits the textual data back to the receiving station,
where it can be used by an application executing in the set-top box. In other
embodiments, the textual data can be used at the server or transmitted to a part of

the system other than the set-top box.”), 3:39-44 (“The microphone is used to
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provide voice data, which is recorded and transmitted to a server equipped with a
voice recognition application. The voice recognition application converts the voice
data into textual data, which is then transmitted back to the application executing
on the set-top box.”), 9:59-10:3 (“The system described above can be used with a
number of different applications. For example, an interactive television service
provider may wish to provide e-mail service to subscribers. The user can select the
e-mail application furnished by the service provider and proceed to write the
message which he or she wishes to send on the graphics tablet. In the message, the
user writes the address of the intended recipient and the message to be sent to the
recipient. The graphical data is transmitted to the server, which may segment the
image data and then convert the data to text, or it may convert the entire image to
text and then parse the text to determine the recipient’s address.”), 10:46-55
(“Another example of an application with which the system can be employed is
electronic commerce service....”), 10:65-11:3 (“The voice data is transmitted to
the server, which uses voice recognition software to convert the voice data into
textual data. The textual data is returned to the set-top box, where it can be
displayed to the user. The user can correct the text or confirm that the text has been

accurately generated from the voice data.”).)
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173. Based on Dureau’s disclosures regarding a server that is equipped
with a voice recognition application and that performs applications using speech
input, a person of ordinary skill would have been motivated to modify the
combined Cheyer-Thrift-Shwartz process so that the server at which the data
source is located as in the preamble of claim 1 also performs speech recognition
and natural language processing. A person of ordinary skill would have known
based on Dureau that such a configuration was possible, and he/she would have
been motivated to implement the data source at the same server that performs
speech recognition and natural language processing in order to achieve an efficient
implementation. Such an implementation would have been a mere combination of
known components and technologies, according to known methods, to achieve
predictable results.

2. Claim 11

i) [11.a] “The computer program of claim 10, wherein
the rendering of the interpretation of the spoken
request is performed at the one or more network
servers.”

174. Cheyer in combination with Thrift, Shwartz, and Dureau discloses or
suggests these limitations for at least the same reasons as presented above

regarding claim 2. (See above at Section [X.B.1.)
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3. Claim 20

i) [20.a] “The system of claim 19, wherein the spoken
language processing logic renders the interpretation
of the spoken request at the one or more network
servers.”

175. Cheyer in combination with Thrift, Shwartz, and Dureau discloses or
suggests these limitations for at least the same reasons as presented above
regarding claim 2. (See above at Section [X.B.1.)

C. Cheyer, Shwartz, Thrift, and Johnson Disclose or Suggest the
Features of Claims 4, 13, and 22

176. 1 reviewed Cheyer, Shwartz, Thrift, and Johnson. 1 have been asked
to consider a scenario in which claims 4, 13, and 22 require that the soliciting of
additional input and refining of the navigation query recited in these claims must
be for a different navigation query than the one recited in claim limitations [1.d],
[10.d], and [19.d]. In such a scenario, it is my opinion that Cheyer, Shwartz, Thrift,
and Johnson disclose or suggest all the features of claims 4, 13, and 22, as I discuss
below. Such an approach was well within the skill of a person of ordinary skill and
a mere design choice.

4. Claim 4

i) [4.a] “The method of claim 1, further comprising the
steps of soliciting additional input from the user,
including user interaction in a modality different than
the original request;”
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177. As discussed above at paragraph 176, I have been asked to consider a
scenario in which solicitation of additional input and refinement of the navigation
query as in claim 4 must be for a navigation query that is different than the one
recited in claim limitations [1.d], [10.d], and [19.d]. In such a scenario, it is my
opinion that while Cheyer, Thrift, and Shwartz may not explicitly teach the steps of
soliciting additional input from the user, including user interaction in a modality
different than the original request, a person of ordinary skill in the art would have
been motivated to modify the combined Cheyer-Thrift-Shwartz process (discussed
above for claim 1) in view of Johnson to include such features. (See above at
Section [X.A.1.)

178. Johnson, which is directed to “a multimodal natural language
interface [that] interprets user requests,” is in the same technical field as Cheyer.
(Ex. 1014, Abstract.) A person of ordinary skill would have had reason to consider
the teachings of Johnson for enhancing or augmenting the capabilities of the
combined Cheyer-Thrift-Shwartz method, because Cheyer, Thrift, Shwartz, and
Johnson are all directed to servicing user requests that are provided via an interface
that includes natural language input.

179. Johnson discloses that in the example of a database query for “Joe

Smith’s telephone number,” there could be “two Joe Smiths in the database,” so
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that “there i1s an ambiguity that must be clarified before a final response can be

generated.” (Ex. 1014, 5:7-18; see also id., Abstract, 4:9-12, FIG. 4 (reproduced

below).)

42
.

Screen Manoger

Joe Smith
User

Action

Speech Non—Speech Input
Input

(%

Ask-1t System

Kind of
Answers: 1. 609-921-9521
2. There are 2 such names. Do you mean:

1. Joe A. Smith
2. Joe B. Smith?

Please select one.

3. There is no Joe Smith in your phonebook.
Should | lock elsewhere?

FIG.4

(Id., FIG. 4.)
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180. Thus, as shown in Figure 4, if there is an ambiguity, Johnson’s system
asks the user to “select one” of the possibilities or indicate whether to look
elsewhere. (Ex. 1014, FIG. 4.)

181. In view of Johnson’s disclosure of seeking clarification regarding an
ambiguous situation in which two possible results are present, a person of ordinary
skill would have been motivated to modify the combined Cheyer-Thrift-Shwartz
process to clarify any ambiguity in a similar manner, and thus would have been
motivated to solicit additional input from the user regarding such clarification, to
provide the user with desired information in a user-friendly and convenient
manner.

182. In view of Johnson’s disclosure of “provid[ing] a choice to the user ...
in a pop-up window, and request[ing] the user to select one of the choices” (Ex.
1014, 5:11-12), a person of ordinary skill would have been motivated to configure
the combined process to include user interaction in a modality such as via a
selection from a pop-up window in a graphical user interface without using voice
input (“a modality different than the original request”), because such a skilled
person would have recognized that providing the user with an ability to select a

choice from a pop-up window by, for example, touching or clicking the choice
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would have been a convenient, simple, and user-friendly implementation that
would have enabled a wider range of input options for the user.

183. Indeed, Cheyer and Johnson in fact encourage such multimodal
interaction, disclosing several examples in which the user provides non-spoken
input. (See, e.g., Ex. 1012, 1, 4, 5; Ex. 1014, Abstract, 2:21-22, 3:37-42, 3:44-46,
3:49-51.) Furthermore, input modalities other than speech input were well known
long before the alleged invention of the *718 patent.

184. In view of Cheyer’s and Johnson’s encouragement of multimodal
input, a person of ordinary skill would have been motivated to modify the
combined Cheyer-Thrift-Shwartz process to implement the features of limitation
[4.a]. This modification would have been a mere combination of known
components and technologies, according to known methods, to obtain predictable
results.

ii) [4.b] “refining the navigation query, based upon the

additional input; and using the refined navigation
query to select a portion of the electronic data source”

185. As discussed above at paragraph 176, I have been asked to consider a
scenario in which solicitation of additional input and refinement of the navigation
query as in claim 4 must be for a navigation query that is different than the one

recited in claim limitations [1.d], [10.d], and [19.d]. In such a scenario, it is my

115

Page 119 of 131 Petitioner Microsoft Corporation - Ex. 1008, p. 3144



Declaration of Dr. Dan R. Olsen Jr.

U.S. Patent No. 6,757,718

opinion that while Cheyer and Shwartz may not explicitly teach refining the
navigation query, based upon the additional input; wherein the at least one agent
uses the refined navigation query to select a portion of the electronic data source, a
person of ordinary skill in the art would have been motivated in view of Johnson to
modify the combined Cheyer-Shwartz process to implement such features. As
discussed above in Sections IX.A.l.iv-v and IX.A.4, Cheyer already discloses
searching of an electronic data source based on a refined navigation query, just one
that is refined based on ambiguity that is detected before the electronic data source
is accessed. Johnson explicitly recognizes that ambiguities may be detected after
an electronic data source is accessed, necessitating refinement of a navigation
query and searching of an electronic data source after a first navigation query
already searches the data source. For example, as discussed above in Section
IX.C.1.1, Johnson discloses that in the example of a database query for “Joe
Smith’s telephone number,” there could be “two Joe Smiths [found] in the
database” after searching the database, so that “there is an ambiguity that must be
clarified before a final response can be generated.” (See above at Section 1X.C.1.1;
Ex. 1014, 5:7-18.) Thus, Johnson discloses requesting the user to select one of a
plurality of choices or to specify whether a search should be conducted elsewhere.

(Ex. 1014, FIG. 4.) As a result of the user’s selection, Johnson’s system can find
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and present to the user the phone number that the user requested (“a portion of the
electronic data source™).

186. A person of ordinary skill would have been motivated to include in
the combined Cheyer-Thrift-Shwartz process features such as those disclosed in
Johnson regarding refining the navigation query after a database is initially
searched based upon additional input and using the refined navigation query to
select a portion of a database (“the electronic data source”), in order to enable the
combined method and system to be able to handle situations where a user’s request
results in multiple, ambiguous hits or no hits at all. This would have been a simple
modification for a person of ordinary skill to make, as it would have been merely a
combination of known elements, according to known methods, to yield predictable
results. (See above at Section IX.A.1.v for additional motivations to combine the
references.) Indeed, a person of ordinary skill would have recognized that
accessing and selecting a portion of an electronic data source with a refined
navigation query would have involved substantially the same operations as
compared to accessing and selecting a portion of an electronic data source with an
original navigation query.

187. Indeed, a person of ordinary skill would have recognized the existence

of two options for leveraging the user’s clarification in Johnson to obtain the phone
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number of the Joe Smith intended by the user: (a) access the database with a search
query specifying “Joe Smith” and obtain an indication that there are two Joe
Smiths in the database, without obtaining at that time the phone number for each
Joe Smith (such that the phone number for the user-intended Joe Smith must later
be retrieved from the database after the user’s clarification); and (b) access the
database with a search query specifying “Joe Smith” and obtain an indication that
there are two Joe Smiths in the database, along with their respective phone
numbers (such that upon the user’s clarification, the user-intended phone number
can simply be used without further accessing the database).

188. A person of ordinary skill would have recognized that configuring the
combined Cheyer-Thrift-Shwartz-Johnson process to use the refined navigation
query to select a portion of the electronic data source would have constituted a
mere design choice among a finite number of known alternatives (e.g., the
foregoing two options, which are not mutually exclusive, as a person of ordinary
skill would have recognized that ambiguities could be resolved both before and
after accessing the database), each having predictable outcomes (e.g., ultimately
obtaining from the database the phone number of the user-intended Joe Smith).

189. 1 have been asked also to assume Johnson does not disclose the

feature “to select a portion of the electronic data source.” Under that assumption,
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it is my opinion that a person of ordinary skill would have been motivated in view
of Shwartz to implement that feature in the combined process for at least the same
reasons presented above. (See above at Section [X.A.1.v.)

3. Claim 13

i) [13.a] “The computer program of claim 10, further
comprising a code segment that solicits additional
input from the user, including user interaction in a
modality different than the original request;”

ii) [13.b] “a code segment that refines the navigation
query, based upon the additional input; and a code
segment that uses the refined navigation query to
select a portion of the electronic data source.”

190. Cheyer in combination with Thrift, Shwartz, and Johnson discloses or
suggests these limitations for at least the same reasons as presented above. (See
above at Sections IX.A.6, IX.A.8.i-11 (citations and analysis regarding “code
segment[s]”), IX.C.1.)

6. Claim 22

i) [22.a] “The system of claim 19, further comprising
user interaction logic operable to solicit additional
input from the user, including user interaction in a
modality different than the original request; and”

i)  [22.b] “query refining logic operable to refine the
navigation query based upon the additional input;
wherein the navigation logic users the refined
navigation query to select a portion of the electronic
data source.”
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191. I have been asked to assume that claim 22 contains a typographical

error and was intended to recite “uses” instead of “users.” Under that assumption,

it is my opinion that Cheyer in combination with 7hrift, Shwartz and Johnson

discloses or suggests these limitations for at least the same reasons as presented

above. (See above at Sections IX.A.11, IX.A.13.i-ii (citations and analysis
regarding “logic operable to”), IX.C.1.)

D. Cheyer, Shwartz, Thrift, and Simmers Disclose or Suggest the
Features of Claims 5, 7, 14, 16, 23, and 25

192. 1reviewed Cheyer, Shwartz, Thrift, and Simmers, and, in my opinion,
Cheyer, Shwartz, Thrift, and Simmers disclose or suggest all of the features of
claims 5, 7, 14, 16, 23, and 25 of the *718 patent. Below, I address each of these
claims and their respective limitations.

1. Claims 5, 7

i) [5.a] “The method of claim 1, wherein the data link
includes a cellular telephone system.”

ii) [7.a] “The method of claim 1, wherein the mobile
information appliance is a wireless telephone.”

193. While Cheyer, Thrift, and Shwartz do not expressly disclose a data
link including a cellular telephone system, a person of ordinary skill would have
been motivated in view of Simmers to configure the combined Cheyer-Thrift-

Shwartz process to implement this feature.
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194. As discussed above for claim 1, Cheyer discloses a data link between
the user’s mobile device and a remote server. (See above at Section [X.A.1.1.)
However, because Cheyer is focused on other aspects of a process and system for
obtaining information desired by a user, Cheyer does not provide details regarding
the data link. Cheyer discloses that the mobile device can be a PDA (Ex. 1012, 4,
6), and a person of ordinary skill implementing Cheyer’s process would have
recognized the desirability of incorporating cellular telephone functionality into a
PDA. For example, Simmers discloses “dual-function information devices such as
a cellular phone with PDA.” (Ex. 1017, 1:47-48; see also id., 1:12-15 (“‘smart’
cellular phones, which function both for telecommunications and for storing and
retrieving information (e.g., a Personal Digital Assistant (information device))”.)
195. A person of ordinary skill would have recognized that the mobile
information appliance (e.g., a PDA with remote control functionality) in the
combined Cheyer-Thrift-Shwartz process could have additionally been a wireless
telephone, and would have been motivated to implement the device to be both a
remote control device and a wireless telephone. For example, a person of ordinary
skill would have recognized that the attributes of a PDA with added functionality
of a remote control device and of a wireless telephone were not mutually

exclusive, and that these were separate features that could have beneficially have
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been co-implemented. Indeed, a person of ordinary skill would have been
motivated to co-implement both of these features in order to provide a richer
feature set for users. Such an implementation would have promoted efficiency,
e.g., by using a single device to perform multiple features, and would have been
consistent with the knowledge of a person of ordinary skill and the expectations of
consumers regarding multi-function devices.
196. It was well known before the alleged invention of the *718 patent that
a cellular phone (e.g., as disclosed by Simmers) was used for communicating
across a cellular telephone system. For example, Haberman discloses a cellular
telecommunication system 1 (i.e., cellular telephone system or cellular network)
including a mobile station 40 located in one cell and moving towards another cell.
(Ex. 1018, 6:66-7:3 (“FIG. 1 shows a mobile station transitioning through a
cellular telecommunication system according to the present invention including a
CDMA portion of the cellular telecommunication system and an analog portion of
the cellular telecommunication system.”), 7:12-14 (“FIG. 1 shows a cellular
telecommunication system 1 according to the present invention”), 8:6-8 (“A
mobile station 40 is located in a vehicle 45 that is currently in a digital cell 22 and
moving towards an analog cell 21.”), FIG. 1 (reproduced below, and showing

mobile station 40 in a cell of cellular telecommunication system 1).
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= T0O PSTN

(Ex. 1018, FIG. 1.)

197. A person of ordinary skill would have recognized the value of
implementing a cellular telephone system (which a combination PDA/cellular
phone as disclosed in Simmers would have used) to achieve a data link between
Cheyer’s mobile device and remote data source. For example, a person of ordinary
skill would have recognized that a cellular telephone system was a known system
for communicating between a mobile device and a remote computer on the Web,
and that Cheyer similarly discloses communications between a mobile device and a
data source on the web (see above at Section 1X.A.l.i), such that Simmers’s
teachings regarding a combination PDA/cellular phone were relevant for
implementing Cheyer’s communications. In view of Simmers’s teachings, a

person of ordinary skill would have been motivated and been capable of modifying
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the combined Cheyer-Thrift-Shwartz process so that Cheyer’s data link discussed
above for the preamble of claim 1 includes a cellular telephone system.

198. This would have been a mere combination of known components and
technologies (e.g., Cheyer’s disclosure of communication between a user’s mobile
device and a remote data source to provide the user with desired data from the data
source, and Simmers’s disclosure of a cellular telephone system), according to
known methods (e.g., a person of ordinary skill would have known how to
implement a cellular telephone system to achieve Cheyer’s communication
between a mobile device and a remote data source), to obtain predictable results
(e.g., communication between two devices using a known networking technology).

199. Thus, a person of ordinary skill would have been motivated to
implement Cheyer’s data link to include a cellular telephone system, as recited in
claim 5.

200. A person of ordinary skill would further have been motivated in view
of the foregoing references to configure Cheyer’s mobile device of the user
(“mobile information appliance”) to be a wireless telephone as recited in claim 7.
For example, a person of ordinary skill would have known that a wireless

telephone was typically used with a cellular telephone system in order to provide
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portability and that a wireless telephone would have been a convenient device for a
user to use and would have been familiar to the user.

201. Such a configuration would have been a mere combination of known
components and technologies (e.g., a known cellular telephone system and a
wireless telephone that was known to be used with such a cellular telephone
system, Cheyer’s disclosure of a mobile device such as a PDA (Ex. 1012, 4, 6),
and Simmers’s disclosure of a combination PDA-cell phone (Ex. 1017, 1:47-48)),
according to known methods (e.g., a person of ordinary skill knew how to
configure a device to be a wireless telephone), to achieve predictable results (e.g.,
providing a user with a wireless telephone).

202. A PDA’s flexibility and expandability were well-known by the time
of the alleged invention, and it was well-known that a PDA could operate as both a
cellular phone (Ex. 1017, 1:47-48) and a remote control (Ex. 1033, 812). Simmers
(discussed above) shows that it was known to implement a device that is both a
cellular phone and a PDA (Ex. 1017, 1:47-48), and Konstan (discussed above for
claims 8 and 9) shows that it was known to implement a device that is both a PDA
and a remote control (Ex. 1033, 812). A person of ordinary skill would have
similarly known how to implement a device that is both a remote control for a

television and a wireless telephone. A person of ordinary skill would have
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recognized the benefit of configuring a single device to be both a remote control

for a television and a wireless telephone, e.g., so that the user could use the device

to control his/her television when he/she was at home and could use the same

device for cellular phone calls (e.g., when he/she was at home or in a car), thereby

promoting convenience for the user in terms of reducing the number of devices that
the user needed to use.

2. Claims 14, 16, 23, 25

i) [14.a] “The computer program of claim 10, wherein
the data link 