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[57] ABSTRACT 

In a computer network system, the caches at individual 
stations are available to other stations. A central cache 
directory is maintained at a network server. Each time a 
station caches a data object received from a remote network, 
it informs the central cache directory. When a station comes 
online, it is asked to send a list of the contents of its cache. 
Whenever a station seeks an object from the remote 
network, the local network server first checks the central 
directory cache to see if the request can be satisfied at one 
of the local stations. Only if it cannot is the requested object 
retrieved from the remote network. 

15 Claims, 3 Drawing Sheets 
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5,944,780 
1 

NETWORK WITH SHARED CACHING 

BACKGROUND OF THE INVENTION 

2 
user request for data from the remote network must be 
routed through the central cache to see if it can be satisfied 
there. The central cache can thus become a bottleneck, 
slowing down each user's queries as they wait behind other This invention relates to computer networks in which a 

plurality of local stations that are networked together also 
communicate with an external database. More particularly, 
this invention relates to such a network in which each station 
can share data from the external database that has been 
cached by other stations. 

5 users' queries while the central cache searches to see if it has 
the requested data for each query. In fact, an overloaded 
central cache may even drop user requests without servicing 
them. 

In data networks such as the Internet, data is stored on 
10 

servers interconnected by high-speed connections. Such 
networks support protocols, such as the Hypertext Transfer 
Protocol ("HTTP") used in the popular World Wide Web 
portion of the Internet, in which data is transmitted to users 

As a further refinement of a system having a central 
cache, systems are known in which different groups of users 
are served by their own central caches, but the central caches 
cooperate. Thus, not only is the central cache queried when 
a user makes a request, but also, if the central cache 
associated with that user does not have the requested data, 
then before the data are requested from their home site on 
the remote network, the other central caches serving other 
groups in the system are queried first. Although in such a 
system, the likelihood is greater that some cache will contain 
the requested data, avoiding the need to retrieve them from 

in a format known as a "page." Under the HTTP protocol, 
15 

the user interface software (known as a "browser") cannot 
begin to display a page until a significant portion of the page 
has been received, and clearly cannot fully display the page 
until the entire page has been received. The resulting delays 
are referred to as "latency." 

Unfortunately, many Internet users are connected to the 
Internet by relatively slow connections. Even where users a 
connected to a fast local-area network----e.g., a corporate 
"intranet"-the local-area network may be connected to the 
Internet using modems and standard telephone lines. Even 25 
the fastest commercially available telephone modems are 
limited to speeds of between 28.8 kilobits per second 
("kbps") and 57.6 kbps. This limits the speed at which a 
World Wide Web page can be transmitted to a user and 
displayed by the user's browser. In addition, heavy user 30 
traffic, particularly heavy access by other users to the same 
server, also slow down the apparent speed of the World Wide 
Web. As a result, many users complain about the slow speed 

20 their home site, at some point it ceases to be efficient if too 
many cache servers have to be queried. Moreover, each time 
a cache server receives a query from another cache server, 
it adds to the delay in processing requests at the first cache 

of the Internet in general, and the World Wide Web in 
particular. In fact, much of the latency perceived by users is 35 
the result of their relatively slow connection to, and heavy 
traffic on, what inherently ought to be a very fast network. 

Currently available browser software makes some 
attempts to eliminate delays in receiving World Wide Web 
pages. For example, most browsers will store received pages 40 
in a disk cache. If the user asks for a page within a short time 
after having asked for it previously, the browser will retrieve 
the page from the cache. However, under the HTTP 
protocol, certain World Wide Web pages may not be cached, 
such as those that are dynamically generated. Therefore, 45 
current caching techniques are of limited usefulness in 
solving the latency problem. 

More sophisticated, and therefore more useful, caching 
techniques can be employed in environments in which 
multiple users are connected to a local network that is 50 

connected to the Internet or other remote network----e.g., in 
a corporate in-house network or "intranet" that has a gate
way to the Internet. In such environments it is known to have 
a central cache, either at the gateway or at a separate cache 
server. The central cache caches all pages or other data 55 

received from the remote network in response to a query by 
any user on the local network. If another user ( or the same 
user again if for some reason the data are not cached at the 
user's station) requests the same data, the data can be 
delivered to that user from the central cache of the local 60 

network, without having to be retrieved from the remote 
network. Such an arrangement enhances the benefits of 
caching by making every user's cached data available to all 
other users on the local network, instead of being available 
only to the user who previously requested it. 65 

However, arrangements such as that described have dis
advantages. In order for the central cache to be useful, each 

server from its own associated users. 

In another known system, objects in a network file system 
are cached at individual user stations of the network. 
However, such a system, designed for data that reside within 
the local-area network and that may be modified by users, 
entails complex mechanisms to maintain coherency of 
cached data and data availability in the case of failure of a 
station. These mechanisms provide only limited perfor
mance improvement (and may even degrade performance), 
and impose significant overhead that is unnecessary in an 
Internet access environment. 

It would be desirable to be able to provide a system 
having the benefits of central caching without the bottleneck 
caused by a central cache server. 

SUMMARY OF THE INVENTION 

It is an object of the present invention to provide a system 
having the benefits of central caching without the bottleneck 
caused by a central cache server. 

In accordance with this invention, there is provided a 
computer system having a plurality of local stations, a 
communications channel interconnecting the plurality of 
local stations, and a communications link connecting the 
communications channel to an external database. Each 
respective one of at least a first subset of the local stations 
has its own respective cache memory for caching data 
retrieved by that respective local station from the external 
database. The computer system further has a central direc
tory unit for maintaining a directory of data cached in the 
cache memories of respective ones of the first subset of local 
stations. When a respective one of a second subset of local 
stations requires data from the external database, a cache 
query unit in that respective one of the second subset of the 
local stations queries the directory to determine whether the 
required data are cached in a respective cache memory of the 
first subset of local stations. A cache access unit in each 
respective one of the first subset of the local stations allows 
access to the respective cache memories by respective ones 
of the second subset of local stations. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The above and other objects and advantages of the 
invention will be apparent upon consideration of the fol-
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