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The Architecture of a Fault-Tolerant Cached RAID Controller

Jai Menon and Jim Cortney

IBM Almaden Research Center

San Jose, California 95120-6099
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Abstract— RAID-5 arrays need 4 disk accesses to
update a data block -- 2 to read old data and parity,
and 2 to write new data andparity. Schemes previously
proposed to improve the update performance of such
arrays are the Log-Structured File System [10] and
the Floating Parity Approach [6]. Here, we consider
a third approach, called Fast Write, which eliminates
disk time from the host response time to a write, by
using a Non-Volatile Cache in the disk array controller.
We examine three alternativesfor handling Fast Writes
and describe a hierarchy of destage algorithms with
increasing robustness to failures. These destage algo-
rithms are compared against those that would be used
by a disk controller employing mirroring. We show
that array controllers require considerably more (2 to
3 times more) bus bandwidth and memory bandwidth
than do disk controllers that employ mirroring. So,
array controllers that use parity are likely to be more
expensive than controllers that do mirroring, though
mirroring is more expensive when both controllers and
disks are considered. ,

1. Introduction

A disk array is a set of disk drives (and controller)
which can automatically recover data when one (or
more) drives in the set fails by using redundant data
that is maintained by the controller on the drives. [8]
describes five types of disk arrays called RAID-1
through RAID-S and [2] describes a sixth type called
a parity striped disk array. In this paper, our focusis
on RAID-5 and/or parity striped disk arrays which
employ a parity technique described in [1,8]. This
technique requires fewer disks than mirroring and is
therefore more acceptable in manysituations.

The main drawback of such arrays are that they
need four disk accesses to update a data block -- two
to read old data and parity, and two to write new
data and parity. [5] showed that the performance deg-
radation can be quite severe in transaction processing
environments. Two schemes that have been previ-
ously proposed to improve array update performance

0884-7495/93 $3.00 © 1993 IEEE
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are the Log-Structured File System [10] and the
Floating Parity Approach [6]. In this paper, we con-
sider a third approach,called Fast Write, which elim-
inates disk time from the host response time to a
write, by using Non-Volatile Storage (NVS) in the
disk array controller. A block received from a host
system is initially written to NVS in the disk array
controller and a completion message is sent to the
host system at this time. Actual destage of the block
from NVSto disk is done asynchronously at a later
time. We call a disk array that uses the Fast Write
technique a Cached RAID.

The rest of this paper is organized as follows. We
first review the parity technique. Then, we describe
Fast Write. Next, we give an overview of the archi-
tecture of Hagar, a disk array controller prototype
developed at the IBM Almaden Research Center.
Hagar uses Fast Write. In the last sections of this
report, we then analyze several alternatives for
destaging blocks from NVS to disk. We show that
destage algorithms must be carefully developed be-
cause of complex trade-offs between availability and
performance goals.

2.ReviewofParityTechnique
Weillustrate the parity technique on a disk array

of six data disks and a parity disk. In this diagram,
Pi is a parity block that protects the six data blocks
labelled Di. Pi and the 6 Dis together constitute a
parity group. The Pi of a parity group must always
be equal to the parity of the 6 Di blocks in the same
parity group as Pi.
Data Disk 1 D1 D2 D3 D4
Data Disk 2 D1 D2 D3 D4
Data Disk 3 D1 D2 D3 D4
Data Disk 4 D1 D2 D3 D4
Data Disk 5 D1 D2 D3 D4
Data Disk 6 D1 D2 D3 D4

Parity Disk Pl P2 P3 P4
Weshowonly one track (of 4 blocks) from each of
the disks. In all, we show four parity groups. P1
contains the parity or exclusive OR of the blocks
labeled D1 on all the data disks, P2 the exclusive OR
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D2s, and so on. Such an array is robust against single
disk crashes; if disk 1 were to fail, data on it can be
recreated by reading data from the remainingfive data
disks and the parity disk and performing the appro-
priate exclusive OR operations.

Wheneverthe controller receives a request to write
a data block, it must also update the corresponding
parity block for consistency. If D1 is to be altered,
the new value of P1 is calculated as:

new P1 = (old D1 XOR new D1 XOR old P1)
Since the parity must be altered each time the data is
modified, these arrays require four disk accesses to
write a data block - two to read old data andparity,
two to write new data and parity.

3. Overview of the Fast Write Technique —
In this technique,all disk array controller hardware

such as processors, data memory (memory containing
cached data blocks and other data buffers), control
memory (memory containing control structures such
as request control blocks, cache directories, etc..) are
divided into at least two disjoint sets, each set on a
different power boundary. The data memory and the
control memory are either battery-backed or built us-
ing NVSso they can survive power failures. When a
disk block to be written to the disk array is received,
the blockis first written to data memory in the array
controller, in two separate locations, on two different
power boundaries. At this point, the disk array con-
troller returns successful completion of the write to
the host. In this way, from the host’s point of view,
the write has been completed quickly without requiring
any disk access. Since two separate copies of the disk
block are made in the disk array controller, no single
hardware or powerfailure can cause a loss of data.

Disk blocks in array controller cache memory that
need to be written to disk are called dirty. Such dirty
blocksare written to disk in a process wecall destaging.
Whenablockis destaged to disk, it is also necessary
to update, on disk, the parity block for the data block.
This may require the array controller to read the old
values of the data block and the parity block from
disk, XOR them with the new value of the data block
in cache, then write the new value of the data block

and of the parity block to disk. Since many applica-
tionsfirst read data before updating them, we expect
that the old value of the data block might already be
in array controller cache. Therefore, the more typical
destage operation is expected to require one disk read
and two disk writes.

3.1. Overview of Destage
Typically, the disk blocks in the disk array controller

(both dirty and clean disk blocks) are organized in
Least-Recently-Used (LRU) fashion. When space for
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a new disk block is needed in the cache, the LRU
disk block in cache is examined. If it is clean, the
space occupiedby that disk block can be immediately
used; if it is dirty, the disk block must be destaged
before it can be used. While it is not necessary to
postpone destaging a dirty block until it becomes the
LRU block in the cache, the argument for doing so
is that it could avoid unnecessary work. Consider that
a particular disk block has the value d. If the host
later writes to this disk block and changesits value
to d’, we would havea dirty block (d’) in cache which
would have to be destaged later. However, if the host
writes to this disk block again, changing its value to
d”, before d’ became LRU and wasdestaged, we no
longer need to destage d’, thus avoiding some work.!

When a block is ready to be destaged, the disk
array controller may also decide to destage other dirty
blocks in the cache that need to be written to the

sametrack, or the same cylinder. This helps minimize
disk arm motion,byclustering together many destages
to the same disk arm position. However, this also
meansthat somedirty blocks are destaged before they
become the LRU disk block, since they will be
destaged at the same time as some otherdirty block
that became LRU and that happened to be on the
same track or cylinder. Therefore, the destage algo-
rithm must be carefully chosen to trade-off the reduc-
tion in destages that can be caused by overwrites of
dirty blocks if we wait until dirty blocks become LRU
versus the reduction in seeks that can be achieved if

we destage multiple blocks at the same track or cyl-
inder position together. An example compromise
might be along the followinglines: when a dirty block
becomes LRU, destage it and all other dirty blocks
on the same track (cylinder) as long as these other
blocks are in the LRU half of the LRU chain of

cached disk blocks.

In a practical implementation, we may havea back-
ground destage process that continually destages dirty
blocks near the LRU end of the LRUlist (and others
on the sametrack or cylinder) so that a request that
requires cache space (such as a host write that misses
in the cache) does not have to wait for destaging to
complete in order to find space in the cache. Another
option is to trigger destages based on the fraction of
dirty blocks in the cache. For example,if the fraction
of dirty blocks in the cache exceeds some threshold
(say 50%), we may trigger a destage of dirty blocks
that are near the LRU end of the LRU chain (and

1 On the other hand, there are two copies of every dirty disk
block in the cache. The longer we delay destaging the dirty
blocks, the longer they occupy two cachelocations.
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of other dirty blocks on the same tracks as these
blocks). This destaging may continue until the number
of dirty blocks in cache drops below some reverse
threshold (say 40%).

Since read requests to the disk are synchronous
while destages to the disk are asynchronous,the best
destage policy is one that minimizes any impact on
read performance. Therefore, the disk controller might
delay starting a destage until all waiting reads have
completed to the disk and it may even consider pre-
empting a destage (particularly long destages of many
tracks) for subsequent reads.
3.2. Summary of Fast Write Benefits

To summarize, Fast Write: will eliminate disk time
from write response time as seen by the host; will
eliminate some disk writes due to overwrites caused

by later host writes to dirty blocks in cache; will
reduce disk seeks because destages will be postponed
until many destages can be doneto a track orcylinder;
and can convert small writes (single block) to large
writes (all blocks in parity group) and thuseliminate
many disk accesses. Work done by Joe Hyde [3]
indicates that, for high-end IBM 370 processor work-
loads, anywhere from 30%to 60%of the writes to
the disk controller cause overwrites of dirty blocks in
cache. His work also indicates that even though the
host predominantly issues single block writes, any-
where from 2 to 7 dirty blocks can be destaged to-
gether whenatrackis destaged. Together, these results
indicate that Fast Write can be an effective technique
for improving the write performance of disk arrays
that use the parity technique.

4.OverviewofHagar
The Hagar prototype is designed to support very

large amounts of disk storage (up to 1 Terabyte); to
provide high bandwidth (100 MB/sec); to provide
high IOs/sec (5000 IOs/sec at 4 Kbyte transfers); and
to provide high availability. It provides for continuous
operation through use of battery-backed memory, du-
plexed hardware components, multiple power bound-
aries, hot sparing of disks, on-the-fly-rebuilding of
data lost in a disk crash to a hot spare and by per-
mitting nondisruptive installation and removal of disks
and hardware components.

Hagar is organized around checked and reliable
control and data buses on a backplane. The structure
of Hagar is shown in Figure 1. The data busis opti-
mized for high throughput on large data transfers and
the control bus is optimized for efficient movement
of small control transfers. The Hagar data bus is a
multi-destination bus; a block received from the host
system or from the disks can be placed in multiple

78

data memory locations even though only one copy
of the data block travels on the data bus.

In the idealized Hagar implementation, we would
have processorcards; host interface cards; global data
memory cards; global control memory cards and disk
controller cards attached to the reliable data and con-

trol buses. Cards of each type are divided intoat least
2 disjoint sets; each set is on a different power bound-
ary. The disk controller cards would attach to multiple
disk strings overa serial link using a logical command
structure such as SCSI. For availability reasons, the
disks would be dual-ported and would each attach to
two serial links originating from two different disk
controllers. The data memory cards would provide
battery-backed memory, accessible to all processors,
for caching, fast write and data buffering. The control
memory cards also provide battery-backed memory,
accessible to all processors, used for control structures
such as cache directories and lock tables. Unlike the

data memory, the control memory providesefficient
access to small amounts of data (bytes) and supports
atomic operations necessary for synchronization be-
tween multiple processors.

The XOR hardware needed for performing parity
operations is integrated with the data memory. We
chose to integrate the XOR logic with the data mem-
ory to avoid bus bandwidth during XOR operations
to a separate XOR unit such as that used in the
Berkeley RAID-II design ((9]). The data memory in
Hagar supports two kinds of store operations: a reg-
ular store operation and a special store & XOR op-
eration. A store & XORto location X, takes the

incoming data, XORsit with data at location X, and
stores the result of the XOR back into location X.

5. Data Memory Management Algorithms
5.1. Four Logical Regions of Data Memory

The data memory in the disk array controller is
divided into four logical regions: the free pool, the
data cache, the parity cache and the buffer pool.
When a block is written by the host, it is placed in
the buffer pool, in two separate power boundaries.
Subsequently, the two data blocks are movedinto the
data cache(this is a logical, not a physical move; that
is, the cache directories are updated to reflect the fact
that the disk block is in cache). After this logical
move of the blocks into the data cache, the array
controller returns “done” to the host system that did
the write. At some subsequenttime, the block D is
destaged to disk. The data cache region of the data
memory contains data blocks from disk and the parity
cache region of the data memory contains parity
blocks from disk. The parity blocks are useful during
destage, since the presence of a parity block in the

HPE, Exh. 1012, p. 8
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Figure 1: Hagar Array Controller

parity cache would eliminate the need to read it from
disk at destage time. There is some argumentfor not
having a parity cache at all and to make the data
cachelarger. This is because parity blocksin the parity
cache only help destage performance, whereas data
blocks in the data cache can help both read perfor-
mance (due to cache hits) and destage performance
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(by eliminating the need to read old data from disk).
Furthermore, data blocks are brought into the data
cache naturally as a result of host block requests;
parity blocks, on the other hand, must be specially
brought into the cache when a particular data block
is read in the hope that the host will subsequently
write the data block.

HPE, Exh. 1012, p. 9



HPE, Exh. 1012, p. 10

5.2. Details of Write Request Handling
When a block (value Y2 say) is written by the

host, it is placed in the buffer pool, in two separate
locations. Subsequently, the two copies of Y2 are
movedinto the data cache. At this point,it is possible
that a previous clean version of this block, say Y1, is
already in data cache. In this case, there are three
different possibilities for what action to take.

The first possibility, which is the one we assume
in the rest of this paper, is to leave the old value Y1
in data cache and also create two copies of the new
value Y2, for a total of three data cache locations

occupied. Wecall this the save old data method. The
old value Y1 is not removed because it will be useful

to us in calculating new parity when weare ready to
destage Y2. Since the destage of Y2 may not happen
until much later, we may be consuming an extra
memory location for Y1 for a long time. We have
found from simulations that the disk array controller
will need about a 20% larger cache to hold the old
values of data. A second possibility we considered
was to remove Y1 from cache when Y2is received,
giving us a 20%larger effective cache. We call this
the overwrite old data method. The drawbackis that

now, when weare ready to destage Y2, we will need
to reaccess Y1 from disk. This possibility may be
attractive if the increase in performance from the 20%
larger effective data cache offsets the loss in perfor-
mance dueto needto reaccess old data at destage time.

Finally, we considered and rejected the following
third possibility. Instead of leaving the old value (say
Y1) of the block in cache and creating two copies of
the new value (say Y2) of the block (for a total of
three memory locations occupied), XOR the old and
new values of the block and store (Yl XOR Y2) in
one memory location and Y2 in a second memory
location. We call this the save partial parity method.
This has the advantage of requiring only 2 memory
locations instead of 3; also we would have already
done one of the XOR operations needed to generate
new parity. At destage time, we would only need to
read old parity, XOR it with (Yl XOR Y2) to gen-
erate new parity, then write new parity to disk. How-
ever, the results of [3] indicate that there is a very
high probability of receiving another write (say Y3)
to the samedisk location before we have had a chance

to destage Y2. With our currently assumed approach
(save old data method), we would merely overwrite
the 2 memory locations containing Y2 with the new
value Y3. However, if we went with an approach in
which we hadalready XORed Y1 with Y2, we would
need to first XOR Y2 to this result to get back Y1,
then XOR the new value Y3 to get (Y1 KOR Y3).
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Because of this complication, we decided not to go
with the save partial parity approach.
5.3. Organization of Data Cache

There are three types of disk blocks in the data
cache - type d, type d’, and type d”. A particular
block in the data cacheis of type d if its value is the
same as the value of this block on the disk - in other

words, it is a clean block. Blocks of type d’ and of
type d” are both dirty blocks. If a block of type d is
in the cache and a new block is written by the host
to the same disk location, we will create two new
blocks of type d’; that is, the cache now contains a
block of type d (old value of block) and 2 blocks of
type d’ (2 copies of new value of block). Only blocks
of type d’ are destaged from cache to disk. Type d”
is a temporary classification to deal with new host
writes received while a block of type d’ is being
destaged. When a block of type d’ is being destaged,
it is possible to receive another write from the host
to the same disk location. If the host write had been

received before the destage started, we would have
merely overwritten the dirty block in cache with the
new onereceived, and made the new onereceived of

type d’. However, once we havestarted the destage
and are committed to doing the destage, we mark any
new block received to the same disk location as being
of type d” (alternatively, we could reject the request).
Once a block of type d’ is destaged, it becomes a
block of type d. At this time, any blocks of type d”
for the disk location just destaged maybereclassified
as blocks of type d’.

6.DestageAlgorithms
If a dirty disk block is destaged to disk, we must

also calculate and write the corresponding parity block
in order to keep the parity group consistent. When a
disk block from a parity group is to be destaged, we
lock the parity group for the duration of the destage.
The parity group is unlocked only after the disk block
and the parity block are both written to disk and the
parity group is consistent on disk. The parity group
lock prevents more than one destage to be in progress
simultaneously to any one parity group. While not
explicitly referred to in the algorithms that follow, a
parity group is locked before a destage begins and is
unlocked after the destage completes.

Webegin by considering the case where only one
of the data blocks of a parity group is dirty in the
data cache and needs to be destaged; later we will
also consider cases where more than one block of a

parity group needs to be destaged. To simplify the
discussion, we assume that whenadirty block is to
be destaged, other blocks of the parity group are not
in the data cache even in clean form. We also assume
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that the old value of the dirty block is not in cache
and needs to be read from disk. Both these assump-
tions will be relaxed in later sections of this paper.
6.1. Two Data Copies Method (Method 1)

Thefirst part of Figure 2 showsthe simplest option
available to us in order to destage a dirty block (la-
belled D1’ in the figure). In this figure, the dotted
line separates two different power boundaries in the
array controller, and we see that the two different
copies of D1’ are on twodifferent power boundaries.
Also, the solid horizontal line separates the array con-
troller from the disk drives themselves. The figure
shows six data disk blocks D1, D2, ... D6, on six
different disks and a seventh parity disk block P on
a seventh disk drive. These seven disk blocks on seven

different disks constitute the parity group ofinterest.
DI’ is an updated value of block D1 which is to be
destaged to disk.

In this option, block D1 and block P are both read
from disk and XORed directly into one of the two
D1’ locations in controller memory (this would use
the store & XORfeature of the data memory we had
described earlier). Because the XOR operation is
commutative, the XOR of D1 and the XOR of P

may happen in either order; this means that we may
actually start the two different disk operations in par-
allel and do not need to serialize the two different

disk seeks on the two different disks. D1’ may be
written to disk anytime after D1 has been read and
XORed. When both D1 and P have been read and

XORed to oneof the two copies of D1’, this location
now contains P’ the new value of P which may now
be written to disk.

From thefirst part of Figure 2, we also see that
the entire destage operation consumes 4X bytes of
controller data bus bandwidth, where X is the number
of bytes in a disk block. This is because there are 2
read and 2 write operations for a total of four disk
block movements on the controller data bus. The

figure also showsthat 6X bytes of memory bandwidth
is consumed (each XORoperation requires 2X bytes
of memory bandwidth, X to read and X to write).
On the other hand, a disk controller that does mir-
roring which only needs 2X bytes of bus bandwidth
and 2X bytes of memory bandwidth.

The simple destage algorithm described above is
robust in that no single error can cause it to fail.
However, it would not be considered robust enough
for many situations, since there are multiple failures
that can cause loss of data. For example, a transient
error during the process of XORing D1 into one of
the two D1’ locations, coupled with a hard failure or
loss of the other copy of D1’ results in a situation
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where D1’ is lost by the array controller (both copies
are damaged). Since the array controller had previ-
ously assured the host system that the write of D1’
was done as part of the Fast Write operation, this
loss of D1’ may be unacceptable in many kinds of
situations. Below, we describe a more robust destage
algorithm that avoids this situation.
6.2. Two Data Copies and One Parity Copy
Method (Method 2)

The algorithm is graphically shown in the second
part of Figure 2. The first step in the algorithm is a
memory to memory copy operation that creates a
third copy of D1’. The rest of the steps of the algo-
rithm are identical to that described previously. New
parity is created at the location where the third copy
of D1’ is made (location Y). Comparedto theearlier
algorithm, the new algorithm temporarily occupies
one additional disk block in controller memory (lo-
cation Y), it uses X bytes more of bus bandwidth
and 2X bytes more of memory bandwidth,for a total
of 5X bytes of bus bandwidth and 8X bytes of mem-
ory bandwidth.

The algorithm described above is robust enough
for most situations. However, it is not as robust as
a disk controller that does mirroring. When the disk
controller doing mirroring begins a destage, it writes
one copyof the disk block to one disk, another copy
of the disk block to the mirror disk. The destage can
complete even if a disk other than the two involved
in the destage were to fail and, concurrently, a memory
failure on one power boundary were to occur. In
other words, it can survive two hard failures.

Consider the sameset of failures for the disk array
controller. Consider that we have just completed writ-
ing D1’ and that we have started to write new P’
when there is a hard error in the memory location
containing new P’ (location Y). Therefore, we have
damagedthe disk location that was to contain new
P’. It used to contain the old value of P, but it now
contains neither P nor P’. To complete the destage
correctly, we must recalculate P’ and write P’ to this
disk location. Since we already wrote D1’ to disk, we
can no longer calculate P’ the way we did before,
which was by reading D1 and using D1 to calculate
P’. Since D1 on disk has already been overwritten
with D1’, we must recalculate P’ by reading D2, D3,
.., D6 and XORing them all together and with D1’.
If one of the disks containing D2, D3, ..., D6 also
fails, we are unable to recalculate new P’. Therefore,
a set of failures that did not prevent a mirrored disk
controller from destaging could not be handled by the
array controller using the destage algorithm we have
described in this section. In the next section, we de-
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scribe a destage algorithm that makes the array con-
troller as robustas a disk controller that uses mirroring.
6.3. Two Data Copies and Two Parity Copies
Method (Method 3)

Thethird part of Figure 2 graphically demonstrates
the most robust of our destage algorithms. (See [7]
for other robust algorithms.). The steps are: make a
third copy of D1’ at location Y; in any order, read
D1 from disk and XORit to Y and also make a copy
of D1 on the other power boundary, read P from
disk and XORit to Y and also make a copy of P on
the other power boundary;after all reads and XORs
are done, write D1’ and new P’ (from location Y) to
disks in any order. By waiting for all reads and XOR
operations to complete before beginning any writes,
this algorithm is robust against a combinationofthree
failures; the hard failure of one of the two memory
cards, the failure of one of the disks containing D2,
D3, ..., D6, and a transient failure while reading and
XORing D1 orP. Key to achieving this robustness
is ensuring that old values of D1 and P are read into
a different power boundary than location Y which
contains the third copy of D1’. This, in effect, means
that two copies of new parity are present in cache
before we begin writing to the disks; one at location
Y and one which can be created on the other power
boundary by XORing D1’, D1 and P. The price to
be paid for the increased robustness of the destage
algorithm is performance (since writes must wait until
all reads are done) and resource consumption (since
it now needs two more temporary locations in mem-
ory, uses 10X bytes of memory bandwidth and 5X
bytes of bus bandwidth).
6.4. Arrays Versus Mirroring Comparison.

We compareadisk controller that performs mir-
roring to one that implements a RAID-Sarray using
one of the three different destage algorithms described
in the previous section. The comparison is in terms
of resources consumed (internal bus bandwidth, in-
ternal memory bandwidth and numberofinternal
memory locations occupied) for write operations. It
is assumedthat all disk controllers use the fast write

technique so that write operations proceed in two
stages; one stage in which the write is received and
buffered and a second stage in which the dirty pages
are destaged.
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Type of Stage 1 Stage 2 Total
ctlr Bus Mem Bus Mem Bus Mem Mem

B/W B/W B/W B/W B/W B/W Locs

Mirror X 2X 2X 2X 3X 4X 2
Method 1 X 2X 4X 6X 5X 8X 2
Method 2 X 2X 5X 8X 6X 10X 3
Method 3 X 2X 5X 10X 6X 12X 5

From the above table, we see that the simplest parity
array controllers require 67% more bus bandwidth
and twice as much memory bandwidth as disk con-
trollers that employ mirroring. The most robust parity
array controllers need twice the bus bandwidth and
thrice the memory bandwidth of disk controllers that
perform mirroring. Furthermore, during the destage
process, the most robust parity array controllers re-
quire 2.5 times as much temporary cache space as
disk controllers that perform mirroring.
6.5. Other Destage Cases

It turns out that we have only considered one of
four possible destage situations that may arise. Figure
3 showsall the four cases and indicates that which

case applies depends on how manydata blocks of the
parity group are to be destaged and how many of
them are in cache (by definition, all the blocks to be
destaged are in cache in two separate locations). In
the figure, all blocks in cache that are dirty are des-
ignated by Di’. These are the blocks to be destaged.
The four cases are:

e Destage entire parity group
© Destage part of parity group; entire parity group in

cache

© Destage part of parity group; read remaining mem-
bers of parity group to create new parity

© Destage part of parity group; read old values of
data and parity to create new parity

These four cases are described below. In general, we
describe the most robust forms of the destage algo-
rithms to be used in each case.

6.5.1. Destage Entire Parity Group
In this case, wefirst allocate a buffer (P1) to hold

parity andinitialize it to zero. Each blockin the parity
group is written to disk and simultaneously XORed
with Pl. After all data blocks have been written,
write P1 (which contains the new parity) to disk.
6.5.2. Destage Part of Parity Group; Entire Parity
Group in Cache

Wefirst make a copy of one of the data blocks in
the parity group that is not to be destaged at location
Pl. P1 will eventually contain the new parity to be
written to disk. Each dirty block in the parity group
is written to disk and simultaneously XORed with

HPE, Exh. 1012, p. 13



HPE, Exh. 1012, p. 14

Destaging a Parity Group - Four Cases

Destage Entire Parity Group

D1’ D2’ D3’ D4’ DS’ D6’

owerbdydivider
blocks in memory

D1’ D2’ D3’ D4’ D5’ D6’

Di D2 D3 D4 D5 D6 P

“tt—disk blocks

Destage Part of group;all blocks in cache

D1’ D2’ D3 D4 D5 D6 D1’ D2’

Di D2 D3 D4 DS D6 P

Destage part of group; stage in missing blocks

D1’ D2’ D3 D4 D5 D1’ D2’

D1 D2 D3 D4 D5 D6 P

Destage part of group; read old data/parity

D1’ D2’ D1’ D2’

D1 D2 D3 D4 D5 D6 P

 
Figure 3: Cases for Destaging a Parity Group

Pl. The other blocks of the parity group are only
XORed with Pl. After all XORing is completed,
write P1 (which contains the new parity) to disk.

The aboveapproach hasa small exposure. Consider
that we have completed writing one or more of the
dirty blocks to disk, but have not yet completed gen-
eration of new parity in Pl. Now, consider that we
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lose a memory card that contains a clean data block
that was going to be used to generate the new parity
in P1. We will now needto read this block from disk,

and an exposure arises if we cannot do so. The ex-
posure is small, since the fact that this block was in
the data cache most likely implies that we were able
to either read or write this disk block in the recent
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past. If the exposure is considered large, we have the
following alternative destage policy.

First make a copy of one of the data blocks in the
parity group that is not to be destaged at location P1.
XORall non-dirty data blocks of the parity group
into Pl. Make copy of result in Pl in other power
boundary at P2. Now, write each dirty data block to
disk while XORing simultaneously with P1. After all
XORing is complete, write Pl which contains the
new parity. If we lose a memory card during destage,
the copy of the result we saved in P2 can be used to
complete the generation of new parity without need
to read any disk block.
6.5.3. Destage Part of Parity Group; Read rest
from disk

The assumption here is that only a very few of the
blocks of the parity group are not in cache, so that
it is faster to read these missing membersin to generate
the new parity than it is to read the old values of the
blocks to be destaged.

In this case, we first allocate and zero out a buffer

Pl. Every data block of the parity group that is
missing in cache is read in from disk and XORedinto
location Pl. After all reads have completed, each
dirty block in the parity group is both written to disk
and XORed with P1 simultaneously. Other blocks of
the parity group that were neither dirty, nor missing
in cache originally, are XORed with P1 but not writ-
ten to disk. Eventually, write new parity in P1 to disk.

The reason for first completing the reads of the
data blocks missing in cache before allowing any
writes to take place is to ensure that all such missing
data blocks are readable. If one of these data blocks

is unreadable, a different algorithm (the one to be
described next) would be used for destage.
6.5.4. Destage Part of Parity Group; Read Old
Values from Disk

Wefirst create a third copy of one of the data
blocks (say D) to be destaged (say at location C).
The old value of every data block to be destaged to
disk is read in from disk to a location on a different

power boundary from C, andit is also simultaneously
XORedinto location C. The old value of parity is
also read in from disk to a location on a different

power boundary from C and simultaneously XORed
with C. As before, the reading of old data blocks and
the reading of the old parity block can proceed in
parallel. After the old value of a block has been read
and XORed,its new value can be written to disk and
XORed with C (if needed; block D does not need to
be XORed with C since we started with a copy of
block D in location C) at any subsequent time. After
all data blocks have been written and the old parity
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block has been read, write C which contains the new

parity.
7. Conclusions

In this paper, we have described a technique called
Fast Write to improve the performanceof disk arrays
that use the parity technique. This technique involves
use of battery-backed or Non-Volatile Store in the
array controller to hold blocks written by the host
system. These host-written blocks are destaged to
disk asynchronously. Fast Write is expected to have
four advantages: it can eliminate disk time from the
write response time as seen by the host; it can elim-
inate some disk writes due to overwrites caused by
later host writes to dirty blocks in cache; it can reduce
disk seeks because destages will be postponed until
many destages can be done to a track or cylinder;it
can convert small writes to large writes.

We used an array controller organization which
places the XORlogic (needed for parity generation)
close to the cache memory in the controller and not
as a separate XOR unit as has been proposed for
other array controller designs ([9]). We showed that
such an approach can reduce internal bus bandwidth
requirements for array controllers. We described an
organization of the data memory in the disk controller
to support Fast Write which involved caching both
data and parity blocks. We proposed that the data
cache needs to support three different kinds of disk
data blocks for efficiently handling Fast Writes. We
articulated three alternatives for handling Fast Write
hits - save old data, overwrite old data, save partial
parity - and examinedtheir pros and cons. For what
appears to be the preferred alternative, we estimated
that the disk controller would need a 20%larger
cache than traditional or mirrored disk controllers

that use Fast Write (to achieve the samehit ratios).
We showedthat parity group locking is an effective
technique to avoid incorrect calculation of parity dur-
ing concurrent destage and rebuild activity. Finally,
wedescribed the destage of disk blocks from the data
cache in great detail. Four different destage cases were
identified. By using one of the destage cases as an
example, we described a hierarchy of three different
destage algorithmsofincreasing degrees of robustness
to failures in the disk subsystem. These three algo-
rithms were the two data copies method, the two data
copies and one parity copy method and the two data
copies and two parity copies method. These destage
algorithms were compared against those that would
be used by a disk controller employing mirroring in-
stead of the parity technique. We were able to show
that the least robust array controllers require 67%
more bus bandwidth and twice as much memory

HPE, Exh. 1012, p. 15



HPE, Exh. 1012, p. 16

bandwidth as disk controllers that employ mirroring.
The most robust parity array controllers, on the other
hand, need twice the bus bandwidth and thrice the
memory bandwidth of disk controllers that perform
mirroring. These results indicate that while mirroring
is more expensive overall (because of the need for
more disks), disk array controllers are likely to be
somewhat more expensive than controllers that do
mirroring.

Wealso posed the following questions for future
research:

¢ How muchofthe cache should be devoted to hold

parity blocks instead of data blocks? Parity blocks
are useful during destage, but data blocks can help
both read performance (through read hits in the
cache) and destage performance(by eliminating the
need to read old data from disk at destage time).
Furthermore, data blocks are brought into the data
cache naturally as a result of user requests; parity
blocks, on the other hand, mustbe specially brought
into the cache whena particular data block is read
in the hope that the host will subsequently write
the data block.

© Whena particular data block is selected for destage,
should we also destage other blocks on the same
track? or on the samecylinder? If these other blocks
were only recently received from the host, then it
may be better not to destage them immediately,
since we mightexpect the host to write these blocks
again. Therefore, the destage policy mustbe carefully
chosen to trade-off the reduction in destages that
can be caused by overwrites of dirty blocks if we
wait until dirty blocks become LRU versus the
reduction in seeks that can be achieved if we destage
multiple blocks at the same track or cylinder posi-
tion together. Should wealso take into account the
utilization of devices so that destages are begun to
devices that are currently under-utilized?

e Since every dirty block in the controller cache oc-
cupies two memory locations until the block is
destaged, the sooner we destage the dirty block,the
sooner we can reclaim two memory locations. How
do wetrade-off this requirement for a quick destage
of dirty blocks versus the requirement to hold off
the destage in the expectation of overwrites that
reduce the numberof destages needed?

© Whatis the appropriate method for handling write
hits? Should weleave the old data in cache sinceit
is needed at destage time and take thé attendant
drop in effective cache size, or should we overwrite
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the old data in cache and reaccess it from disk at

destage time?
Whatis the appropriate granularity at which to do
locking? We have proposedparity group locking be
used, but is either a coarser or finer granularity
more reasonable? What should the duration of lock-

ing be? Is it better to hold the lock until both data
and parity are written to disk as proposed in this
paper, or should werelease the lock sooner.
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