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related to a patent application or patent. If you do not fwnish the requested information , the U.S. Patent and 
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of the application pmsuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Fuither, a 
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the 
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enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or regulation. 
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Notice of Allowability 

Application No. 
13/049,877 
Examiner 
EUGENE ZHAO 

Applicant(s) 
ZHU ET AL. 
Art Unit 
2653 

AIA (First Inventor to 
File) Status 

No 

-- The MAILING DA TE of this communication appears on the cover sheet with the correspondence address-
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included 
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS 
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative 
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308. 

1. [gl This communication is responsive to Applicant's amendment dated 5/9/2014. 

DA declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on ___ . 

2. D An election was made by the applicant In response to a restriction requirement set forth during the interview on __ ; the restriction 

requirement and election have been incorporated into this action . 

3. [gl The allowed claim(s) is/are 1. 2 and 5-23 . As a result of the allowed claim(s), you may be eligible to benefit from the Patent 
Prosecution Highway program at a participating intellectual property office for the corresponding application. For more information, 

please see t;ltp ://w½w. uspto.gov:patentsi init events/pph/index.jsp or send an inquiry to PPHfeedback@)uspto.aov . 

4. D Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f) . 

Certified copies: 

a) 0 All b) 0 Some *c) D None of the: 

1. 0 Certified copies of the priority documents have been received. 

2. 0 Certified copies of the priority documents have been received in Appl ication No. __ . 

3. 0 Copies of the certified copies of the priority documents have been received in this national stage application from the 

International Bureau (PCT Rule 17.2(a)). 

• Certified copies not received: __ . 

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements 
noted below. Failure to timely comply will result in ABANDONMENT of this application. 
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE. 

5. D CORRECTED DRAWINGS ( as "replacement sheets") must be submitted. 

0 including changes required by the attached Examiner's Amendment/ Comment or in the Office action of 
Paper No./Mail Date __ . 

Identifying indicia such as the application number {see 37 CFR 1.84(c)) should be written on the drawings in the front {not the back) of 
each sheet. Replacement sheet{s) should be labeled as such in the header according to 37 CFR 1.121(d). 

6. 0 DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the 
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL. 

Attachment(s) 
1. [gl Notice of References Cited (PTO-892) 

2. D Information Disclosure Statements (PTO/SB/08), 
Paper No./Mail Date __ 

3. D Examiner's Comment Regarding Requ irement for Deposit 
of Biological Material 

4. D Interview Summary (PTO-413), 
Paper No./Mail Date __ . 

/EUGENE ZHAO/ 
Examiner, Art Unit 2653 

5. 0 Examiner's Amendment/Comment 

6. cg) Examiner's Statement of Reasons for Allowance 

7. 0 Other __ . 

U. s. P atenl and Trademark Ott,ce 
PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20140730 
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Application/Control Number: 13/049,877 

Art Unit: 2653 

DETAILED ACTION 

1. The present application is being examined under the pre-AIA first to invent 

provisions. 

Reasons for Allowance 

2. Claims 1, 2 and 5-23 are allowed. 

3. The following is an examiner's statement of reasons for allowance: 

Page 2 

The primary reference, Kim et al. (US 2009/0141907, hereinafter Kim) describes 

a method for canceling noise from a sound signal input through a microphone; Another 

close reference, Chol et al. (US 2004/0161121, hereinafter Chol), teaches an adaptive 

beamforming apparatus. However, neither Kim nor Chol teaches the method of 

improving sound quality by combining various units such as sound source localization 

unit, adaptive beamforming unit and noise reduction unit, where in the arbitrary 

configuration of the microphone array is determined by the delays, predefined angle, 

reference axis, azimuth angle, etc. So it is agreed that the prior art of record does not 

teach the amended independent claims. 

Any comments considered necessary by applicant must be submitted no later 

than the payment of the issue fee and, to avoid processing delays, should preferably 

accompany the issue fee. Such submissions should be clearly labeled "Comments on 

Statement of Reasons for Allowance." 
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Application/Control Number: 13/049,877 

Art Unit: 2653 

Conclusion 

Page 3 

4. Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to EUGENE ZHAO whose telephone number is (571 )270-

1649. The examiner can normally be reached on 8:00AM-4:30PM. 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Fan Tsang can be reached on (571 )272-7547. The fax phone number for 

the organization where this application or proceeding is assigned is 571-273-8300. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a 

USPTO Customer Service Representative or access to the automated information 

system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000. 

/EUGENE ZHAO/ 
Examiner, Art Unit 2653 
Work phone: (571) 270-1649 

/FAN TSANG/ 
Supervisory Patent Examiner, Art Unit 2653 
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TN THE UNITED STATES PATENT AND TRADEMARK OFFICE 

In re. application of: 
Application No.: 13/049,877 
Filed: 03/16/2011 
Applicant: Manli Zhu 
Title: Microphone Array System 

Mail Stop Amendment 
Commissioner for Patents 
P.O. Box 1450 
Alexandria, VA 22313-1450 

Examiner : Zhao, Xuejun 
Art Unit: 2653 
Atty. Docket No.: CreativeTech_0lNP _US 

Response to Non Final Office Action 

Examiner Zhao: 

In response to the non-final office action dated January 13, 2014, please amend 

the above-referenced application as follows: 

Amendments to the Claims are listed on page 2 of this response. 

Remarks begin on page 11 of this response. 

Attachments: 
1. Transmittal Form, PTO/SB/21; 
2. Petition for 1 month time extension, Form PTO/SB/22; 
3. Payment of the following fee: 

-$210 for 1 new independent claim in excess of 3; 
-$40 for l new claim in excess of 20; 
-$100 for 1 month time extension; 

The Director is hereby authodzed to charge any underpayment of fee or any other fee that 
may be required to deposit account# 503291. 

1 
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Amendment to the Claims 

Claim 1 ( currently amended): A method for enhancing a target sound signal from a 

plurality of sound signals, comprising: 

providing a microphone airny system comprising an airny of sound sensors 

positioned in an arbitrai·y configuration, a sound source localization unit, an 

adaptive beamforming unit, and a noise reduction unit, wherein said sound source 

localization unit, said adaptive beamfonning unit, and said noise reduction unit 

are in operative communication with said a1Tay of said sound sensors; 

receiving said sound signals from a plurality of disparate sound sources by said 

sound sensors, wherein said received sound signals comprise said target sound 

signal from a tai·get sound source among said disparate sound sources, and 

ambient noise signals; 

determining a delay between each of said sound sensors and an 01igin of said 

array of said sound sensors as a function of distance between each of said sound 

sensors and said origin, a predefined angle between each of said sound sensors 

and a reference axis, and an azimuth angle between said reference axis and said 

target sound signal, when said target sound source that emits said target sound 

signal is in a two dimensional plane, wherein said delay is represented in tetms of 

number of samples. and wherein said dete1mination of said delay enables 

beamf01ming for arbitrai·y numbers of said sound sensors and a plurality of 

arbitrary configurations of said array of said sound sensors; 

estimating a spatial location of said target sound signal from said received sound 

signals by said sound source localization unit; 

petforming adaptive beamfo1ming for steeling a directivity pattern of said airny 

of said sound sensoTS in a direction of said spatial location of said target sound 

2 
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signal by said adaptive beamforming unit, wherein said adaptive beamforming 

unit enhances said target sound signal and prutially suppresses said ambient noise 

signals; and 

suppressing said ambient noise signals by said noise reduction unit for fmther 

enhancing said tru·get sound signal. 

Claim 2 (previously presented): The method of claim 1, wherein said spatial location of 

said tru·get sound signal from said tru·get sound source is estimated using a steered 

response power-phase transform by said sound source localization unit. 

Claims 3-4 ( canceled). 

Claim 5 (previously presented): The method of claim 1, wherein said adaptive 

beamf orming comp1ises: 

providing a fixed beamformer, a blocking matrix , and an adaptive filter in said 

adaptive beamforming unit; 

steering said directivity pattern of said array of said sound sensors in said 

direction of said spatial location of said tru·get sound signal from said tru·get sound 

source by said fixed beamfo1mer for enhancing said target sound signal, when 

said target sound source is in motion; 

feeding said ambient noise signals to said adaptive filter by blocking said target 

sound signal received from said target sound source using said blocking matrix; 

and 

adaptively filtering said ambient noise signals by said adaptive filter in response 

to detecting one of presence and absence of said target sound signal in said sound 

signals received from said disparate sound sources. 

3 

Page 10



Claim 6 (previously presented): The method of claim 5, wherein said fixed bearnformer 

pe1forms fixed beamforming by filtering and summing output sound signals from said 

sound sensors. 

Claim 7 (previously presented): The method of claim 5, wherein said adaptive filte1ing 

comprises sub-band adaptive filtering pe1fo1med by said adaptive filter, wherein said sub

band adaptive filtering comprises: 

providing an analysis filter bank, an adaptive filter matrix, and a synthesis filter 

bank in said adaptive filter; 

splitting said enhanced target sound signal from said fixed beamf 01mer and said 

ambient noise signals from said blocking matrix into a plurality of frequency sub

bands by said analysis filter bank; 

adaptively filtering said ambi.ent noise signals in each of said frequency sub-bands 

by said adaptive filter matrix in response to detecting one of presence and absence 

of said target sound signal in said sound signals received from said disparate 

sound sources; and 

synthesizing a full-band sound signal using said frequency sub-bands of said 

enhanced target sound signal by said synthesis filter bank. 

Claim 8 (previously presented): The method of claim 5, wherein said adaptive 

bearnforming fu1ther comprises detecting said presence of said target sound signal by an 

adaptation control unit provided in said adaptive beamforming unit and adjusting a step 

size for said adaptive filtering in response to detecting one of said presence and said 

absence of said target sound signal in said sound signals received from said disparate 

sound sources. 
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Claim 9 (previously presented): The method of claim 1, wherein said noise reduction unit 

petforms noise reduction by using one of a Wiener-filter based noise reduction algorithm, 

a spectral subtraction noise reduction algorithm, an auditory transform based noise 

reduction algorithm, and a model based noise reduction algo1ithm. 

Claim 10 (previously presented): The method of claim 1, wherein said noise reduction 

unit pe1fo1ms noise reduction in a plurality of frequency sub-bands, wherein said 

frequency sub-bands are employed by an analysis filter bank of said adaptive 

beamformlng unit for sub-band adaptive beamforming. 

Claim 11 (currently amended): A system for enhancing a target sound signal from a 

plurality of sound signals, comprising: 

an runy of sound sensors positioned in an ru·bitrru·y configuration, wherein said 

sound sensors receive said sound signals from a plurality of disparate sound 

sources, wherein said received sound signals comprise said tru·get sound signal 

from a tru·get sound source among said disparate sound sources, and ambient 

noise signals; 

a sound source localization unit that estimates a spatial location of said target 

sound signal from said received sound signals, by determining a delay between 

each of said sound sensors and an origin of said array of said sound sensors as a 

function of distance between each of said sound sensors and said origin, a 

predefined angle between each of said sound sensors and a reference axis, and an 

azimuth angle between said reference axis and said target sound signal, when said 

target sound source that emits said target sound signal is in a two dimensional 

plane. wherein said delay is represented in terms of number of samples, and 

wherein said dete1mination of said delay enables beamforming for arbitrary 

numbers of said sound sensors and a plurality of ru·bitrary configurations of said 

array of said sound sensors; 
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an adaptive beamforming unit that steers directivity pattern of sajd a1rny of said 

sound sensors in a direction of said spatial location of said target sound signal, 

wherein said adaptive beamforming unit enhances said target sound signal and 

prutially suppresses said ambient noise signals; and 

a noise reduction unit that suppresses said ambient noise signals for further 

enhancing said target sound signal. 

Claim 12 (previously presented): The system of claim 11, wherein said sound source 

localization unit estimates said spatial location of said target sound signal from said tru·get 

sound source using a steered response power-phase transform. 

Claim 13 (previously presented): The system of claim 11, wherein said adaptive 

beamforming unit comprises: 

a fixed beamfo1mer that steers said directivity pattern of said array of said sound 

sensors in said direction of said spatial location of said target sound signal from 

said target sound source for enhancing said target sound signal, when said target 

sound sow·ce is in motion; 

a blocking matdx that feeds said ambient noise signals to an adaptive filter by 

blocking said target sound signal received from said target sound source; and 

said adaptive filter that adaptively filters said ambient noise signals in response to 

detecting one of presence and absence of said target sound signal in said sound 

signals received from said disparate sound sources. 

Claim 14 (previously presented): The system of claim 13, wherein said fixed beamformer 

pelfo1ms fixed beamforming by filte1ing and summing output sound signals from said 

sound sensors. 
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Claim 15 (previously presented): The system of clajm 13, wherein said adaptive filter 

comprises a set of sub-band adaptive filters comprising: 

an analysis filter bank that splits said enhanced target sound signal from said fixed 

beamfo1mer and said ambient noise signals from said blocking matli.x into a 

plurality of frequency sub-bands; 

an adaptive filter matrix that adaptively filters said ambient noise signals in each 

of said frequency sub-bands in response to detecting one of presence and absence 

of said target sound signal in said sound signals received from said disparate 

sound sources; and 

a synthesis filter bank that synthesizes a full-band sound signal using said 

frequency sub-bands of said enhanced target sound signal. 

Claim 16 (previously presented): The system of claim 11, wherein said adaptive 

beamforming unit fmther comp1ises an adaptation control unit that detects said presence 

of said target sound signal and adjusts a step size for said adaptive filtering in response to 

detecting one of said presence and said absence of said target sound signal in said sound 

signals received from said disparate sound sources. 

Claim 17 (previously presented): The system of claim 11, wherein said noise reduction 

unit is one of a Wiener-filter based noise reduction unit, a spectral subtraction noise 

reduction unit, an auditory transfo1m based noise reduction unit, and a model based noise 

reduction unit. 

Claim 18 (previously presented): The system of claim 11, further comprising one or more 

audio codecs that convert said sound signals in an analog form of said sound signals into 

digital sound signals and reconverts said digital sound signals into said analog form of 

said sound signals. 
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Claim 19 (previously presented): The system of clajm 11, wherein said noise reduction 

unit pe1forms noise reduction in a plurality of frequency sub-bands employed by an 

analysis filter bank of said adaptive beamformjng unit for sub-band adaptive 

beamformjng. 

Claim 20 (previously presented): The system of claim 11, wherein said atTay of said 

sound sensors is one of a linear an-ay of said sound sensors, a circular array of said sound 

sensors, and an arbitrarily distributed coplru1ar an-ay of said sound sensors. 

Claim 21 (new): The method of claim 1, wherein said delay (r) is determined by a 

formula r = fs * t, wherein fs is a sampling frequency and tis a time delay. 

Claim 22 (new): A method for enhancing a target sound signal from a plurality of sound 

signals, comprising: 

providing a mjcrophone rurny system comprising an array of sound sensors 

positioned in an arbitrary configuration, a sound source localization unit, an 

adaptive beamforming unit, and a noise reduction unit, wherein said sound source 

localization unit, said adaptive bearnforrning unit, and said noise reduction unit 

are in operative communication with said array of said sound sensors; 

receiving said sound signals from a plurality of dispru·ate sound sources by said 

sound sensors, wherein said received sound signals comp1ise said tru·get sound 

signal from a target sound source among said dispru·ate sound sources, and 

ambient noise signals; 

determjning a delay between each of said sound sensors and an origin of said 

array of said sound sensors as a function of distance between each of said sound 

sensors and said origin, a predefined angle between each of said sound sensors 

and a first reference axis, an elevation angle between a second reference axis and 

said target sound signal, and an azimuth angle between said first reference axis 
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and said target sound signal, when said target sound source that emits said target 

sound signal is in a three dimensional plane, wherein said delay is represented in 

terms of number of samples, and wherein said determination of said delay enables 

beamforming for arbitrary numbers of said sound sensors and a plurality of 

arbitrary configurations of said a1rny of said sound sensors; 

estimating a spatial location of said target sound signal from said received sound 

signals by said sound source localization unit; 

petforming adaptive beamforming for steering a directivity pattern of said array 

of said sound sensors in a direction of said spatial location of said target sound 

signal by said adaptive beamforrning unit, wherein said adaptive beamforming 

unit enhances said target sound signal and paitially suppresses said ambient noise 

signals; and 

suppressing said ambient noise signals by said noise reduction unit for fu1ther 

enhancing said target sound signal. 

Claim 23 (new): A system for enhancing a tai·get sound signal from a plural ity of sound 

signals, comprising: 

an ainy of sound sensors positioned in an arbitrary configuration, wherein said 

sound sensors receive said sound signals from a plurality of dispai·ate sound 

sources, wherein said received sound signals comprise said target sound signal 

from a target sound source among said disparate sound sources, and ambient 

noise signals; 

a sound source localization unit that estimates a spatial location of said target 

sound signal from said received sound signals as a function of distance between 

each of said sound sensors and said 01igin, a predefined angle between each of 

said sound sensors and a first reference axis, an elevation angle between a second 
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reference axis and said target sound signal, and an azimuth angle between sajd 

first reference axis and said target sound signal, when said target sound source 

that emits said target sound signal is in a three dimensional plane, wherein said 

delay is represented in terms of number of samples, and wherein said 

determination of said delay enables beamforming for arbitrary numbers of said 

sound sensors and a plurality of arbitrary configurations of said mrny of said 

sound sensors ; 

an adaptive beamforming unit that steers directivity pattern of sajd mrny of said 

sound sensors in a direction of said spatial location of said target sound signal, 

wherein said adaptive beamforming unit enhances said tm·get sound signal and 

paitially suppresses said ambient noise signals; and 

a noise reduction unit that suppresses said ambient noise signals for further 

enhancing said target sound signal. 
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Remarks 

The Present invention and the Pending Claims 

The method and system disclosed herein, in general, relates to microphone array 

design. More particularly, the method and system disclosed herein relates to enhancing a 

target sound signal from a plurality of sound signals. 

Claims 1-20 are pending from the original application. Claims 3-4 are now canceled. 

Claims 21-23 are newly added. Therefore Claims 1, 2, 3-23 are currently pending. 

Reconsideration and allowance of the pending claims is respectfully requested. 

Summary of the Office Action 

Claims 1-20 are rejected under 35 U.S.C. 103(a) as being unpatentable over Kim et al. 

(US 2009/0141907, hereinafter Kim) :in view of Choi et al (US 2004/0161121, hereinafter 

Choi). 

Amendments to the Claims 

Claims 1 and 11 are currently amended. 

Claims 3-4 are canceled. 

Claims 21-23 are newly added. 

Support for the amendment: "determining a delay between each of said sound sensors 

and an origin of said array of said sound sensors as a function of distance between each 

of said sound sensors and said origin, a predefined angle between each of said sound 

sensors and a reference axis, and an aziniuth angle between said reference axis and said 

target sound signal, when said target sound source that emits said target sound signal is 
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in a two dimensional plane, wherein sahl delay is represented in terms of number of 

samples, and wherein said determination of said delay enables beamforming for 

arbitrary numbers of said sound sensors and a plurality of arbitrary configurations of 

said array of said sound sensors" in amended claims I and 11 is found in FIGS. 3-5, and 

paragraph (0009] of applicant's original specification. 

Support for new claim 21 is found in paragraph [0063] of applicant's original 

specification. 

Support for new claims 22-23 is found in FIGS. 7 A-7C, and paragraph (0009] of 

applicant's original specification. 

The office action states: "Claims 1-20 are rejected under 35 U.S.C. 103(a) as being 

unpatentable over Kim et al. (US 2009/0141907, hereinafter Kim) in view of Choi et 

al (US 2004/0161121, hereinafter Choi)." 

In response to the above rejection, applicant submits that Kim, in view of Chol, 

does not disclose all the limitations in applicant's amended claim I. 

Applicant discloses a microphone array system comprising an array of sound 

sensors positioned in an arbitrary configuration, a sound source localization unit, an 

adaptive beamforming unit, and a noise reduction unit, is provided. The sound source 

localization unit, the adaptive beamforming unit, and the noise reduction unit are in 

operative communication with the array of sound sensors . The airny of sound sensors is, 

for example, a linear array of sound sensors, a circular array of sound sensors, or an 

ai·bitrarily distributed coplanar array of sound sensors. The airny of sound sensors 

(microphone array) receive sound signals from multiple dispai·ate sound sources. The 

method disclosed by the applicant can be applied on a microphone array with an arbitrary 

number of sound sensors having, for example, an ai·bitrary two dimensional (2D) 

configuration. The sound signals received by the sound sensors in the microphone array 

comprise the target sound signal from the tai·get sound source among the disparate sound 
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sources, and ambient noise signals. The sound source localization unit estimates a spatial 

location of the target sound signal from the received sound signals, for example, using a 

steered response power-phase transform. The adaptive beamforming unit performs 

adaptive beamforming for steering a directivity pattern of the microphone array in a 

direction of the spatial location of the target sound signal. The adaptive beamforming unit 

thereby enhances the target sound signal from the target sound source and partially 

suppresses the ambient noise signals. The noise reduction unit suppresses the ambient 

noise signals for fmther enhancing the target sound signal received from the target sound 

source (see FIGS. 2-5, and paragraphs [0007] - [0008] of applicant' s original 

specification). 

In the l imitation "determining a delay between each of said sound sensors and an 

origin of said array of said sound sensors as a function of distance between each of said 

sound sensors and said origin, a predefined angle between each of said sound sensors 

and a reference axis, and an azimuth angle between said reference axis and said target 

sound signal, when said target sound source that emits said target sound signal is in a 

two dimensional plane, wherein said delay is represented in terms of number of samples, 

and wherein said determination of said delay enables beamforming for arbitrary 

numbers of said sound sensors and a plurality of arbitrary configurations of said array of 

said sound sensors" in amended claim 1, applicant discloses a method of determining 

the delay ( T) between each of the sound sensors and the origin of the microphone 

array as a function of the distance between each of the sound sensors and the origin, 

a predefined angle between each of the sound sensors and a reference axis, and an 

azimuth angle between the reference axis and the target sound signal. Fmther, in 

paragraph [0063] of his original application, applicant discloses that the delay (T) can be 

represented as the product of the sampling frequency (fs) and the time delay (t). The 

formula disclosed is, T = f5 * t. Therefore, the distance between the sound sensors in 

the microphone array corresponds to the time used for the target sound signal to 

travel the distance and is measured by the number of samples within that time 

period. Once the delay is determined, the microphone a.nay can be aligned to enhance 

the target sound signal from a specific direction. 
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Kim discloses a method, medium and apparatus for canceling noise whereby it is 

possible to solve a conventional problem that unnecessary noise cannot be appropriately 

canceled from a sound obtained through a microphone array because of a small size of a 

digital sound obtaining apparatus having the microphone array and to overcome a 

conventional limitation that a target sound source signal cannot be accurately obtained 

due to the problem (see Kim Paragraph [0008]). A full search of Kim application does 

not reveal any teachi11g or disclosure of determining the delay (t) between each of the 

sound sensors and the origin of the microphone array as a function of the distance 

between each of the sound sensors and the origin, a predefined angle between each of the 

sound sensors and a reference axis, and an azimuth angle between the reference axis and 

the target sound signal. Further, Kim does not teach or disclose a formula for 

determining the delay. Further, Kim does not teach or disclose that the distance between 

the sound sensors in the microphone array corresponds to the time used for the target 

sound signal to travel the distance. Fmthermore, Kim does not teach or disclose 

measmement of delay (t) by the number of samples within the time period corresponding 

to sampling frequency (fs), 

Chol discloses an adaptive beamforming apparatus and method including a fixed 

beamfo1mer that compensates for time delays of M noise-containing speech signals input 

via a microphone a1rny having M microphones (Mis an integer greater than or equal to 

2), and generates a sum signal of the M compensated noise-containing speech signals; 

and a multi-channel signal separator that extracts pure noise components from the M 

compensated noise-containing speech signals using M adaptive blocking filters that are 

connected to M adaptive canceling filters in a feedback struch1re and extracts pure speech 

components from the added signal using the M adaptive canceling filters that are 

connected to the M adaptive blocking filters in the feedback structure (see Chol abstract). 

A full search of Chol publication does not reveal any teaching or disclosure of 

determining the delay ( t) between each of the sound sensors and the origin of the 

microphone array as a function of the distance between each of the sound sensors and the 

01igin, a prndefined angle between each of the sound sensorn and a reference axis, and an 
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azimuth angle between the reference axis and the target sound signal. Further, Chol does 

not disclose a formula for determining the delay. Furthermore, Chol does not teach or 

disclose that the distance between the sound sensors in the microphone array corresponds 

to the time used for the target sound signal to travel the distance. Furthermore, Chol does 

not teach or disclose measurement of delay ('r) by the number of samples within the time 

peliod corresponding to sampling frequency (fs), 

Therefore, applicant submits that Kim, Chol, or a combination of Kim and Chol, 

does not teach or disclose the following limitation in amended claim l: 

"determining a delay between each of said sound sensors and an origin of said 

array of said sound sensors as a function of distance between each of said sound 

sensors and said origin, a predefined angle between each of said sound sensors 

and a reference axis, and an azimuth angle between said reference axis and said 

target sound signal, when said target sound source that emits said target sound 

signal is in a two dimensional plane, wherein said delay is represented in terms of 

number of samples, and wherein said determination of said delay enables 

beam.forming.for arbitrary numbers of said sound sensors and a plurality of 

arbitrary configurations of said array of said sound sensors;" 

Applicant therefore submits that amended claim 1 is novel and non-obvious over 

a combination of Kim and Chol, and respectfuJly requests that the rejection of claim 1 

under 35 U.S.C. 103(a) be reconsidered and withdrawn. 

Amended claim 11 is a system claim corresponding to the amended method claim 

1 and has the same functionality. Since amended claim l is novel and non-obvious over a 

combination of Kjm and Chol, amended claim 11 is also novel and non-obvious over a 

combination of Kim and Chol. Applicant therefore respectfully requests that the rejection 

of claim 11 under 35 U.S .C. 103(a) be reconsidered and withdrawn. 

Claims 2, 5-10, and 21 are dependent on amended claim 1. Since amended claim 

1 is novel and non-obvious over a combination of Kim and Chol, dependent claims 2, 5-
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10, and 21 are also novel and non-obvious over a combination of Kim and Chol. 

Applicant therefore respectfully requests that the rejection of claims 2, 5-10, and 21 

under 35 U.S.C. 103(a) be reconsidered and withdrawn. 

Claims 12-20 are dependent on amended claim 11. Since amended claim 11 is 

novel and non-obvious over a combination of Kim and Chol, dependent claims 12-20 are 

also novel and non-obvious over a combination of Kim and Chol. Applicant therefore 

respectfully requests that the rejection of claims 12-20 under 35 U.S.C. 103(a) be 

reconsidered and withdrawn. 

New claims 22 and 23 are functionally the same as amended claims 1 and 11 

respectively except that the target sound source that emits said target sound signal is in a 

three dimensional plane. Since amended claims 1 and 11 are novel and non-obvious over 

a combination of Kim and Chol, new claims 22 and 23 are also novel and non-obvious 

over a combination of Kim and Chol. 

Conclusion 

Applicant respectfully requests that a timely Notice of Allowance be issued in this 

case. In the interest of compact prosecution, if the prosecution of the application can be 

advanced or if a claim may be made potentially allowable by an Examiner's amendment, 

applicant requests Examiner Zhao to call the undersigned with the proposed amendment. 

Date: May 09, 2014 

C01Tespondence Address 
Lipton, Weinberger & Husick 
36 Greenleigh Drive 
Sewell, NJ 08080 
Phone: 856-266-5145 
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/a tankha/ 
Ashok Tankha 
Attorney For Applicant 
Reg. No. 33,802 
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Fax: 856-374-0246 

E-mail: ash@ipprocure.com 
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Application/Control Number: 13/049,877 

Art Unit: 2653 

DETAILED ACTION 

1. The present application is being examined under the pre-AIA first to invent 

provisions. 

Information Disclosure Statement 

Page 2 

2. The information disclosure statement (IDS) was submitted on March 16, 2011 , 

and is in compliance with the provisions of 37 CFR 1.97. Accordingly, the information 

disclosure statement is being considered by the examiner. 

Claim Rejections - 35 USC§ 103 

3. The following is a quotation of 35 U.S.C. 103(a) which forms the basis for all 

obviousness rejections set forth in this Office action: 

(a} A patent may not be obtained though the invention is not identically disclosed or described as 
set forth in section 102 of this title, if the differences between the subject matter sought to be 
patented and the prior art are such that the subject matter as a whole would have been obvious 
at the time the invention was made to a person having ordinary skill in the art to which said 
subject matter pertains. Patentability shall not be negatived by the manner in which the invention 
was made. 

4. Claims 1-20 are rejected under 35 U.S.C. 103(a) as being unpatentable over Kim 

et al. (US 2009/0141907, hereinafter Kim) in view of Chol et al. (US 2004/0161121, 

hereinafter Chol). 

Regarding claim 11 , Kim teaches 

A system for enhancing a target sound signal from a plurality of sound signals, 

comprising: 

an array of sound sensors (figure 6, reference 600 of Kim) positioned in an 

arbitrary configuration, wherein said sound sensors receive said sound signals from a 

plurality of disparate sound sources, wherein said received sound signals comprise said 
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target sound signal from a target sound source among said disparate sound sources, 

and ambient noise signals (figure 2, reference 210 of Kim); 

a sound source localization unit that estimates a spatial location of said target 

sound signal from said received sound signals (figure 6, reference 640 of Kim); 

an adaptive beamforming unit that steers directivity pattern of said array of said 

sound sensors in a direction of said spatial location of said target sound signal, wherein 

said adaptive beamforming unit enhances said target sound signal and partially 

suppresses said ambient noise signals (figure 6, references 621 and 622 of Kim); and 

a noise reduction unit that suppresses said ambient noise signals for further 

enhancing said target sound signal (figure 6, reference 630 of Kim). 

However, though Kim teaches a detailed method and apparatus for canceling 

noise from a sound signal input through microphones, it doesn't specifically teach that 

the sound source localization unit is directly connected to the microphone array, which 

is an obvious choice for the designers. 

Chol teaches an adaptive beamforming apparatus and method that includes a 

fixed beamformer that compensates for time delays of M noise-containing speech 

signals input via a microphone array having M microphones. Specifically, Chol teaches 

that the time delay estimator 413 obtains the correlation of the speech signals 

x.sub.1 (k), x.sub.2(k) and x.sub.M(k) directly from the microphone array. Here, the time 

delay estimator 413 may calculate time delays of speech signals using various methods 

besides the calculation of the correlation (figure 4, reference 413 as the localization unit; 

see paragraph 36 of Chol). 
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Therefore it would have been obvious for one of ordinary skill in the art at the 

time of invention to utilize the teachings as in Kim with the teachings as in Chol. The 

motivation for doing so would have been to directly locate the position of the sound 

source (paragraph 5 of Chol). 

Regarding claim 12, Kim further teaches that the signal synthesis unit 500 

includes a window function 510, a signal transformation unit 520, a synthesis unit 530, 

an inverse signal transformation unit 540, and a frame accumulation unit 550. While the 

generated high-frequency target signal is a signal of the time domain, the low-frequency 

target signal generated using a phase difference is a signal of the frequency domain. 

Thus, it is necessary to transform the high-frequency target signal into a signal of the 

frequency domain (figure 5; paragraph 65 of Kim). 

Regarding claims 13-15, Kim further teaches that the high-frequency target 

signal generation unit 221 obtains a high-frequency target signal by canceling a noise 

signal from the filtered high-frequency signal using a beamforming method. As 

described previously, beamforming is used to amplify or extract a sound source signal, 

i.e., a target signal, radiated from a sound source located in a particular direction 

through a microphone array. To this end, a beam pattern formed through the 

microphone array and signal information input to each individual microphone of the 

microphone array are used. Various beamforming methods such as a fixed 

beamforming method or an adaptive beamforming method have been introduced to 

obtain the signal information, and various algorithms for extracting a target signal from 
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an input signal using the beamforming methods have been developed (paragraph 38 of 

Kim). 

Regarding claim 16, Kim further teaches that the microphone array 200 obtains 

sound source signals. A way to control the microphone array 200, e.g., the direction of a 

sound source or the magnitude of a sound source signal, can be designed variously 

according to a situation in which and a goal for which the current embodiment of the 

present invention is implemented (paragraph 30 of Kim). 

Regarding claim 17, Kim further teaches that a method of recognizing the 

dominant signal characteristic may be executed by specifying a direction of a sound 

source having a large objective measurement value, such as a large signal to noise 

ratio (SNR), of a sound source signal, as a target sound source direction. For the 

measurement, various sound source position searching methods such as a time delay 

of arrival (TDOA) method, a beamforming method, and a high-resolution spectral 

analysis method have been introduced. Hereinafter, the sound source position 

searching methods will be described in brief (paragraph 71 of Kim). 

Regarding claims 18-19, Kim further teaches that it is possible to accurately 

obtain a target sound source signal by minimizing signal distortion occurring in a low

frequency band in a digital sound obtaining apparatus having a small-size microphone 

array and accurately canceling or attenuating unnecessary noise (paragraph 84 of Kim). 

Regarding claim 20, Kim further teaches that the direction detection unit 640 

detects a direction of a sound source from which input signals obtained through a 

microphone array 600 are radiated. In order to obtain a direction of each of sound 
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sources for sound source signals input from the sound sources, input directions of the 

sound source signals are detected using time delays between the input signals. In other 

words, the direction detection unit 640 searches for a sound source signal having a 

dominant signal characteristic that a gain or a sound pressure is large from neighboring 

scattered sound sources, in order to detect a direction of a corresponding sound source 

(paragraph 71 of Kim). 

Regarding claims 1-10, method claims 1-1 Oare rejected for the same reasons 

as the apparatus claims previously discussed, since the recited elements would perform 

the claimed steps. 

Conclusion 

5. The prior art made of record and not rel ied upon is considered pertinent to 

applicant's disclosure. Applicant is required under 37 C.F .R. § 1.11 1 (c) to consider 

these references fully when responding to this action. It is noted that any citation to 

specific pages, columns, lines, or figures in the prior art references and any 

interpretation of the references should not be considered to be limiting in any way. A 

reference is relevant for all it contains and may be relied upon for all that it would have 

reasonably suggested to one having ordinary skill in the art. In re Heck, 699 F.2d 1331 , 

1332-33, 216 U.S.P.Q. 1038, 1039 (Fed. Cir. 1983) (quoting In re Lemelson, 397 F.2d 

1006, 1009, 158 U.S.P.Q. 275, 277 (C.C.P.A. 1968)). 

Amiri et al. (US 2003/0204397, hereinafter Amiri) teaches a beamformer for 

outputting an enhanced signal to a speech recognition system. Specifically, Amiri 

teaches a plurality (n) of microphone signals from array 1 are applied to the localization 
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algorithm 3, which immediately begins to calculate the position of a person talking. The 

microphone signals are also fed into FIFO buffers 5, which introduce an equal delay to 

all channels before the signals are transmitted to the beamformer 7. The FIFO buffers 5 

are preferably implemented in DSP software using a circular buffer in RAM. This well

known method requires that two pointers are provided: one points to the next input 

sample and the other points to the next output sample. DSP code manages the pointers 

to ensure that the pointers do not cross, thereby avoiding an overflow or underflow 

condition, as is well understood in the art. As discussed above, the delay conforms to 

the maximum amount of time needed by the localization algorithm 3 to find the position 

of the talker. Thus, the localized signal output from beamformer 7 is enhanced for 

application to a speech detection algorithm (not shown). As discussed above, this 

configuration should only be used when speech recognition is being applied to the 

handsfree telephone output (i.e. the output of beamformer 7). It is desirable that there 

should be no unnecessary added delay (i.e. the microphone signals should be routed 

directly to the beamformer 7) during normal (human) handsfree conversation. As 

discussed below, the FIFO delay can be reduced to zero during periods of silence 

(figure 1, reference 3; paragraph 12 of Amiri). 

Any inquiry concerning this communication or earlier communications from the 

examiner should be directed to EUGENE ZHAO whose telephone number is (571 )270-

1649 (Email: xuejun.zhao@uspto.gov). The examiner can normally be reached on 

8:00AM-4:30PM. 

Page 32



Application/Control Number: 13/049,877 

Art Unit: 2653 

Page 8 

If attempts to reach the examiner by telephone are unsuccessful, the examiner's 

supervisor, Fan Tsang can be reached on (571 )272-7547. The fax phone number for 

the organization where this application or proceeding is assigned is 571-273-8300. 

Information regarding the status of an application may be obtained from the 

Patent Application Information Retrieval (PAIR) system. Status information for 

published applications may be obtained from either Private PAIR or Public PAIR. 

Status information for unpublished applications is available through Private PAIR only. 

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should 

you have questions on access to the Private PAIR system, contact the Electronic 

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a 

USPTO Customer Service Representative or access to the automated information 

system, call 800-786-9199 (IN USA OR CANADA) or 571-272-1000. 

/EUGENE ZHAO/ 
Examiner, Art Unit 2653 
Work phone: (571) 270-1649 
/FAN TSANG/ 
Supervisory Patent Examiner, Art Unit 2653 
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MICROPHONE ARRAY SYSTEM 

CROSS REFERENCE TO RELATED APPLICATIONS 

[0001] This application claims the benefit of provisional patent application number 

61/403,952 titled "Microphone a.tTay design and implementation for telecommunications 

and handheld devices", filed on September 24, 2010 in the United States Patent and 

Trademai·k Office. 

[0002] The specification of the above referenced patent application is incorporated 

herein by reference in its entirety. 

BACKGROUND 

[0003] Microphones constitute an impo11ant element in today's speech acquisition 

devices. CmTently, most of the hands-free speech acquisition devices, for example, 

mobile devices, lapels, headsets, etc., conve1t sound into electrical signals by using a 

microphone embedded within the speech acquisition device. However, the paradigm of a 

single microphone often does not work effectively because the microphone picks up 

many ambient noise signals in addition to the desired sound, specifically when the 

distance between a user and the microphone is more than a few inches. Therefore, there is 

a need for a microphone system that operates under a variety of different ambient noise 

conditions and that places fewer constraints on the user with respect to the microphone, 

thereby eliminating the need to wem the microphone or be in close proximity to the 

microphone. 

[0004] To mitigate the drawbacks of the single microphone system, there is a need for a 

microphone array that achieves directional gain in a preferred spatial direction while 

suppressing ambient noise from other directions. Conventional microphone arrays 

include a.tTays that ai·e typically developed for applications such as radar and sonm, but 

are generally not suitable for hands-free or handheld speech acquisition devices. The 
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main reason is that the desired sound signal has an extremely wide bandwidth relative to 

its center frequency, thereby rendering conventional narrowband techniques employed in 

the conventional microphone arrays unsuitable. In order to cater to such broadband 

speech applications, the array size needs to be vastly increased, making the conventional 

microphone an-ays large and bulky, and precluding the conventional microphone arrays 

from having broader applications, for example, in mobile and handheld communication 

devices. There is a need for a microphone a.1Tay system that provides an effective 

response over a wide spectrum of frequencies while being unobh·usive in te1ms of size. 

[0005] Hence, there is a long felt but unresolved need for a broadband microphone 

array and broadband beamforming system that enhances acoustics of a desired sound 

signal while suppressing ambient noise signals. 

SUMMARY OF THE INVENTION 

[0006] This summary is provided to introduce a selection of concepts in a simplified 

form that are fuither described in the detailed description of the invention. This summary 

is not intended to identify key or essential inventive concepts of the claimed subject 

matter, nor is it intended for determining the scope of the claimed subject matter. 

[0007] The method and system disclosed herein addresses the above stated need for 

enhancing acoustics of a target sound signal received from a target sound source, while 

suppressing ambient noise signals. As used herein, the te1m " target sound signal" refers 

to a sound signal from a desired or target sound source, for example, a person's speech 

that needs to be enhanced. A microphone array system comprising an airny of sound 

sensors positioned in an arbitrary configuration, a sound source localization unit, an 

adaptive beamforming unit, and a noise reduction unit, is provided. The sound source 

localization unit, the adaptive beamforming unit, and the noise reduction unit are in 

operative communication with the airay of sound sensors. The an-ay of sound sensors is, 

for example, a lineai· ainy of sound sensors, a circular array of sound sensors, or an 

arbitra1ily distributed coplanar atTay of sound sensorn. The atTay of sound sensors herein 
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referred to as a "microphone ru.rny" receives sound signals from multiple dispru.·ate sound 

sources. The method di sclosed herein can be applied on a microphone ru.-ray with an 

arbitrru.·y number of sound sensors havjng, for example, an ru.-bitrary two dimensional (2D) 

configuration. The sound signals received by the sound sensors in the microphone array 

compdse the target sound signal from the tru.·get sound source among the disparate sound 

sources, and ambient noise signals. 

[0008] The sound source localization unit estimates a spatial location of the target 

sound signal from the received sound signals, for example, using a steered response 

power-phase transform. The adaptive beamforming unit petforms adaptive beamforming 

for steering a directivity pattern of the microphone atTay in a direction of the spatial 

location of the target sound signal. The adaptive beamforming unit thereby enhances the 

target sound signal from the target sound source and partially suppresses the ambient 

noise signals. The noise reduction unit suppresses the ambient noise signals for fu1ther 

enhancing the target sound signal received from the target sound source. 

[0009] In an embodiment where the target sound source that emits the tru.·get sound 

signal is in a two dimensional plane, a delay between each of the sound sensors and an 

origin of the microphone array is determined as a function of distance between each of 

the sound sensors and the origin, a predefined angle between each of the sound sensors 

and a reference axis, and an azimuth angle between the reference axis and the target 

sound signal. h1 ru.1other embodiment where the target sound source that emits the target 

sound signal is in a three dimensional plane, the delay between each of the sound sensors 

and the 01igin of the microphone array is dete1mined as a function of distance between 

each of the sound sensors and the origin, a predefined angle between each of the sound 

sensors and a first reference axis, an elevation angle between a second reference axis and 

the tru.·get sound signal, and an azimuth angle between the first reference axis and the 

target sound signal. This method of determining the delay enables beamforming for 

arbitrary numbers of sound sensors and multiple ru.·bitrary microphone array 

configurations. The delay is dete1mined, for example, in terms of number of samples. 
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Once the delay is determined, the microphone array can be aligned to enhance the target 

sound signal from a specific direction. 

[0010) The adaptive beamforming unit comprises a fixed beamformer, a blocking 

matrix, and an adaptive filter. The fixed beamfo1mer steers the directivity pattern of the 

microphone an-ay in the direction of the spatial location of the target sound signal from 

the target sound source for enhancing the target sound signal, when the target sound 

source is in motion. The blocking matlix feeds the ambient noise signals to the adaptive 

filter by blocking the target sound signal from the target sound source. The adaptive filter 

adaptively filters the ambient noise signals in response to detecting the presence or 

absence of the target sound signal in the sound signals received from the disparate sound 

sources. The fixed beamformer performs fixed beamfonning, for example, by filtering 

and summing output sound signals from the sound sensors. 

[0011] In an embodiment, the adaptive filtering comprises sub-band adaptive filtering. 

The adaptive filter comprises an analysis filter bank, an adaptive filter mahix, and a 

synthesis filter bank. The analysis filter bank splits the enhanced target sound signal from 

the fixed beamformer and the ambient noise signals from the blocking matrix into 

multiple frequency sub-bands. The adaptive filter matrix adaptively filters the ambient 

noise signals in each of the frequency sub-bands in response to detecting the presence or 

absence of the target sound signal in the sound signals received from the disparate sound 

sources. The synthesis filter bank synthesizes a full-band sound signal using the 

frequency sub-bands of the enhanced target sound signal. In an embodiment, the adaptive 

beamforming unit further comp1ises an adaptation control unit for detecting the presence 

of the target sound signal and adjusting a step size for the adaptive filteting in response to 

detecting the presence or the absence of the target sound signal in the sound signals 

received from the disparate sound sources. 

[0012] The noise reduction unit suppresses the ambient noise signals for fu1ther 

enhancing the target sound signal from the target sound source. The noise reduction unit 

pe1fo1ms noise reduction, for example, by using a Wiener-filter based noise reduction 
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algorithm, a spectral subtraction noise reduction algorithm, an auditory transform based 

noise reduction algorithm, or a model based noise reduction algorithm. The noise 

reduction unit performs noise reduction in multiple frequency sub-bands employed for 

sub-band adaptive beamforming by the analysis filter bank of the adaptive beamforming 

unit. 

[0013] The microphone a1rny system disclosed herein comprising the microphone a1rny 

with an arbitrary number of sound sensors positioned in arbitrary configurations can be 

implemented in handheld devices, for example, the iPad® of Apple Inc., the iPhone® of 

Apple Inc., sma1t phones, tablet computers, laptop computers, etc. The microphone array 

system disclosed herein can fwther be implemented in conference phones, video 

conferencing applications, or any device or equipment that needs better speech inputs. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0014] The foregoing summary, as well as the following detailed description of the 

invention, is better understood when read in conjunction with the appended drawings. For 

the purpose of illustrating the invention, exemplary constructions of the invention are 

shown in the drawings. However, the invention is not limited to the specific methods and 

instrumentalities disclosed herein. 

[0015] FIG. 1 illustrates a method for enhancing a target sound signal from multiple 

sound signals. 

[0016] FIG. 2 illustrates a system for enhancing a target sound signal from multiple 

sound signals. 

[0017] FIG. 3 exemplarily illustrates a microphone array configuration showing a 

microphone rurny having N sound sensors arbitrarily distributed on a circle. 
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[0018] FIG. 4 exemplarily illustrates a graphical representation of a filter-and-sum 

beamforming algo1ithm for determining output of the microphone a1rny having N sound 

sensors. 

[0019] FIG. 5 exemplruily illustrates distances between an 01igin of the microphone 

array and sound sensor M1 and sound sensor M3 in the circular microphone mrny 

configuration, when the target sound signal is at an angle 0 from the Y-axis. 

[0020] FIG. 6A exemplru·ily illustrates a table showing the distance between each sound 

sensor in a circulru· microphone rurny configuration from the origin of the microphone 

rurny, when the target sound source is in the same plane as that of the microphone ru·ray. 

[0021] FIG. 6B exemplarily illustrates a table showing the relationship of the position 

of each sound sensor in the circulm· microphone array configuration and its distance to 

the origin of the microphone ru-ray, when the tru·get sound source is in the same plane as 

that of the microphone array. 

[0022] FIG. 7A exemplarily illustrates a graphical representation of a microphone 

array, when the target sound source is in a three dimensional plane. 

[0023] FIG. 7B exemplarily illustrates a table showing delay between each sound 

sensor in a circular microphone array configuration and the oligin of the microphone 

a1rny, when the target sound source is in a three dimensional plane. 

[0024] FIG. 7C exemplarily iUustrates a three dimensional working space of the 

microphone ru-ray, where the target sound signal is incident at an elevation angle 'I'< .n. 

[0025] FIG. 8 exemplru·ily illustrates a method for estimating a spatial location of the 

target sound signal from the target sound source by a sound source localization unit using 

a steered response power-phase transform. 
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[0026] FIG. 9A exemplarily illustrates a graph showing the value of the steered 

response power-phase transform for every 10°. 

[0027] FIG. 9B exemplarily illustrates a graph representing the estimated target sound 

signal from the target sound source. 

[0028] FIG. 10 exemplarily illustrates a system for pe1forming adaptive beamforming 

by an adaptive beamfo1ming unit. 

[0029] FIG. 11 exemplaiily illustrates a system for sub-band adaptive filtering. 

[0030] FIG. 12 exemplarily illustrates a graphical representation showing the 

pe1formance of a pe1fect reconstruction filter bank. 

[0031] FIG. 13 exemplaiily illustrates a block diagram of a noise reduction unit that 

peliorms noise reduction using a Wiener-filter based noise reduction algorithm. 

[0032] FIG. 14 exemplarily illustrntes a hardware implementation of the microphone 

array system. 

[0033] FIGS. 15A-15C exemplarily illustrate a conference phone complising an eight

sensor microphone a1ny. 

[0034] FIG. 16A exemplmily illustrates a layout of an eight-sensor microphone array 

for a conference phone. 

[0035] FIG. 16B exemplarily iUustrates a graphical representation of eight spatial 

regions to which the eight-sensor microphone array of FIG. 16A responds. 
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[0036] FIGS. 16C-16D exemplari]y illustrate computer simulations showing the 

steering of the diJectivity patterns of the eight-sensor microphone array of FlG. 16A in 

the directions of 15° and 60° respectively, in the frequency range 300 Hz to 5 kHz. 

[0037] FIGS. 16E-16L exemplmily illustrate graphical representations showing the 

directivity patterns of the eight-sensor microphone a1Tay of FIG. 16A in each of the eight 

spatial regions, where each directivity pattern is an average response from 300Hz to 

5000Hz. 

[0038] FIG. 17 A exemplaril y illustrates a graphical representation of four spatial 

regions to which a four-sensor microphone array for a wireless handheld device responds. 

[0039] FIGS. 17B-17I exemplarily illustrate computer simulations showing the 

directivity patterns of the four-sensor microphone a1rny of FIG. 17 A with respect to 

azimuth and frequency. 

[0040] FIGS. 18A-18B exemplm-ily illustrate a microphone array configuration for a 

tablet computer. 

[0041] FIG. 18C exemplarily illustrates an acoustic beam formed using the microphone 

mrny configuration of FIGS. 18A-18B according to the method and system disclosed 

herein. 

[0042] FIGS . 18D-lSG exemplalily illustrate graphs showing processing results of the 

adaptive beamforrning u nit and the noise reduction unit for the microphone a1rny 

configuration of FIG. 18B, in both a time domain and a spectral domain for the tablet 

computer. 

[0043] FIGS. 19A-19F exemplarily illustrate tables showing different microphone an-ay 

configurations and the co1Tesponding values of delay 'tn for the sound sensors in each of 

the microphone mTay configmations. 
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DETAILED DESCRJPTION OF THE fNYENTION 

[0044) FIG. 1 il1ustrates a method for enhancing a target SOlmd signal from multiple 

sound signals. As used herein, the te1m "target sound signal" refers to a desired sound 

signal from a desired or target sound source, for example, a person's speech that needs to 

be enhanced. The method disclosed herein provides 101 a microphone aiTay system 

comp1ising an aiTay of sound sensors positioned in an arbitrary configuration, a sound 

source localization unit, an adaptive beamforming unit, and a noise reduction unit. The 

sound source localization unit, the adaptive beamforming unit, and the noise reduction 

unit are in operative communication with the array of sound sensors. The microphone 

array system disclosed herein employs the airny of sound sensors positioned in an 

arbitrary configuration, the sound source localization unit, the adaptive beamfo1ming 

unit, and the noise reduction unit for enhancing a target sound signal by acoustic beam 

fo1ming in the direction of the target sound signal in the presence of ambient noise 

signals. 

[0045] The a1rny of sound sensors herein refe1rnd to as a "microphone array" comprises 

multiple or an arbitrary number of sound sensors, for example, microphones, operating in 

tandem. The microphone array refers to an array of an arbitrary number of sound sensors 

positioned in an arbitrary configuration. The sound sensors are transducers that detect 

sound and conve1i the sound into electdcal signals. The sound sensors are, for example, 

condenser microphones, piezoelectric microphones, etc. 

[0046] The sound sensors receive 102 sound signals from multiple disparate sound 

sources and directions. The target sound source that emits the target sound signal is one 

of the disparate sound sources. As used herein, the term "sound signals" refers to 

composite sound energy from multiple disparate sound sources in an environment of the 

microphone ruTay. The sound signals complise the tru·get sound signal from the tru·get 

sound source and the ambient noise signals. The sound sensors ai·e positioned in an 

arbitrary planai· configuration herein refe1Ted to as a "microphone an-ay configuration", 
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for example, a linear configuration, a circular configmation, any arbitrarily distributed 

coplanar array configuration, etc. By employing beamforming according to the method 

disclosed herein, the microphone array provides a higher response to the target sound 

signal received from a pa1ticular direction than to the sound signals from other directions. 

A plot of the response of the microphone aiwy versus frequency and direction of ru.Tival 

of the sound signals is refe1Ted to as a directivity pattern of the microphone a1rny. 

[0047] The sound source localization unit estimates 103 a spatial location of the target 

sound signal from the received sound signals. In an embodiment, the sound source 

localization unit estimates the spatial location of the target sound signal from the target 

sound source, for example, using a steered response power-phase transform as disclosed 

in the detailed description of FIG. 8. 

[0048] The adaptive beamforming unit pe1fo1ms adaptive beamforming 104 by steering 

the directivity pattern of the microphone a1rny in a direction of the spatial location of the 

target sound signal, thereby enhancing the target sound signal, and paitially suppressing 

the ambient noise signals. Beamforming refers to a signal processing technique used in 

the microphone a1rny for directional signal reception, that is, spatial filtering. This spatial 

filtering is achieved by using adaptive or fixed methods. Spatial filtering refers to 

separating two signals with overlapping frequency content that originate from different 

spatial locations. 

[0049] The noise reduction unit pe1fo1ms noise reduction by further suppressing 105 

the ambient noise signals and thereby fmther enhancing the target sound signal. The 

noise reduction unit performs the noise reduction, for example, by using a Wiener-filter 

based noise reduction algodthm, a spectral subtraction noise reduction algorithm, an 

auditory transform based noise reduction algorithm, or a model based noise reduction 

algorithm. 

[0050] FIG. 2 illustrates a system 200 for enhancing a target sound signal from multiple 

sound signals. The system 200, herein refeITed to as a "microphone aiwy system", 
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comprises the array 201 of sound sensors positioned in an arbitrary configuration, the 

sound source localization unit 202, the adaptive beamforrnfog unit 203, and the noise 

reduction unit 207. 

[0051] The aiTay 201 of sound sensors, herein refe1i-ed to as the "microphone array" is 

in operative communication with the sound source localization unit 202, the adaptive 

beamforming unit 203, and the noise reduction unit 207. The microphone a1rny 201 is, 

for example, a linear array of sound sensors, a circular an-ay of sound sensors, or an 

arbitrai·ily distributed coplanar array of sound sensors. The microphone array 201 

achieves directional gain in any preferred spatial direction and frequency band while 

suppressing signals from other spatial directions and frequency bands. The sound sensors 

receive the sound signals comprising the target sound signal and ambient noise signals 

from multiple disparate sound sow·ces, where one of the dispai·ate sound sources is the 

tai·get sound source that emits the tai·get sound signal. 

[0052] The sound source localization unit 202 estimates the spatial location of the target 

sound signal from the received sound signals. Jn an embodiment, the sound source 

localization unit 202 uses, for example, a steered response power-phase transform, for 

estimating the spatial location of the tai·get sound signal from the target sound source. 

[0053] The adaptive beamforming unit 203 steers the directivity pattern of the 

microphone mrny 201 in a direction of the spatial location of the tm·get sound signal, 

thereby enhancing the target sound signal and partially suppressing the ambient noise 

signals. The adaptive beamforming unit 203 comp1ises a fixed beamfo1mer 204, a 

blocking matrix 205, and an adaptive filter 206 as disclosed in the detailed desctiption of 

FIG. 10. The fixed beamformer 204 performs fixed beamforming by filtering and 

summing output sound signals from each of the sound sensors in the microphone array 

201 as disclosed in the detailed description of FIG. 4. In an embodiment, the adaptive 

filter 206 is implemented as a set of sub-band adaptive filters. The adaptive filter 206 

complises an analysis filter bank 206a, an adaptive filter mattix 206b, and a synthesis 

filter bank 206c as disclosed in the detailed description of FIG. 11. 
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[0054] The noise reduction unit 207 further suppresses the ambient noise signals for 

further enhancing the target sound signal. The noise reduction w1it 207 is, for example, a 

Wiener-filter based noise reduction unit, a spectral subtraction noise reduction unit, an 

auditory transform based noise reduction unit, or a model based noise reduction unit. 

[0055] FIG. 3 exemplarily illustrates a microphone array configuration showing a 

microphone array 201 having N sound sensors 301 arbitrarily distributed on a circle 302 

with a diameter "d", where "N" refers to the number of sound sensors 301 in the 

microphone array 201. Consider an example where N = 4, that is, there are four sound 

sensors 301 Mo, M1, M2, and M3 in the microphone array 201. Each of the sound sensors 

301 is positioned at an acute angle " <1>0 " from a Y-axis, where <1>0 2'. 0 and n=O, 1, 2, ... N-

1. In an example, the sound sensor 301 Mo is positioned at an acute angle <1>0 from the Y -

axis; the sound sensor 301 M1 is positioned at an acute angle <l> 1 from the Y-axis; the 

sound sensor 301 M2 is positioned at an acute angle <1>2 from the Y-axis; and the sound 

sensor 301 M3 is positioned at an acute angle <l>3 from the Y-axis. A filter-and-sum 

beamforming algorithm determines the output "y" of the microphone array 201 having N 

sound sensors 301 as disclosed in the detailed description of FIG. 4. 

[0056] FIG. 4 exemplarily illustrates a graphical representation of the filter-and-sum 

beamforming algorithm for determining the output of the microphone a1Tay 201 having N 

sound sensors 301. Consider an example where the target sound signal from the target 

sound source is at an angle 0 with a normalized frequency c.o. The microphone array 

configuration is arbitrary in a two dimensional plane, for example, a circular rurny 

configuration where the sound sensors 301 Mo, M1, M2, ... , MN, MN-I of the microphone 

ru-ray 201 are arbitrarily positioned on a circle 302. The sound signals received by each of 

the sound sensors 301 in the microphone airny 201 ru·e inputs to the microphone array 

201. The adaptive beamforming unit 203 employs the filter-and-sum beamformjng 

algolithm that applies independent weights to each of the inputs to the microphone airny 

201 such that directivity pattern of the microphone airny 201 is steered to the spatial 
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location of the target sound signal as determined by the sound source localization unit 

202. 

[0057) The output "y" of the microphone array 201 having N sound sensors 301 is the 

filter-and-sum of the outputs of the N sound sensors 301. That is, 

"'"' N - t T . !h T y = L.. n;o w,, x,, , where x,, 1s the output of the (n+ 1) sound sensor 301, and w,, 

denotes a transpose of a length-L filter applied to the (n+l)th sound sensor 301. 

[0058) The spatial directivity pattern R (ro, 0) for the target sound signal from angle 0 

with normalized frequency OJ is defined as: 

H (m,B) = Y(OJ,B) = z;wn(m)Xn(m,B) 

X(m,B) X(m,B) 
(1) 

where Xis the signal received at the origin of the circular microphone array 201 and Wis 

the frequency response of the real-valued finite impulse response (FIR) filter w. If the 

target sound source is far enough away from the microphone array 201, the difference 

between the signal received by the (n+ l)th sound sensor 301 "x0 " and the oligin of the 

microphone array 201 is a de) a y r,,; that is, X n ( aJ, -r) = X ( aJ, fJ)e - jan" . 

[0059) FIG. 5 exemplalily illustrates distances between an origin of the microphone 

array 201 and the sound sensor 301 M1 and the sound sensor 301 M3 in the circular 

microphone array configuration, when the target sound signal is at an angle 0 from the Y

axis. The microphone array system 200 disclosed herein can be used with an arbitrary 

directivity pattern for arbitrarily distributed sound sensors 301. For any specific 

microphone array configuration, the parameter that is defined to achieve beamformer 

coefficients is the value of delay 'to fm each sound sensor 301. To define the value of 'tn, 

an origin or a reference point of the microphone array 201 is defined; and then the 

distance d0 between each sound sensor 301 and the oligin is measured, and then the angle 

<D0 of each sound sensor 301 biased from a vertical axis is measW'ed. 
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[0060] For example, the angle between the Y-axis and the line joining the origin and 

the sound sensor 301 Mo is <t>o. the angle between the Y-axis and the line joining the 

origin and the sound sensor 301 M1 is <P1• the angle between the Y-axis and the line 

joining the oligin and the sound sensor 301 M2 is <t:>2• and the angle between the Y-axis 

and the line joining the oligin and the sound sensor 301 M3 is <D3. The distance between 

the 01i gin O and the sound sensor 301 M 1• and the oligin O and the sound sensor 301 M3 

when the incoming target sound signal from the target sound source is at an angle 0 from 

the Y-axis is denoted as t1 and t 3, respectively. 

[0061] For purposes of illustration, the detailed desc1iption refers to a cfrcular 

microphone array configuration; however, the scope of the microphone array system 200 

disclosed herein is not limited to the circular microphone airny configuration but may be 

extended to include a linear mTay configuration, an arbitrarily distlibuted coplanai· a1rny 

configuration, or a microphone array configuration with any arbitrary geometry. 

[0062] FIG. 6A exemplarily illustrates a table showing the distance between each sound 

sensor 301 in a circular microphone array configuration from the origin of the 

microphone array 201, when the target sound source is in the same plane as that of the 

microphone array 201. The distance measured in meters and the corresponding delay (-r) 

measured in number of samples is exemplai·ily illustrated in FIG. 6A. In an embodiment 

where the target sound source that emits the target sound signal is in a two dimensional 

plane, the delay (-c) between each of the sound sensors 301 and the 01igin of the 

microphone array 201 is determined as a function of distance (d) between each of the 

sound sensors 301 and the origin, a predefined angle (<t>) between each of the sound 

sensors 301 and a reference axis (Y) as exemplarily illustrated in FIG. 5, and an azimuth 

angle (0) between the reference axis (Y) and the target sound signal. The determined 

delay (-t) is represented in terms of number of samples. 

[0063] If the tai·get sound source is far enough from the microphone a1Tay 201, the time 

delay between the signal received by the (n+ lYh sound sensor 301 "xn" and the origin of 
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the microphone array 201 is herein denoted as " t" measured in seconds. The sound 

signals received by the microphone rurny 201, which are in analog form are converted 

into digital sound signals by sampling the analog sound signals at a particular frequency, 

for example, 8000 Hz. That is, the number of samples in each second is 8000. The delay -r 

can be represented as the product of the sampling frequency (fs) and the time delay (t). 

That is, -r = fs *t. Therefore, the distance between the sound sensors 301 in the microphone 

ru-ray 201 co1Tesponds to the time used for the target sound signal to travel the distance 

and is measured by the number of samples within that time period. 

[0064] Consider an example where "d" is the radius of the circle 302 of the circular 

microphone array configuration, "fs" is the sampling frequency, and "c" is the speed of 

sound. FlG. 6B exemplarily illustrates a table showing the relationship of the position of 

each sound sensor 301 in the circular microphone aiTay configuration and its distance to 

the otigin of the microphone airny 201, when the target sound source is in the same plane 

as that of the microphone aiTay 201. The distance measured in meters and the 

co1Tesponding delay ('r) measured in number of samples is exemplai·ily illustrated in FIG. 

6B. 

[0065] The method of determining the delay (t) enables beamforming for arbitrary 

numbers of sound sensors 301 and multiple arbitrary microphone a1rny configurations. 

Once the delay (t) is determined, the microphone a1Tay 201 can be aligned to enhance the 

target sound signal from a specific direction. 

[0066] Therefore, the spatial directivity pattern H can be re-w1itten as: 

H(m,0)= ~~(*-jmr,cB> =Wg/._01,0) (2) 

T T T T T T where w = [wo ,w1 ,w 2 ,w3 , .•. ,WN-1 ] and 

( 0) - { i( 0) } - { -j(l)(k+-r,. (&)) } . h .· . ·- 1 NL d g OJ, - g OJ, l= l...NL, - e i=I .. NL, 1s t e steeung vectOJ , t - . . . , an 

k=mod(i-1,l) and n=floor((i-1)/L). 
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[0067] FIGS. 7 A-7C exemplarily illustrate an embodiment of a microphone rurny 201 

when the target sound source is in a three dimensional plane. In an embodiment where 

the target sound source that emits the tru·get sound signal is in a three dimensional plane, 

the delay ('r) between each of the sound sensors 301 and the 01igin of the microphone 

array 201 is determined as a function of distance (d) between each of the sound sensors 

301 and the oligin, a predefined angle (<I>) between each of the sound sensors 301 and a 

first reference axis (Y), an elevation angle ('P) between a second reference axis (Z) and 

the target sound signal, and an azimuth angle (0) between the first reference axis (Y) and 

the target sound signal. The determined delay ('r) is represented in terms of number of 

samples. The determination of the delay enables beamformjng for arbitrary numbers of 

the sound sensors 301 and multiple arbitrru·y configurations of the microphone array 201. 

[0068] Consider an example of a microphone array configuration with four sound 

sensors 301 Mo, M1, M2, and M3. FIG. 7A exemplruily illustrates a graphical 

representation of a microphone runy 201, when the target sound source in a three 

dimensional plane. As exemplarily illustrated in FIG. 7 A, the tru·get sound signal from the 

target sound source is received from the direction (lf', 0) with reference to the origin of 

the microphone array 201, where 'P is the elevation angle and 0 is the azimuth. 

[0069] FIG. 7B exemplruily illustrates a table showing delay between each sound 

sensor 301 in a circular microphone array configuration and the oligin of the microphone 

array 201, when the target sound source is in a three dimensional plru1e. The tru·get sound 

source in a three dimensional plane emits a tru·get sound signal from a spatial location ('P, 

0). The distances between the origin O and the sound sensors 301 Mo, M1 , M 2, and M3 

when the incoming target sound signal from the tru·get sound source is at an angle ('P, 0) 

from the Z-axis and the Y-axis respectively, are denoted as -co, -c 1, -c2 , and -c3 respectively. 

When the spatial location of the target sound signal moves from the location lf' = 90° to a 

location 'P =0°, sin ('P) changes from 1 to 0, and as a result, the difference between each 

sound sensor 301 in the microphone ru-ray 201 becomes smaller and smaller. When 'P=0°, 

there is no difference between the sound sensors 301, which implies that the tru·get sound 
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signal reaches each sound sensor 301 at the same time. Taking into account that the 

sample delay between the sound sensors 301 can only be an integer, the range where all 

the sound sensors 301 are identical is determined. 

[0070] FIG. 7C exemplatily illustrates a three dimensional working space of the 

microphone atTay 201 , where the tru·get sound signal is incident at an elevation angle 'I' < 

Q, where Q is a specific angle and 'I' is a variable representing the elevation angle. When 

the target sound signal is incident at an elevation angle 'I'< Q , all four sound sensors 301 

Mo, M1, M2, and M3 receive the same target sound signal for 0°<0<360°. The delay 'tis a 

function of both the elevation angle'¥ and the azimuth angle 0. That is, 't = 't (0, '¥). As 

used herein, Q refers to the elevation angle such that all 'ti (0, Q) ru·e equal to each other, 

where i=0, 1, 2, 3, etc. The value of Q is determined by the sample delay between each of 

the sound sensorn 301 and the origin of the microphone a1rny 201. The adaptive 

beamfonning unit 203 enhances sound from this range and suppresses sound signals from 

other directions, for example, S I and S2 treating them as ambient noise signals. 

[0071] Consider a least mean square solution for beamforming according to the method 

disclosed herein. Let the spatial directivity pattern be 1 in the passband and 0 in the 

stopband. The least square cost function is defined as: 

J(w) =i i IH(w,0)-ll2 dwd8+af i IH(w,8)12 dwd0 
np ep n, e, 

= f f I H(w,0) 12 d@B+af f I H(w,8) 12 d@e-2f f Re(H(w,8)';:!@8+ f f ldm:18 
~~ ~~ ~~ ~~ 

(3) 

Replacing 

~ J' Ii T T T I H(w,0)1-= w g(w,B)g (w,0)w = w G(w,B)w = w (Giw,B)+ jG1(w,0))w= w GR(w,B)w 

andRe(H(@,0)) = wr gR(m,0) , J(w) becomes 
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J(OJ) = wT Qw-2wT a+ d , where 

Q = Jn, Je, GR(m,B)dliKlB+ afn , t , GR(m,B)daxiB 

a= f f gR(m,B)daxi0 
fo p Je, 

d = f f 1 daxi0 
fo p Jep (4) 

where g a (W, 0) = cos[OJ(k + i-,,)] and GR(m, 0) = cos[m(k - l + r ,, - r m)]. 

When di I ow= O, the cost function J is minimized. The least-square estimate of w is 

obtained by: 

w=Q-1a 
(5) 

[0072) Applying linear constrains Cw= b, the spatial response is further constrained to 

a predefined value bat angle 0r using following equation: 

= [bstartl 
w ... 

b end 

(6) 

Now, the design problem becomes: 

min 1-l Qw - 2wr a+ d subject to Cw = b 
w 

(7) 

and the solution of the constrained minimization problem is equal to: 

(8) 

where w is the filter parameter for the designed adaptive beamforming unit 203. 

[0073] In an embodiment, the beamfonning is pe1formed by a delay-sum method. In 

another embodiment, the beamf orming is pe1fo1med by a filter-sum method. 
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J(@) = w'Ow—2w'a+d_, where

O= (, [, G,(@,0)dad0 + al. | [, G,(@,0)dad@

a =|, [,. se(@.0)dade
d=| 1 dade

2, IO, (4)

where 2,(@,@) = cos[@k + T,,)] and G,(@,@) =cos[@(k —1+7, -7,,)].

When 0//dw=0, the cost function J is minimized. The least-square estimate of w is

obtained by:

w=Q"'a 5)

[0072] Applying linear constrains Cw =b, the spatial responseis further constrained to

a predefined value b at angle 0; using following equation:

Sr (Dean , 0, ) b

- = (6)

Bp (O,,49;) Dena

Now,the design problem becomes:

min wQw-2w'a+d subject to Cw=b (7)

and the solution of the constrained minimization problem is equalto:

w=Q'C'(CO"'C'Y"(b-CO"'a)+O"'a (8)
wherew isthe filter parameterfor the designed adaptive beamforming unit 203.

[0073] In an embodiment, the beamforming is performed by a delay-sum method.In

another embodiment, the beamforming is performed bya filter-sum method.
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[0074] FIG. 8 exemplarily illustrates a method for estimating a spatial location of the 

target sound signal from the target sound source by the sound source localization unit 202 

using a steered response power-phase transform (SRP-PHAT). The SRP-PHAT combines 

the advantages of sound sow-ce localization methods, for example, the time difference of 

arrival (TDOA) method and the steered response power (SRP) method. The TDOA 

method pe1fo1ms the time delay estimation of the sound signals relative to a pair of 

spatially separated sound sensors 301. The estimated time delay is a function of both the 

location of the target sound source and the position of each of the sound sensors 301 in 

the microphone array 201. Because the position of each of the sound sensors 301 in the 

microphone array 201 is predefined, once the time delay is estimated, the location of the 

target sound source can be determined. 1n the SRP method, a filter-and-sum beamforming 

algorithm is applied to the microphone array 201 for sound signals in the direction of 

each of the disparate sound sources. The location of the target sound source con-es ponds 

to the direction in which the output of the filter-and-sum beamforming has the largest 

response power. The TDOA based localization is suitable under low to moderate 

reverberation conditions. The SRP method requires sh011er analysis intervals and exhibits 

an elevated insensitivity to environmental conditions while not allowing for use under 

excessive multi-path. The SRP-PHAT method disclosed herein combines the advantages 

of the TDOA method and the SRP method, has a decreased sensitivity to noise and 

reverberations compared to the TDOA method, and provides more precise location 

estimates than existing localization methods. 

[0075] For direction ; (OS i -;:; 360 ), the delay D,~ is calculated 801 between the lh pair 

of the sound sensors 301 (t=l: all pairs). The coffelation value corrCDit ) between the lh 

pair of the sound sensors 301 co1Tesponding to the delay of D;,t is then calculated 802. 

For the direction i (0~ i::; 360 ), the correlation value is given 803 by: 

Therefore, the spatial location of the target sound signal is given 804 by: 

S = argmaxCORRc: 
0~:~3'Glli 
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[0076] FIGS. 9A-9B exemplarily illustrate graphs showing the results of sound source 

localization pe1formed using the steered response power-phase transform (SRP-PHA T). 

FIG. 9A exemp1ari1y illustrates a graph showing the value of the SRP-PHAT for every 

10°· The maximum value corresponds to the location of the target sound signal from the 

target sound source. FIG. 9B exemplarily illustrates a graph representing the estimated 

target sound signal from the target sound source and a ground truth. 

[0077] FIG. 10 exemplarily illustrates a system for pe1forming adaptive beamforming 

by the adaptive beamforming unit 203. The algorithm for fixed beamforming is disclosed 

with reference to equations (3) thsough (8) in the detailed desciiption of FIG. 4, FIGS. 

6A-6B, and FIGS. 7A-7C, which is extended herein to adaptive beamforming. Adaptive 

beamfotming refers to a beamforming process where the directivity pattern of the 

microphone array 201 is adaptively steered in the direction of a target sound signal 

emitted by a target sound source in motion. Adaptive beamforming achieves better 

ambient noise suppression than fixed beamforming. This is because the target direction of 

anival, which is assumed to be stable in fixed beamforming, changes with the movement 

of the target sound source. Moreover, the gains of the sound sensors 301 which are 

assumed uniform in fixed beamforming, exhibit significant distribution. All these factors 

reduce speech quality. On the other hand, adaptive beamforrn:ing adaptively performs 

beam steering and null steering; therefore, the adaptive beamforming method is more 

robust against steering error caused by the rurny impetfection mentioned above. 

[0078] As exemplarily illustrated in FIG. 10, the adaptive beamforming unit 203 

disclosed herein complises a fixed beamfo1mer 204, a blocking matlix 205, an adaptation 

control unit 208, and an adaptive filter 206. The fixed beamfmmer 204 adaptively steers 

the directivity pattern of the microphone array 201 in the disection of the spatial location 

of the target sound signal from the target sound source for enhancing the target sound 

signal, when the target sound somce is in motion. The sound sensors 301 in the 

microphone ruTay 201 receive the sound signals S 1, ... ,S4, which comprise both the target 

sound signal from the target sound source and the ambient noise signals. The received 

sound signals ru·e fed as input to the fixed beamfo1mer 204 and the blocking matiix 205. 
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The fixed beamformer 204 outputs a signal "b". Jn an embodiment, the fixed beamformer 

204 pe1fo1ms fixed beamforming by filtering and summing output sound signals from the 

sound sensors 301. The blocking matrix 205 outputs a signal "z" which primatily 

comprises the ambient noise signals. The blocking matrix 205 blocks the target sound 

signal from the target sound source and feeds the ambient noise signals to the adaptive 

filter 206 to minimize the effect of the ambient noise signals on the enhanced target 

sound signal. 

[0079] The output "z" of the blocking matrix 205 may contain some weak target sound 

signals due to signal leakage. If the adaptation is active when the target sound signal, for 

example, speech is present, the speech is cance11ed out with the noise. Therefore, the 

adaptation control unit 208 determines when the adaptation should be applied. The 

adaptation control unit 208 comprises a target sound signal detector 208a and a step size 

adjusting module 208b. The target sound signal detector 208a of the adaptation control 

unit 208 detects the presence or absence of the target sound signal, for example, speech. 

The step size adjusting module 208b adjusts the step size for the adaptation process such 

that when the target sound signal is present, the adaptation is slow for preserving the 

target sound signal, and when the target sound signal is absent, adaptation is quick for 

better cancellation of the ambient noise signals. 

[0080] The adaptive filter 206 is a filter that adaptively updates filter coefficients of the 

adaptive filter 206 so that the adaptive filter 206 can be operated in an unknown and 

changing environment. The adaptive filter 206 adaptively filters the ambient noise signals 

in response to detecting presence or absence of the target sound signal in the sound 

signals received from the disparate sound sources. The adaptive filter 206 adapts its filter 

coefficients with the changes in the ambient noise signals, thereby eliminating distortion 

in the target sound signal, when the target sound source and the ambient noise signals are 

in motion. In an embodiment, the adaptive filtering is pe1formed by a set of sub-band 

adaptive filters using sub-band adaptive filte1ing as disclosed in the detailed description 

of PIG. 11. 
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[0081] FIG. 11 exemplarily illustrates a system for sub-band adaptive filtering. Sub

band adaptive filtering involves separating a full-band signal into different frequency 

ranges called sub-bands prior to the filtering process. The sub-band adaptive filtering 

using sub-band adaptive filters lead to a higher convergence speed compared to using a 

full-band adaptive filter. Moreover, the noise reduction unit 207 disclosed herein is 

developed in a sub-band, whereby applying sub-band adaptive filtering provides the same 

sub-band framework for both beamforming and noise reduction, and thus saves on 

computational cost. 

[0082] As exemplarily illustrated in FIG. 11, the adaptive filter 206 comprises an 

analysis filter bank 206a, an adaptive filter matrix 206b, and a synthesis filter bank 206c. 

The analysis filter bank 206a splits the enhanced target sound signal (b) from the fixed 

beamformer 204 and the ambient noise signals (z) from the blocking matiix 205 

exemplarily illusti·ated in FIG. 10 into multiple frequency sub-bands. The analysis filter 

bank 206a pe1forms an analysis step where the outputs of the fixed beamfo1mer 204 and 

the blocking matrix 205 are split into frequency sub bands. The sub-band adaptive filter 

206 typically has a sho1ter impulse response than its full band counterpati. The step size 

of the sub-bands can be adjusted individually for each sub-band by the step-size adjusting 

module 208b, which leads to a higher convergence speed compared to using a full band 

adaptive filter. 

[0083] The adaptive filter matrix 206b adaptively filters the ambient noise signals in 

each of the frequency sub-bands in response to detecting the presence or absence of the 

target sound signal in the sound signals received from the disparate sound sources. The 

adaptive filter mattix 206b pe1forms an adaptation step, where the adaptive filter 206 is 

adapted such that the filter output only contains the target sound signal, for example, 

speech. The synthesis fil ter bank 206c synthesizes a full-band sound signal using the 

frequency sub-bands of the enhanced target sound signal. The synthesis filter bank 206c 

pelfo1ms a synthesis step where the sub-band sound signal is synthesized into a full-band 

sound signal. Since the noise reduction and the beamforming are pe1fo1med in the same 

sub-band framework, the noise reduction as disclosed in the detailed description of FIG. 
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13, by the noise reduction unit 207 is pe,formed prior to the synthesis step, thereby 

reducing computation. 

[0084] In an embodiment, the analysis f ilter bank 206a is implemented as a peifect

reconstruction filter bank, where the output of the synthesis filter bank 206c after the 

analysis and synthesis steps perfectly matches the input to the analysis filter bank 206a. 

That is, all the sub-band analysis filter banks 206a are factorized to operate on prototype 

filter coefficients and a modulation matrix is used to take advantage of the fast Fourier 

transform (FFT). Both analysis and synthesize steps require pe1forrning frequency shifts 

in each sub-band, which involves complex value computations with cosines and 

sinusoids. The method disclosed herein employs the FFr to perform the frequency shifts 

required in each sub-band, thereby minimizing the amount of multiply-accumulate 

operations. The implementation of the sub-band analysis filter bank 206a as a perfect

reconstruction filter bank ensures the quality of the target sound signal by ensuring that 

the sub-band analysis filter banks 206a do not distort the target sound signal itself. 

[0085] FIG. 12 exemplarily illustrates a graphical representation showing the 

peiformance of a pe1fect-reconstrnction filter bank. The solid line represents the input 

signal to the analysis filter bank 206a, and the circles represent the output of the synthesis 

filter bank 206c after analysis and synthesis. As exemplarily illustrated in FIG. 12, the 

output of the synthesis filter bank 206c pe1fectly matches the input, and is therefore 

referred to as the pe1fect-reconstruction filter bank. 

[0086] FIG. 13 exemplarily ilJustrates a block diagram of a noise reduction unit 207 for 

petforming noise reduction using, for example, a Wiener-filter based noise reduction 

algorithm. The noise reduction unit 207 performs noise reduction for further suppressing 

the ambient noise signals after adaptive beamforming, for example, by using a Wiener

filter based noise reduction algorithm, a spectral subtraction noise reduction algorithm, an 

auditory transfo1m based noise reduction algolithm, or a model based noise reduction 

algorithm. In an embodiment, the noise reduction unit 207 performs noise reduction in 
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multiple frequency sub-bands emp1oyed by an analysis filter bank 206a of the adaptive 

beamforming unit 203 for sub-band adaptive beamforming. 

[0087) In an embodiment, the noise reduction is pe1formed using the Wiener-filter 

based noise reduction algorithm. The noise reduction unit 207 explores the short-term 

and long-te1m statistics of the target sound signal, for example, speech, and the ambient 

noise signals, and the wide-band and nan-ow-band signal-to-noise ratio (SNR) to support 

a Wiener gain filtering. The noise reduction unit 207 comprises a target sound signal 

statistics analyzer 207a, a noise statistics analyzer 207b, a signal-to-noise ratio (SNR) 

analyzer 207c, and a Wiener filter 207d. The target sound signal statistics analyzer 207a 

explores the sho1t-term and 1ong-term statistics of the target sound signal, for example, 

speech. Similarly, the noise statistics analyzer 207b explores the short-term and long

term statistics of the ambient noise signals. The SNR analyzer 207c of the noise reduction 

unit 207 explores the wide-band and nan-ow-band signal-to-noise ratio (SNR). After the 

spectrum of noisy-speech passes through the Wiener filter 207d, an estimation of the 

clean-speech spectrum is generated. The synthesis filter bank 206c, by an inverse process 

of the analysis filter bank 206a, reconstructs the signals of the clean speech into a fuU

band signal, given the estimated spectrum of the dean speech. 

[0088) FIG. 14 exemp1arily illustrates a hardware implementation of the microphone 

rurny system 200 disclosed herein. The hardwru·e implementation of the microphone a1rny 

system 200 disclosed in the detailed desc1iption of FIG. 2 comprises the microphone 

a1rny 201 having an arbitrary number of sound sensors 301 positioned in an arbitrary 

configuration, multiple microphone amplifiers 1401, one or more audio codecs 1402, a 

digital signal processor (DSP) 1403, a flash memory 1404, one or more power regulators 

1405 and 1406, a battery 1407, a loudspeaker or a headphone 1408, and a communication 

inte1face 1409. The microphone a1rny 201 comprises, for example, four or eight sound 

sensors 301 airnnged in a lineru· or a circular microphone array configuration. The 

microphone ruTay 201 receives the sound signals. 
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[0089] Consider an example where the microphone array 201 comprises four sound 

sensors 301 that pick up the sound signals. Four microphone amplifiers 1401 receive the 

output sound signals from the four sound sensors 301. The microphone ampliJiers 1401 

also referred to as preamplifiers provide a gain to boost the power of the received sound 

signals for enhancing the sensitivity of the sound sensors 301. In an example, the gain of 

the preamplifiers is 20 dB. 

[0090] The audio codec 1402 receives the amplified output from the microphone 

amplifiers 1401. The audio codec 1402 provides an adjustable gain level, for example, 

from about -74dB to about 6dB. The received sound signals are in an analog form. The 

audio codec 1402 converts the four channels of the sound signals in the ana1og form into 

digital sound signals. The pre-amplifiers may not be required for some applications. The 

audio codec 1402 then transmits the digital sound signals to the DSP 1403 for processing 

of the digital sound signals. The DSP 1403 implements the sound source localization uni t 

202, the adaptive beamforming unit 203, and the noise reduction unit 207. 

[0091] After the processing, the DSP 1403 either stores the processed signal from the 

DSP 1403 in a memory device for a recording application, or transmits the processed 

signal to the communication inte1face 1409. The recording application comprises, for 

example, storing the processed signal onto the memory device for the purposes of playing 

back the processed signal at a later time. The communication intelface 1409 transmits the 

processed signal, for example, to a computer, the internet, or a radio for communicating 

the processed signal. In an embodiment, the microphone rurny system 200 disclosed 

herein implements a two-way communication device where the signal received from the 

communication inte1face 1409 is processed by the DSP 1403 and the processed signal is 

then played through the loudspeaker or the headphone 1408. 

[0092] The flash memory 1404 stores the code for the DSP 1403 and compressed audio 

signals. When the microphone a1Tay system 200 boots up, the DSP 1403 reads the code 

from the flash memory 1404 into an internal memory of the DSP 1403 and then starts 

executing the code. In an embodiment, the audio codec 1402 can be configured for 
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encoding and decoding audio or sound signals during the start up stage by writing to 

registers of the DSP 1403. For an eight-sensor microphone array 201, two four-channel 

audio codec 1402 chips may be used. The power regulators 1405 and 1406, for example, 

linear power regulators 1405 and switch power regulators 1406 provide appropriate 

voltage and cmTent supply for all the components, for example, 201, 1401, 1402, 1403, 

etc., mechanically supported and electrically connected on a circuit board. A universal 

serial bus (USB) control is built into the DSP 1403. The battery 1407 is used for 

powering the microphone array system 200. 

[0093] Consider an example where the microphone array system 200 disclosed herein is 

implemented on a mixed signal circuit board having a six-layer printed circuit board 

(PCB). Noisy digital signals easily contaminate the low voltage analog sound signals 

from the sound sensors 301. Therefore, the layout of the mixed signal circuit board is 

carefully paititioned to isolate the analog circuits from the digital circuits. Although both 

the inputs and outputs of the microphone amplifiers 1401 ai·e in analog fo1m, the 

microphone amplifiers 1401 are placed in a digital region of the mixed signal circuit 

board because of their high power consumption 1401 and switch amplifier nature. 

[0094] The linear power regulators 1405 ai·e deployed in an analog region of the mixed 

signal circuit board due to the low noise prope11y exhibited by the linear power regulators 

1405. Five power regulators, for example, 1405 are designed in the microphone airny 

system 200 circuits to ensure quality. The switch power regulators 1406 achieve an 

efficiency of about 95% of the input power and have high output cun-ent capacity; 

however their outputs are too noisy for analog circuits. The efficiency of the lineai· power 

regulators 1405 is determined by the ratio of the output voltage to the input voltage, 

which is lower than that of the switch power regulators 1406 in most cases. The regulator 

outputs utilized in the mkrophone array system 200 circuits are stable, quiet, and suitable 

for the low power analog circuits. 

[0095] In an example, the microphone airny system 200 is designed with a microphone 

affay 201 having dimensions of 10 cm x 2.5 cm x 1.5 cm, a USB inte1face, and an 
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assembled PCB supporting the microphone array 201 and a DSP 1403 having a low 

power consumption design devised for portable devices, a four-channel codec 1402, and 

a flash memory 1404. The DSP 1403 chip is powerful enough to handle the DSP 1403 

computations in the microphone array system 200 disclosed herein. The hardware 

configuration of this example can be used for any microphone array configuration, with 

suitable modifications to the software. In an embodiment, the adaptive beamforming unit 

203 of the microphone ainy system 200 is implemented as hardware with softwai·e 

instructions programmed on the DSP 1403. The DSP 1403 is programmed for 

beamforming, noise reduction, echo cancellation, and USB inte1facing according to the 

method disclosed herein, and fine tuned for optimal performance. 

[0096] FIGS. 15A-15C exemplarily illustrate a conference phone 1500 comprising an 

eight-sensor microphone an-ay 201. The eight-sensor microphone array 201 compiises 

eight sound sensors 301 arranged in a configuration as exemplalily illustrated in FIG. 

15A. A top view of the conference phone 1500 comp1ising the eight-sensor microphone 

rurny 201 is exemplarily illustrated in FIG. 15A. A front view of the conference phone 

1500 comprising the eight-sensor microphone ai-ray 201 is exemplarily illustrated in FIG. 

15B. A headset 1502 that can be placed in a base holder 1501 of the conference phone 

1500 having the eight-sensor microphone array 201 is exemplai·ily illustrated in FIG. 

15C. [n addition to a conference phone 1500, the microphone array system 200 disclosed 

herein with broadband beamforming can be configured for a mobile phone, a tablet 

computer, etc., for speech enhancement and noise reduction. 

[0097] FIG. 16A exempla1ily illustrates a layout of an eight-sensor microphone array 

201 for a conference phone 1500. Consider an example of a circular microphone array 

201 in which eight sound sensors 301 are mounted on the smface of the conference 

phone 1500 as exemplarily illustrated in FIG. 15A. The conference phone 1500 has a 

removable handset 1502 on top, and hence the microphone airny system 200 is 

configured to accommodate the handset 1502 as exemplaiily illustrated in FIGS. 15A-

15C. In an example, the circulai· microphone array 201 has a diameter of about four 

inches. Eight sound sensors 301, for example, microphones, Mo. M1. M2. M3. M.i.Ms. M6. 
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and M1 are distributed along a circle 302 on the conference phone 1500. Microphones 

M 4-M7 are separated by 90 degrees from each other, and microphones M0-M3 are rotated 

counterclockwise by 60 degrees from microphone M4-M7 respectively. 

[0098] FIG. 16B exemplarily illustrates a graphical representation of eight spatial 

regions to which the eight-sensor microphone mTay 201 of FIG. 16A responds. The space 

is divided into eight spatial regions with equal spaces centered at 15°, 60°, 105°, 150°, 

195°, 240°, 285°, and 330° respectively. The adaptive beamfonning unit 203 configures 

the eight-sensor microphone rurny 201 to automatically point to one of these eight spatial 

regions according to the location of the target sound signal from the tru·get sound source 

as estimated by the sound source localization unit 202. 

[0099] FIGS. 16C-16D exemplarily illustrate computer simulations showing the 

steeling of the directivity patterns of the eight-sensor microphone array 201 of FIG. 16A, 

in the directions 15° and 60° respectively, in the frequency range 300 Hz to 5 kHz. FIG. 

16C exemplarily illustrates the computer simulation result showing the directivity pattern 

of the microphone array 201 when the tru·get sound signal is recei ved from the target 

sound source in the spatial region centered at 15°. 

[0100] The computer simulation for verifying the pe1form.ance of the adaptive 

beamforming unit 203 when the target sound signal is received from the target sound 

source in the spatial region centered at 15° uses the following parameters: 

Sampling frequency fs = 16k, 

FIR filter taper length L=20 

Passband (0 p, .Qp) = {300-S000Hz, -5°- 35°}, designed spatial directivity pattern is 1. 

Stopband (0s, .Qs) = { 300~5000Hz, -180°~-15° + 45°~180°}, the designed spatial 

directivity pattern is 0. 
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[0101] It can be seen that the directivity pattern of the microphone array 201 in the 

spatial region centered at 15° is enhanced while the sound signals from all other spatial 

regions are suppressed. 

[0102] FIG. 16D exemplaiily illustrates the computer simulation result showing the 

directivity pattern of the microphone a1Tay 201 when the target sound signal is received 

from the target sound source in the spatial region centered at 60°. The computer 

simulation for ve1ifying the pe1formance of the adaptive beamforrning unit 203 when the 

target sound signal is received from the target sound source in the spatial region centered 

at 60° uses the following parameters: 

Sampling frequency fs = 16k, 

FIR filter taper length L=20 

Passband (0p, Qp) = { 300-S000Hz, 40°- 80°}, designed spatial directivity pattern is 1. 

Stopband (0 s, n,) = { 300~5000Hz, -180°~30° + 90°~ 180°}, the designed spatial 

directivity pattern is 0. 

[0103] It can be seen that the directivity pattern of the microphone array 201 in the 

spatial region centered at 60° is enhanced while the sound signals from all other spatial 

regions ai·e suppressed. The other six spatial regions have similar pai·ameters. Moreover, 

in all frequencies, the main lobe has the same level, which means the target sound signal 

has little distortion in frequency. 

[0104] FIGS. 16E-16L exemplarily illustrate graphical representations showing the 

directivity patterns of the eight-sensor microphone array 201 of FIG. 16A in each of the 

eight spatial regions, where each directivity pattern is an average response from 300Hz to 

5000Hz. The main lobe is about 1 0dB higher than the side lobe, and therefore the 

ambient noise signals from other directions are highly suppressed compai·ed to the target 

sound signal in the pass direction. The microphone a1Tay system 200 calculates the filter 

coefficients for the target sound signal, for example, speech signals from each sound 
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sensor 301 and combines the filtered signals to enhance the speech from any specific 

direction. Since speech covers a large range of frequencies, the method and system 200 

disclosed herein covers broadband signals from 300Hz to 5000Hz. 

[0105] FIG. 16E exemplarily illustrates a graphical representation showing the 

directivity pattern of the eight-sensor microphone array 201 when the target sound signal 

is received from the target sound source in the spatial region centered at 15°. FIG. 16F 

exemplarily illustrates a graphical representation showing the directivity pattern of the 

eight-sensor microphone array 201 when the target sound signal is received from the 

target sound source in the spatial region centered at 60°. FIG. 16G exemplarily illustrates 

a graphical representation showing the directivity pattern of the eight-sensor microphone 

array 201 when the target sound signal is received from the target sound source in the 

spatial region centered at 105°. FIG. 16H exemplmily illustrates a graphical 

representation showing the directivity pattern of the eight-sensor microphone array 201 

when the target sound signal is received from the target sound source in the spatial region 

centered at 150°. FIG. 161 exemplarily illustrates a graphical representation showing the 

directivity pattern of the eight-sensor microphone array 201 when the target sound signal 

is received from the target sound source in the spatial region centered at 195°. FIG. 16J 

exemplarily illustrates a graphical representation showing the directivity pattern of the 

eight-sensor microphone array 201 when the target sound signal is received from the 

target sound source in the spatial region centered at 240°. FIG. 16K exemplarily 

illustrates a graphical representation showing the directivity pattern of the eight-sensor 

microphone a1Tay 201 when the target sound signal is received from the tm·get sound 

source in the spatial region centered at 285°. FIG. 16L exemplaiily illustrates a graphical 

representation showing the di.rectivity pattern of the eight-sensor microphone array 201 

when the target sound signal is received from the target sound source in the spatial region 

centered at 330°. The microphone anay system 200 disclosed herein enhances the target 

sound signal from each of the directions 15°, 60°, 105°, 150°, 195°, 240°, 285°, and 330°, 

while suppressing the ambient noise signals from the other directions. 
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[0106] The microphone rurny system 200 disclosed herein can be implemented for a 

square microphone array configuration and a rectangular ru-ray configuration where a 

sound sensor 301 is positioned in each corner of the four-cornered ru-ray. The microphone 

array system 200 disclosed herein implements beamforming from plane to three 

dimensional sound sources. 

[0107] FIG. 17 A exemplruily illustrates a graphical representation of four spatial 

regions to which a four-sensor microphone airny 201 fm a wireless handheld device 

.responds. The wireless handheld device is, for example, a mobile phone. Consider an 

example where the microphone aITay 201 comprises four sound sensors 301 , for example, 

microphones, uniformly distributed around a circle 302 having diameter equal to about 

two inches. This configuration is identical to positioning four sound sensors 301 or 

microphones on four corners of a squai·e. The space is divided into four spatial regions 

with equal space centered at -90°, 0°, 90°, and 180° respectively. The adaptive 

beamforming unit 203 configures the four-sensor microphone mTay 201 to automatically 

point to one of these spatial regions according to the location of the target sound signal 

from the tai·get sound source as estimated by the sound source localization unit 202. 

[0108] FIGS. 17B-17I exemplarily illustrate computer simulations showing the 

directivity patterns of the four-sensor microphone array 201 of FIG. 17 A with respect to 

azimuth and frequency. The results of the computer simulations pelio1med for verifying 

the performance of the adaptive beamfo1ming unit 203 of the microphone mrny system 

200 disclosed herein for a sampling frequency fs = 16k and FIR filter taper length L=20, 

are as follows: 

For the spatial region centered at 0°: 

Passband (0 p, .Qp) = {300-4000Hz, -20°- 20°}, designed spatial directivity pattern is 1. 

Stopband (0s, .Q5) = { 300~4000Hz, -180°~-30° + 30°~180°}, the designed spatial 

directivity pattern is 0. 

[0109] For the spatial region centered at 90°: 

Passband (0p, .Qp) = {300-4000Hz, 70°- 110°}, designed spatial directivity pattern is 1. 
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Stopband (0s, Qs) = { 300~4000Hz, -180°~60° + 120°~ 180°}, the designed spatial 

directivity pattern is 0. The directivity patterns for the spatial regions centered at -90° and 

180° are similarly obtained. 

[0110] FIG. 17B exemplarily illustrates the computer simulation result representing a 

three dimensional (3D) display of the directivity pattern of the four-sensor microphone 

array 201 when the target sound signal is received from the target sound source in the 

spatial region centered at -90°. FIG. 17C exemplaiily illustrates the computer simulation 

result representing a 2D display of the directivity pattern of the four-sensor microphone 

a1rny 201 when the target sound signal is received from the target sound source in the 

spatial region centered at -90°. 

[0111] FIG. 17D exemplarily illustrates the computer simulation result representing a 

3D display of the directivity pattern of the four-sensor microphone an·ay 201 when the 

tai·get sound signal is received from the target sound source in the spatial region centered 

at 0°. FIG. 17E exemplarily illustrates the computer simulation result representing a 2D 

display of the directivity pattern of the four-sensor microphone ai-ray 201 when the tai·get 

sound signal is received from the tai·get sound source in the spatial region centered at 0°. 

[0112] FIG. 17F exemplarily illustrates the computer simulation result representing a 

3D display of the directivity pattern of the four-sensor microphone atTay 201 when the 

target sound signal is received from the target sound source in the spatial region centered 

at 90°. FIG. 17G exemplarily illustrates the computer simulation result representing a 2D 

display of the directivity pattern of the four-sensor microphone array 201 when the target 

sound signal is received from the target sound source in the spatial region centered at 90°. 

[0113] FIG. 17H exemplarily illustrates the computer simulation result representing a 

3D display of the directivity pattern of the four-sensor microphone array 201 when the 

target sound source is received from the target sound source in the spatial region centered 

at 180°. FIG. 171 exempla1ily illustrates the computer simulation result representing a 2D 

display of the directivity pattern of the four-sensor microphone array 201 when the target 
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sound source is received from the target sound source in the spatial region centered at 

180°. The 3D displays of the directivity patterns in FIG. 17B, FTG. 17D, FlG. 17F, and 

FIG. 17H demonstrate that the passbands have the same height. The 2D displays of the 

directivity patterns in FIG. 17C, FIG. 17E, FIG. 17G, and FIG. 171 demonstrate that the 

passbands have the same width along the frequency and demonstrates the broadband 

properties of the microphone airny 201. 

[0114] FIGS. 18A-18B exemplarily illustrates a microphone array configuration for a 

tablet computer. In this example, four sound sensors 301 of the microphone array 201 are 

positioned on a frame 1801 of the tablet computer, for example, the iPad® of Apple Inc. 

Geometrically, the sound sensors 301 are distributed on the cfrcle 302 as exemplarily in 

FIG. 18B. The radius of the circle 302 is equal to the width of the tablet computer. The 

angle 0 between the sound sensors 301 M2 and M3 is determined to avoid spatial aliasing 

up to 4000Hz. This microphone airny configuration enhances a front speaker's voice and 

suppresses background ambient noise. The adaptive beamforming unit 203 configures the 

microphone a1Tay 201 to form an acoustic beam 1802 pointing frontwards using the 

method and system 200 disclosed herein. The target sound signal, that is, the front 

speaker's voice within the range of <1><30° is enhanced compared to the sound signals 

from other directions. 

[0115] FIG. 18C exempladly illustrates an acoustic beam 1802 formed using the 

microphone mny configuration of FIGS. lSA-18B according to the method and system 

200 disclosed herein. 

[0116] FIGS. 18D-18G exemplarily illustrates graphs showing processing results of the 

adaptive beamforming unit 203 and the noise reduction unit 207 for the microphone a1rny 

configuration of FIG. 18B, in both a time domain and a spectral domain for the tablet 

computer. Consider an example where a speaker is talking in front of the tablet computer 

with ambient noise signals on the side. FIG. 18D exemplruily illustrates a graph showing 

the pe1formance of the microphone a1rny 201 before pe1forming beamforming and noise 

reduction with a signal-to-noise ratio (SNR) of 15 dB. FIG. 18E exemplmily illustrates a 
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graph showing the pe1formance of the microphone array 201 after pe1fonning 

beamforming and noise reduction, according to the method disclosed herein , with an 

SNR of 15 dB. FIG. 18F exemplarily illustrates a graph showing the pe1formance of the 

microphone array 201 before performing beamforming and noise reduction with an SNR 

of O dB. FIG. 18G exemplarily illustrates a graph showing the pe1formance of the 

microphone ruTay 201 after performing beamforming and noise reduction, according to 

the method disclosed herein, with an SNR of O dB. 

[0117] It can be seen from FIGS. 18D-18G that the pe1formance graph is noisier for the 

microphone array 201 before the beamforming and noise reduction is pe1formed. 

Therefore, the adaptive beamforming unit 203 and the noise reduction unit 207 of the 

microphone array system 200 disclosed herein suppresses ambient noise signals while 

maintaining the clality of the target sound signal, for example, the speech signal. 

[0118] FIGS. 19A-19F exemplru·ily illustrate tables showing different microphone rurny 

configurations and the co1Tesponding values of delay -r0 for the sound sensors 301 in each 

of the microphone anay configurations. The broadband beamforming method disclosed 

herein can be used for microphone arrays 201 with ru-bitrru-y numbers of sound sensors 

301 and arbitrary locations of the sound sensors 301. The sound sensors 301 can be 

mounted on smfaces or edges of any speech acquisition device. For any specific 

microphone a1Tay configuration, the only parameter that needs to be defined to achieve 

the beamf ormer coefficients is the value of -r0 for each sound sensor 301 as disclosed in 

the detailed description of FIG. 5, FIGS. 6A-6B, and FIGS. 7A-7C and as exemplruily 

illustrated in FIGS. 19A-19F. In an example, the microphone atTay configuration 

exemplarily illustrated in FIG. 19F is implemented on a handheld device for hands-free 

speech acquisition. In a hands-free and non-close talking scenario, a user prefers to talk in 

distance rather than speaking close to the sound sensor 301 and may want to talk while 

watching a screen of the handheld device. The microphone rurny system 200 disclosed 

herein allows the handheld device to pick up sound signals from the direction of the 

speaker's mouth and suppress noise from other directions. The method and system 200 
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disclosed herein may be implemented on any device or equipment, for example, a voice 

recorder where a target sound signal or speech needs to be enhanced. 

[0119) The foregoing examples have been provided merely for the purpose of 

explanation and are in no way to be construed as limiting of the present invention 

disclosed herein. While the invention has been desclibed with reference to vatious 

embodiments, it is understood that the words, which have been used herein, ru·e words of 

description and illustration, rather than words of limitation. Further, although the 

invention has been described herein with reference to pa1ticular means, materials and 

embodiments, the invention is not intended to be limited to the pruticulars disclosed 

herein; rather, the invention extends to an functionally equivalent structures, methods and 

uses, such as are within the scope of the appended claims. Those skilled in the ati, having 

the benefit of the teachings of this specification, may affect numerous modifications 

thereto and changes may be made without depa1ting from the scope and spirit of the 

invention in its aspects. 
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CLAIMS 

We claim: 

1. A method for enhancing a target sound signal from a plurality of sound signals, 

comprising: 

providing a microphone a.nay system comprising an a1rny of sound sensors 

positioned in an arbitrnry configusation, a sound source localization unit, an 

adaptive beamforming unit, and a noise reduction unit, wherein said sound source 

localization unit, said adaptive beamforming unit, and said noise reduction unit 

are in operative communication with said array of said sound sensors; 

receiving said sound signals from a plurality of disparate sound sources by said 

sound sensors, wherein said received sound signals comprise said target sound 

signal from a target sound source among said disparate sound sources, and 

ambient noise signals; 

estimating a spatial location of said target sound signal from said received sound 

signals by said sound source localization unit; 

pe1forming adaptive beamforming for steering a directivity pattern of said ruTay 

of said sound sensors in a direction of said spatial location of said target sound 

signal by said adaptive beamfonning unit, wherein said adaptive beamfonning 

unit enhances said target sound signal and prutially suppresses said ambient noise 

signals; and 

suppressing said ambient noise signals by said noise reduction unit for fmther 

enhancing said target sound signal. 
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2. The method of claim 1, wherein said spatial location of said target sound signal from 

said target sound source is estimated using a steered response power-phase transform 

by said sound somce localization unit. 

3. The method of claim 1, further compdsing determining a delay between each of said 

sound sensors and origin of said airny of said sound sensors as a function of distance 

between each of said sound sensors and said origin, a predefined angle between each 

of said sound sensors and a reference axis, and an azimuth angle between said 

reference axis and said target sound signal, when said tai·get sound source that emits 

said tai·get sound signal is in a two dimensional plane, wherein said delay is 

represented in terms of number of samples, wherein said determination of said delay 

enables beamforming for arbitrary numbers of said sound sensors and a plurality of 

arbitrary configw·ations of said array of said sound sensors. 

4. The method of claim 1, flll1her comprising determining a delay between each of said 

sound sensors and origin of said array of said sound sensors as a function of distance 

between each of said sound sensors and said origin, a predefined angle between each 

of said sound sensors and a first reference axis, an elevation angle between a second 

reference axis and said target sound signal, and an azimuth angle between said first 

reference axis and said target sound signal, when said tai·get sound source that emits 

said target sound signal is in a three dimensional plane, wherein said delay is 

represented in te1ms of number of samples, wherein said dete1mination of said delay 

enables beamforming for ai·bitrary numbers of said sound sensors and a plurality of 

ai·bitrary configurations of said a1rny of said sound sensors. 

5. The method of claim 1, wherein said adaptive beamfo1ming complises: 

providing a fixed beamformer, a blocking matrix, and an adaptive filter in said 

adaptive beamforming unit; 
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steering said directivity pattern of said a1rny of said sound sensors in said 

dii-ection of said spatial location of said target sound signal from said target sound 

source by said fixed beamformer for enhancing said target sound signal, when 

said target sound source is in motion; 

feeding said ambient noise signals to said adaptive filter by blocking said target 

sound signal received from said target sound source using said blocking matrix; 

and 

adaptively filtering said ambient noise signals by said adaptive filter in response 

to detecting one of presence and absence of said target sound signal in said sound 

signals received from said disparate sound sources. 

6. The method of claim 5, wherein said fixed beamformer pelforms fixed beamforming 

by filtering and summing output sound signals from said sound sensors. 

7. The method of claim 5, wherein said adaptive filtering comprises sub-band adaptive 

filteling performed by said adaptive filter, wherein said sub-band adaptive filtering 

comprises: 

providing an analysis filter bank, an adaptive filter matrix, and a synthesis filter 

bank in said adaptive filter; 

splitting said enhanced target sound signal from said fixed bearnfo1mer and said 

ambient noise signals from said blocking matrix into a plurality of frequency sub

bands by said analysis filter bank; 

adaptively filtering said ambient noise signals in each of said frequency sub-bands 

by said adaptive filter matiix in response to detecting one of presence and absence 

of said target sound signal in said sound signals received from said disparate 

sound sources; and 
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synthesizing a full -band sound signal using said frequency sub-bands of said 

enhanced target sound signal by sajd synthesis filter bank. 

8. The method of claim 5, wherein said adaptive beamforming further comprises 

detecting said presence of said target sound signal by an adaptation control unit 

provided in said adaptive beamforming unit and adjusting a step size for said adaptive 

filte1ing in response to detecting one of said presence and said absence of said target 

sound signal in said sound signals received from said disparate sound somces. 

9. The method of claim 1, wherein said noise reduction unit pe1forms noise reduction by 

using one of a Wiener-filter based noise reduction algorithm, a spectral subtraction 

noise reduction algodthm, an auditory transform based noise reduction algo1ithm, and 

a model based noise reduction algorithm. 

10. The method of claim 1, wherein said noise reduction unit pelfonns noise reduction in 

a plurality of frequency sub-bands, wherein said frequency sub-bands are employed 

by an analysis filter bank of said adaptive beamforming unit for sub-band adaptive 

beam forming. 

11. A system for enhancing a target sound signal from a plurality of sound signals, 

comprising: 

an aiTay of sound sensors positioned in an arbitrary configuration, wherein said 

sound sensors receive said sound signals from a plurality of disparate sound 

sources, wherein said received sound signals comprise said target sound signal 

from a tai·get sound source among said disparate sound sources, and ambient 

noise signals; 

a sound source localization unit that estimates a spatial location of said tai·get 

sound signal from said received sound signals; 
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an adaptive beamforming unit that steers directivity pattern of said array of said 

sound sensors in a direction of said spatial location of said target sound signal, 

wherein said adaptive beamforming unit enhances said target sound signal and 

pattially suppresses said ambient noise signals; and 

a noise reduction unit that suppresses said ambient noise signals for fu1ther 

enhancing said target sound signal. 

12. The system of claim 11, wherein said sound source localization unit estimates said 

spatial locati.on of said target sound signal from said target sound source using a 

steered response power-phase transform. 

13. The system of claim 11, wherein said adaptive beamforming unit comprises: 

a fixed beamfo1mer that steers said directivity pattern of said array of said sound 

sensors in said direction of said spatial location of said tat·get sound signal from 

said tru·get sound source for enhancing said tru·get sound signal, when said target 

sound sow·ce is in motion; 

a blocking matdx that feeds said ambient noise signals to an adaptive filter by 

blocking said tru·get sound signal received from said tat·get sound source; and 

said adaptive filter that adaptively filters said ambient noise signals in response to 

detecting one of presence and absence of said target sound signal in said sound 

signals received from said dispru·ate sound sources. 

14. The system of claim 13, wherein said fixed beamformer pe1forms fixed beamforming 

by filte1ing and summing output sound signals from said sound sensors. 
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15. The system of claim 13, wherein said adaptive filter comprises a set of sub-band 

adaptive filters comprising: 

an analysis filter bank that splits said enhanced target sound signal from said fixed 

beamfo1mer and said ambient noise signals from said blocking matrix into a 

plurality of frequency sub-bands; 

an adaptive filter matrix that adaptively filters said ambient noise signals in each 

of said frequency sub-bands in response to detecting one of presence and absence 

of said target sound signal in said sound signals received from said disparate 

sound sources; and 

a synthesis filter bank that synthesizes a full-band sound signal using said 

frequency sub-bands of said enhanced target sound signal. 

16. The system of claim 11, wherein said adaptive beamfonning unit fu1ther comprises 

an adaptation control unit that detects said presence of said target sound signal and 

adjusts a step size for said adaptive filtering in response to detecting one of said 

presence and said absence of said target sound signal in said sound signals received 

from said disparate sound sources. 

17. The system of claim 11, wherein said noise reduction unit is one of a Wiener-filter 

based noise reduction unit, a spectral subtraction noise reduction unit, an auditory 

transfo1m based noise reduction unit, and a model based noise reduction unit. 

18. The system of claim 11, further comprising one or more audio codecs that convert 

said sound signals in an analog form of said sound signals into digital sound signals 

and reconverts said digital sound signals into said analog fo1m of said sound signals. 
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19. The system of claim 11, wherein said noise reduction unit petforms noise reduction in 

a plurality of frequency sub-bands employed by an analysis fi lter bank of said 

adaptive beamforming unit for sub-band adaptive beamforming. 

20. The system of claim 11, wherein said array of said sound sensors is one of a linear 

atrny of said sound sensors, a circulai· array of said sound sensors, and an arbitrarily 

distributed coplanar a1rny of said sound sensors. 
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ABSTRACT 

A method and system for enhancing a target sound signal from multiple sound 

signals is provided. An array of an arbitrary number of sound sensors positioned in an 

arbitrary configuration receives the sound signals from multiple disparate sources. The 

sound signals comprise the target sound signal from a target sound source, and ambient 

noise signals. A sound source localization unit, an adaptive beamforming unit, and a 

noise reduction unit are in operative communication with the anay of sound sensors. The 

sound source localization unit estimates a spatial location of the target sound signa] from 

the received sound signals. The adaptive beamforming unit petforms adaptive 

beamforming by steering a directivity pattern of the array of sound sensors in a direction 

of the spatial location of the target sound signal, thereby enhancing the target sound 

signal and partially suppressing the ambient noise signals, which are fu11her suppressed 

by the noise reduction unit. 
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