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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re. application of:
Zhu, Manli

Application No.: Reissue of US Pat no. 8861756
Art Unit: 2653

Filed: 03/16/2011

Examiner: Notassigned
Applicant: Li Creative Technologies,Inc.
Atty. Docket No.: CreativeTech_O1RE_US
Title: Microphone Array System

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Preliminary amendment

With reference to the above-identified patent application, please amend the
application as shown below.

Amendments to the Specification begin on page 2 of this document.

Amendments to the Claims begin on page 3 of this document.

Remarksbegin on page 14 of this document.
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Amendments to the Specification

Please amendthefirst paragraph of the specification as shown below:

CROSS REFERENCE TO RELATED APPLICATIONS

[0001] This application is a reissue application of U.S. Patent application No.

13/049,877, filed March 16, 2011 (now U.S. Patent No. 8861756), which claims the

benefit of provisional patent application number 61/403,952 titled “Microphone array

design and implementation for telecommunications and handheld devices”, filed on

September 24, 2010 in the United States Patent and Trademark Office.

Page 2 of 371 SONOS EXHIBIT 1016



Page 3 of 371 SONOS EXHIBIT 1016

Amendments to the Claims:

Thelisting of claims provided below will replace all prior versions.

1. A method for enhancinga target sound signal from a plurality of soundsignals,

comprising:

providing a microphone array system comprising an array of sound sensors

positioned in an arbitrary configuration, a sound sourcelocalization unit, an

adaptive beamforming unit, and a noise reduction unit, wherein said sound source

localization unit, said adaptive beamforming unit, and said noise reduction unit

are in operative communication with said array of said sound sensors;

receiving said sound signals from a plurality of disparate sound sources bysaid

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source amongsaid disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and an origin-of said

array of said sound sensorsas a function of distance between each of said sound

sensors and said origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound source that emits said target sound

signal is in a two dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for arbitrary numbers of said sound sensors and a plurality of

arbitrary configurationsof said array of said sound sensors;

estimating a spatial location of said target sound signal from said received sound

signals by said soundsource localization unit;

performing adaptive beamforming for steering a directivity pattern of said array of

said soundsensorsin a direction of said spatial location of said target sound signal

by said adaptive beamforming unit, wherein said adaptive beamforming unit
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enhancessaid target sound signal and partially suppresses said ambient noise

signals; and

suppressing said ambient noise signals by said noise reduction unit for further

enhancing said target sound signal.

2. The method of claim 1, wherein said spatial location of said target sound signal

from said target sound sourceis estimated using a steered response power-phase

transform bysaid sound sourcelocalization unit.

3. The method of claim 1, wherein said adaptive beamforming comprises:

providing a fixed beamformer, a blocking matrix, and an adaptivefilter in said

adaptive beamforming unit;

steering said directivity pattern of said array of said sound sensors in said

direction of said spatial location of said target sound signal from said target sound

source by said fixed beamformer for enhancing said target sound signal, when

said target sound source is in motion;

feeding said ambientnoise signals to said adaptivefilter by blocking said target

soundsignal received from said target sound source using said blocking matrix;

and

adaptively filtering said ambientnoise signals by said adaptive filter in response to

detecting one of presence and absenceofsaid target sound signal in said sound

signals received from said disparate sound sources.

4. The method of claim 3, wherein said fixed beamformer performsfixed

beamforming byfiltering and summing output sound signals from said soundsensors.

5. The method of claim 3, wherein said adaptive filtering comprises sub-band

adaptive filtering performed by said adaptivefilter, wherein said sub-band adaptive

filtering comprises:
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providing an analysis filter bank, an adaptive filter matrix, and a synthesisfilter

bank in said adaptivefilter;

splitting said enhancedtarget sound signal from said fixed beamformer and said

ambient noise signals from said blocking matrix into a plurality of frequency sub-

bandsby said analysis filter bank;

adaptively filtering said ambientnoise signals in each of said frequency sub-bands

by said adaptive filter matrix in response to detecting one of presence and absence

of said target sound signal in said soundsignals received from said disparate

sound sources; and

synthesizing a full-band soundsignal using said frequency sub-bandsof said

enhancedtarget sound signal by said synthesisfilter bank.

6. The method of claim 3, wherein said adaptive beamforming further comprises

detecting said presence of said target sound signal by an adaptation control unit

provided in said adaptive beamforming unit and adjusting a step size for said adaptive

filtering in response to detecting one of said presence andsaid absenceofsaid target

sound signal in said sound signals received from said disparate sound sources.

7. The method of claim 1, wherein said noise reduction unit performs noise

reduction by using one of a Wiener-filter based noise reduction algorithm, a spectral

subtraction noise reduction algorithm, an auditory transform based noise reduction

algorithm, and a model based noise reduction algorithm.

8. The method of claim 1, wherein said noise reduction unit performs noise

reduction in a plurality of frequency sub-bands, wherein said frequency sub-bands are

employed by an analysis filter bank of said adaptive beamforming unit for sub-band

adaptive beamforming.

9. A system for enhancinga target sound signal from a plurality of sound signals,

comprising:

Page 5 of 371 SONOS EXHIBIT1016



Page 6 of 371 SONOS EXHIBIT 1016

an array of soundsensors positioned in an arbitrary configuration, wherein said

sound sensors receive said sound signals from a plurality of disparate sound

sources, wherein said received sound signals comprise said target sound signal

from a target sound source amongsaid disparate sound sources, and ambient noise

signals;

a sound sourcelocalization unit that estimates a spatial location of said target

soundsignal from said received sound signals, by determining a delay between

each of said sound sensors and an origin ofsaid array of said sound sensors as a

function of distance between each of said sound sensors andsaid origin, a

predefined angle between each of said sound sensors and a reference axis, and an

azimuth angle betweensaid reference axis andsaid target sound signal, when said

target sound source that emits said target sound signal is in a two dimensional

plane, wherein said delay is represented in terms of numberof samples, and

wherein said determination of said delay enables beamformingfor arbitrary

numbersof said sound sensors and a plurality of arbitrary configurations of said

array of said sound sensors;

an adaptive beamforming unit that steers directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal,

wherein said adaptive beamforming unit enhancessaid target sound signal and

partially suppresses said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals for further

enhancing said target sound signal.

10. The system of claim 9, wherein said sound source localization unit estimates said

spatial location of said target sound signal from said target sound source using a

steered response power-phase transform.

11. The system of claim 9, wherein said adaptive beamforming unit comprises:
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a fixed beamformerthat steers said directivity pattern of said array of said sound

sensorsin said direction of said spatial location of said target sound signal from

said target sound source for enhancing said target sound signal, when said target

sound sourceis in motion;

a blocking matrix that feeds said ambientnoise signals to an adaptivefilter by

blocking said target sound signal received from said target sound source; and

said adaptivefilter that adaptively filters said ambient noise signals in response to

detecting one of presence andabsenceof said target sound signal in said sound

signals received from said disparate sound sources.

12. The system of claim 11, wherein said fixed beamformer performs fixed

beamformingbyfiltering and summing output sound signals from said soundsensors.

13. The system of claim 11, wherein said adaptive filter comprises a set of sub-band

adaptive filters comprising:

an analysis filter bank that splits said enhanced target sound signal from said fixed

beamformer and said ambient noise signals from said blocking matrix into a

plurality of frequency sub-bands;

an adaptive filter matrix that adaptively filters said ambient noise signals in each

of said frequency sub-bandsin responseto detecting one of presence and absence

of said target sound signal in said sound signals received from said disparate

sound sources; and

a synthesis filter bank that synthesizes a full-band soundsignal using said

frequency sub-bandsof said enhancedtarget soundsignal.

14. The system of claim 9, wherein said adaptive beamforming unit further comprises

an adaptation control unit that detects said presence of said target sound signal and

adjusts a step size for said adaptivefiltering in response to detecting one of said

Page 7 of 371 SONOS EXHIBIT1016



Page 8 of 371 SONOS EXHIBIT 1016

presenceandsaid absenceofsaid target sound signal in said soundsignals received

from said disparate sound sources.

15. The system of claim 9, wherein said noise reduction unit is one of a Wiener-filter

based noise reduction unit, a spectral subtraction noise reduction unit, an auditory

transform based noise reduction unit, and a model based noise reduction unit.

16. The system of claim 9, further comprising one or more audio codecsthat convert

said soundsignals in an analog form of said soundsignals into digital sound signals

and reconverts said digital sound signals into said analog form of said soundsignals.

17. The system of claim 9, wherein said noise reduction unit performs noise

reduction in a plurality of frequency sub-bands employed by an analysis filter bank of

said adaptive beamforming unit for sub-band adaptive beamforming.

18. The system of claim 9, wherein said array of said sound sensorsis one ofa linear

array of said soundsensors,a circular array of said sound sensors, and an arbitrarily

distributed coplanar array of said sound sensors.

19. The method of claim 1, wherein said delay (t) is determined by a formula t=fs*t,

wherein fs is a sampling frequencyandtis a time delay.

20. A method for enhancing a target sound signal from a plurality of soundsignals,

comprising:

providing a microphonearray system comprising an array of sound sensors

positioned in an arbitrary configuration, a sound sourcelocalization unit, an

adaptive beamforming unit, and a noise reduction unit, wherein said sound source

localization unit, said adaptive beamforming unit, and said noise reduction unit

are in operative communication with said array of said soundsensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source amongsaid disparate sound sources, and
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ambient noise signals;

determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors and said origin, a predefined angle between each of said sound sensors

and a first reference axis, an elevation angle between a second reference axis and

said target sound signal, and an azimuth angle betweensaid first reference axis

and said target sound signal, when said target sound sourcethat emits said target

sound signal is in a three dimensional plane, wherein said delay is represented in

terms of number of samples, and wherein said determination of said delay enables

beamforming for arbitrary numbers-of said sound sensors and a plurality of

arbitrary configurations of said array of said sound sensors;

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit;

performing adaptive beamformingfor steering a directivity pattern of said array of

said soundsensors in a direction of said spatial location of said target sound signal

by said adaptive beamforming unit, wherein said adaptive beamforming unit

enhancessaid target sound signal and partially suppresses said ambient noise

signals; and

suppressing said ambient noise signals by said noise reduction unit for further

enhancing said target soundsignal.

21. A system for enhancinga target sound signal from a plurality of soundsignals,

comprising:

an atray of sound sensors positioned in an arbitrary configuration, wherein said

sound sensors receive said soundsignals from a plurality of disparate sound

sources, wherein said received sound signals comprise said target sound signal

from a target sound source amongsaid disparate sound sources, and ambient noise

signals;
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a soundsourcelocalization unit that estimates a spatial location of said target

sound signal from said received sound signals by determining a delay between

each of said sound sensors and an origin of said array of said sound sensors as a

function of distance between each of said sound sensors and said origin, a

predefined angle between each of said soundsensorsanda first reference axis, an

elevation angle between a secondreference axis and said target sound signal, and

an azimuth angle between said first reference axis and said target sound signal,

whensaid target sound source that emits said target sound signal is in a three

dimensional plane, wherein said delay is represented in terms of numberof

samples, and wherein said determination of said delay enables beamforming for

arbitrary numbers-of said sound sensors and a plurality of arbitrary configurations

of said array of said sound sensors;

an adaptive beamforming unit that steers directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target soundsignal,

wherein said adaptive beamforming unit enhances said target sound signal and

partially suppresses said ambientnoise signals; and

a noise reduction unit that suppresses said ambient noise signals for further

enhancing said target soundsignal.

22. A method for enhancing a target sound signal from a plurality of sound signals,

comprising:

providing a microphonearray system comprising an array of sound sensors, a

sound source localizer, a beamformer, and a noise reducer, wherein said sound

source localizer, said beamformer, and said noise reducer are in operative

communication with said array of said sound sensors;

 

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambient noise signals;

10
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determining a delay between each of said sound sensors and a reference point of

said array of said sound sensors as a function of distance between eachofsaid

sound sensors and said reference point, a predefined angle between each of said

sound sensors and a reference axis, and an azimuth angle between said reference

axis and said target sound signal, when said target sound source that emits said

target sound signal is in a two dimensional plane, wherein said delayis
 

represented in terms of number of samples, and wherein said determination of said
 

delay enables beamforming for two or more of said sound sensors:

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localizer;

performing beamforming for steering a directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal by

said beamformer, wherein said beamformer enhancessaid target sound signal and
 

 
partially suppresses said ambient noise signals; and

suppressing said ambient noise signals by said noise reducer for further enhancing

said target sound signal.

23. The method of claim 22, wherein said beamforming comprises:

providing a fixed beamformer, a blocking matrix, and an adaptivefilter in said

beamformer:

steering said directivity pattern of said array of said sound sensors in said

direction of said spatial location of said target sound signal from said target sound

source by said fixed beamformer for enhancing said target sound signal, when

said target sound source is in motion;

feeding said ambient noise signals to said adaptive filter by blocking said target

sound signal received from said target sound source using said blocking matrix;

and

11
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adaptively filtering said ambient noise signals by said adaptive filter in response to

detecting one of presence and absenceof said target sound signal in said sound

signals received from said disparate sound sources.

24. The method of claim 23, wherein said beamforming further comprises detecting

said presenceof said target sound signal by an adaptation control unit provided in said
 

beamformer and adjusting a step size for said adaptive filtering in response to

detecting one of said presence and said absence of said target sound signal in said

sound signals received from said disparate sound sources.

 

25. The method of claim 22, wherein said noise reducer performs noise reduction in a

plurality of frequency sub-bands, wherein said frequency sub-bands are employed by

an analysis filter bank of said beamformer for sub-band adaptive beamforming.

26. A system for enhancing a target sound signal from a plurality of sound signals,

comprising:

 

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received soundsignals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a sound source localizer that estimates a spatial location of said target sound

signal from said received sound signals, by determining a delay between each of

said sound sensors and a reference point of said array of said sound sensors as a

function of distance between each of said sound sensors and said reference point,

a predefined angle between each of said sound sensors and a reference axis, and

an azimuth angle between said reference axis and said target sound signal, when

said target sound source that emits said target sound signalis in a two dimensional

plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for two or more of

said sound sensors;

 

12
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a beamformerthat steers directivity pattern of said array of said sound sensors in a

direction of said spatial location of said target sound signal, wherein said

beamformer enhances said target sound signal and partially suppresses said

ambient noise signals; and

a noise reducer that suppresses said ambient noise signals for further enhancing
 

said target soundsignal.

27. The system of claim 26, wherein said beamformer further comprises an adaptation

control unit that detects said presence of said target sound signal and adjusts a step

size for said adaptive filtering in response to detecting one of said presence and said

absence of said target sound signal in said sound signals received from said disparate

sound sources.

28. The system of claim 26, wherein said noise reducer performs noise reduction in a
 

 
plurality of frequency sub-bands employed by an analysis filter bank of said

beamformer for sub-band adaptive beamforming.

29. The system of claim 26, wherein said array of said sound sensors is one of a linear

array of said sound sensors and a circular array of said sound sensors.

30. A method for enhancing a target sound signal from a plurality of sound signals,

comprising:

providing a microphone array system comprising an array of sound sensors, a

sound source localizer, a beamformer, and a noise reducer, wherein said sound 

source localizer, said beamformer, and said noise reducer are in operative

communication with said array of said sound sensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source amongsaid disparate sound sources, and

ambient noise signals;

13
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determining a delay between each of said sound sensors and a reference point of

said array of said sound sensors as a function of distance between eachofsaid

sound sensors and said reference point, a predefined angle between each of said

sound sensors and a first reference axis, an elevation angle between a second

reference axis and said target sound signal, and an azimuth angle between said

first reference axis and said target sound signal, when said target sound source that
 

emits said target sound signal is in a three dimensional plane, wherein said delay

is represented in terms of number of samples, and wherein said determination of

said delay enables beamforming for two or more of said sound sensors;

 

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localizer;

performing beamforming for steering a directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal by
 

 
said beamformer, wherein said beamformer enhancessaid target sound signal and

partially suppresses said ambient noise signals; and

suppressing said ambient noise signals by said noise reducer for further enhancing

said target sound signal.

31. A system for enhancinga target sound signal from a plurality of sound signals,

comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source among said disparate

sound sources, and ambient noise signals;

a sound source localizer that estimates a spatial location of said target sound

signal from said received sound signals by determining a delay between each of

said sound sensors and a reference point of said array of said sound sensors as a

function of distance between each of said sound sensors and said reference point,

a predefined angle between each of said sound sensors andafirst reference axis,
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an elevation angle between a second reference axis and said target sound signal,

and an azimuth angle between said first reference axis and said target sound

signal, whensaid target sound source that emits said target sound signal is in a

three dimensional plane, wherein said delay is represented in terms of number of

samples, and wherein said determination of said delay enables beamforming for

two or more of said sound sensors;
 

a beamformerthat steers directivity pattern of said array of said sound sensors in a

direction of said spatial location of said target sound signal, wherein said

beamformer enhances said target sound signal and partially suppresses said

ambient noise signals; and

a noise reducer that suppresses said ambient noise signals for further enhancing

said target sound signal.

 
32. A system for enhancing a target sound signal from a plurality of sound signals,

comprising:

an array of sound sensors, wherein said sound sensors receive said sound

signals from a plurality of disparate sound sources, wherein said received

sound signals comprise said target sound signal from a target sound source

amongsaid disparate sound sources, and ambient noise signals;

a sound source localizer that estimates a spatial location of said target sound

signal from said received sound signals by determining a delay between

each of said sound sensors and a reference point of said array of said sound

sensors as a function of distance between each of said sound sensors and

 

said reference point and an angle of each of said sound sensors biased from

a reference axis; 

a beamformerthat enhancessaid target sound signal and suppresses said

ambient noise signals; and

a noise reducer that suppresses said ambient noise signals.

15
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33. A system for enhancinga target sound signal from a plurality of sound signals,

comprising:

an array of sound sensors, wherein said sound sensors receive said sound

signals from a plurality of disparate sound sources, wherein said received
 

sound signals comprise said target sound signal from a target sound source

among said disparate sound sources, and ambient noise signals;

a sound source localizer that estimates a spatial location of said target sound

signal from said received sound signals by determining a delay between

each of said sound sensors and a reference point of said array of said sound

sensors as a function of distance between each of said sound sensors and

said reference point, a predefined angle between each of said sound sensors

and a reference axis and an azimuth angle between said reference axis and

said target sound signal;

a beamformerthat enhancessaid target sound signal and suppressessaid

ambientnoise signals; and

a noise reducer that suppresses said ambient noise signals.

34. A system for enhancing a target sound signal from a plurality of sound signals,

comprising:

an array of sound sensors, wherein said sound sensors receive said sound

signals from a plurality of disparate sound sources, wherein said received

sound signals comprise said target sound signal from a target sound source

among said disparate sound sources, and ambient noise signals;

a sound source localizer that estimates a spatial location of said target sound

signal from said received sound signals by determining a delay between

each of said sound sensors and a reference point of said array of said sound
 

sensors as a function of distance between each of said sound sensors and

16
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said reference point, a predefined angle between each of said sound sensors

and a first reference axis, an elevation angle between a second reference

axis and said target sound signal and an azimuth angle between said first

reference axis and said target sound signal;

a beamformer that enhances said target sound signal and suppresses said

ambient noise signals; and
 

a noise reducer that suppresses said ambient noise signals.

35. A system for enhancing a target sound signal from a plurality of sound signals,

comprising:

an array of sound sensors positioned in a non-circular configuration,

wherein said sound sensors receive said sound signals from a plurality of

disparate sound sources, wherein said received sound signals comprise said

target sound signal from a target sound source amongsaid disparate sound

sources, and ambient noise signals;

a sound sourcelocalizer that estimates a spatial location of said target sound

signal from said received sound signals by determining a delay between

each of said sound sensors and a reference point of said array of said sound

sensors as a function of distance between each of said sound sensors and

said reference point and an angle of each of said sound sensors biased from

a reference axis, wherein said distance between each of said sound sensors 

and said reference point varies from a minimum value to a maximum value,

and wherein said minimum value corresponds to zero and said maximum

value is defined based on a limitation associated with size of said system;

a beamformer that enhances said target sound signal and suppresses said

ambient noise signals; and

a noise reducer that suppresses said ambient noise signals.

17
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Remarks

Amendments to specification

Applicant respectfully submits that in the specification, the ‘cross-reference to

related applications’ paragraph has been amendedonthefirst page ofthe original

application afterthetitle.

Amendments to claims

Support for the following amendmentin claim 21 “a sound source localization

unit that estimates a spatial location of said target sound signal from said received

soundsignals by determining a delay between each of said sound sensors and an

origin of said array of said sound sensorsas a function of distance between each of

said sound sensors andsaid origin”is found in claim 1, 9 and 20 of the applicant’s

patent US 8,861,756.

Support for the following limitation in new claims 22, 26, 30, 31, 32, 33 and

34 “determining a delay between each of said soundsensors and a reference point of

said array of said sound sensors as a function of distance between each of said sound

sensors and said reference point’’ is found in column7, lines 65-66 of the applicant’s

patent US 8,861,756.

Support for the following limitation in new claim 32 “a sound source localizer

that estimates a spatial location of said target sound signal from said received sound

signals by determining a delay between each of said sound sensors and a reference

point of said array of said sound sensors as a function of distance between each of

said sound sensors and said reference point and an angle of each of said sound sensors

biased from a reference axis” is found in column7, lines 56-67 and column8,lines 1-

21 of the applicant’s patent US 8,861,756.

Support for the following limitation in new claim 33 “a sound source localizer

that estimates a spatial location of said target sound signal from said received sound

signals by determining a delay between each of said sound sensors and a reference
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point of said array of said sound sensors as a function of distance between each of

said sound sensors and said reference point, a predefined angle between each ofsaid

sound sensors and a reference axis and an azimuth angle between said reference axis

and said target sound signal” is found in claims 1 and 9, and in column 8, lines 22-67

and column 9,lines 1-11 of the applicant’s patent US 8,861,756.

Support for the following limitation in new claim 34 “a sound source localizer

that estimates a spatial location of said target sound signal from said received sound

signals by determining a delay between each of said sound sensors and a reference

point of said array of said sound sensors as a function of distance between each of

said sound sensors and said reference point, a predefined angle between eachof said

sound sensors and a first reference axis, an elevation angle between a second

reference axis and said target sound signal and an azimuth angle between said first

reference axis and said target sound signal” is found in claims 20 and 21, and column

9, lines 12-67 and column 10, lines 1-67 of the applicant’s patent US 8,861,756.

Support for the following limitation in new claims 32, 33 and 34 “a

beamformerthat enhancessaid target sound signal and suppresses said ambient noise

signals” is found in claims 1, 9, 20 and 21 of the applicant’s patent US 8,861,756.

Support for the following limitation in new claims 32, 33 and 34 “a noise

reducer that suppresses said ambient noise signals” is found in claims 1, 9, 20 and 21

of the applicant’s patent US 8,861,756.

Support for the following limitation in new claim 35 “an array of sound

sensors positioned in a non-circular configuration”is found in FIG. 19E.

Support for the following limitation is new claim 35 “wherein said distance

between each of said sound sensors and said reference point varies from a minimum

value to a maximum value, and wherein said minimum value corresponds to zero and

said maximum value is defined based on a limitation associated with size of said

system” is found in column7, lines 56-67 and column8,lines 1-21 of the applicant’s

patent US 8,861,756.
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Applicant respectfully request that the forgoing amendments be madeprior to

examination of the present application. Claim 21 is amended; claims 1-20 remain as

previously presented; and claims 22-34 are newly added.

Applicant submits that no new matter is addedto the claims.

Conclusion

Applicant respectfully requests that a timely Notice of Allowance beissued in

this case. In the interest of compact prosecution, if the prosecution of the application

can be advancedorif a claim may be madepotentially allowable by an Examiner’s

amendment, applicant requests Examinerto call the undersigned with the proposed

amendment.

Respectfully submitted,

Date: October 14, 2016 /a tankha/
Ashok Tankha

Attorney For Applicant
Reg. No. 33,802

Correspondence Address
Lipton, Weinberger & Husick
36 Greenleigh Drive
Sewell, NJ 08080
Phone: 856-266-5145

Fax: 856-374-0246

Email: ash@ipprocure.com
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Sub-Total in

USD(S)

Basic Filing:

DESIGN AND UTILITY REISSUE BASIC 2114

DESIGN AND UTILITY REISSUE BASIC 2314 1080 1080

Description Fee Code Quantity

REISSUE- INDEPENDENT CLAIMS 2204 1890

Miscellaneous-Filing:
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ar . Sub-Total in

Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:

Extension-of-Time

Miscellaneous:

Total in USD ($)
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Electronic AcknowledgementReceipt

Application Number: 15293626

International Application Number:

Confirmation Number: 4199

Title of Invention: MicrophoneArray System

a
a

a

Paymentinformation:

 
Submitted with Payment

File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

304239

CreativeTech_01RE_US_Trans
Transmittal Letter mittal_aia0050.pdf Sba4cd9fdcfal 11ff8c3e1 8d5db208428a60f

b34 
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Information:

113526

CreativeTech_01RE_US_ADS.
Application Data Sheet pdf bd468fbS8ceaaf702a73d782639d54aac74dpe

Information:

This is not an USPTO supplied ADSfillable form

341521

CreativeTech_01RE_US_Declar
Oath or Declarationfiled ation_aia0006_Qi_Li.pdf 342988558 1e6461443df26a926bf1 6866f83

d5b8pe po
Information:

457375

CreativeTech_01RE_US-
Oath or Declarationfiled Suppl_decl_aia0010_Manli.PDF ee3b37931f70f1c40862c1 fae9ee87af9b13

asfpe —
Information:

217435

CreativeTech_01RE_US_POA_ai
Powerof Attorney a82B_Qi_Lipdf dee35f98003745332b0e46376f1 e2f0b465qpe po

Information:

CreativeTech_01RE_US_AssignMiscellaneous Incoming Letter
9 ment_extract.pdf 6fd05382d647efad4b69996997b99ddc9dal

975ec —
3°g32o3Fd

294050

CreativeTech_01RE_USConse

nt_of_assignee_aia0053_Qi_Li.
pdf 3c5d4715f7a21e46a0be6562c208399d1b|

Consentof Assignee accompanying the
declarationpe po

137021

Assignee showing of ownership per 37|CreativeTech_O1RE_US_aia009
CFR 3.73 6_Qi_Li.pdf be49baeb9e29a905f7d545bb7c6724decd

£8439

3.°=3»s°3

pe
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CreativeTech_01RE_US_Pat886

1756B2.pdf

Drawings-only black and white line drawings

Specification

Information:

Preliminary Amendment

Information:

Fee Worksheet (SB06)

Information:

Page 25 of 371

CreativeTech_O1RE_USAmend

ment.pdf

fee-info.pdf

TotalFiles Size (in bytes)

976281

9468b7d67cf442c5250654e3 1 7ad9988f31
19e85

9561327

0104a273baa61a9080dd13745118dc25c1b

baddd6d2d67fa28deS 5c8d2f85cb81 df4bt6
acdd
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This AcknowledgementReceipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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PTO/AIA/50 (09-14)
Approved for use through 10/31/2016. OMB 0651-0033

U.S. Patent and TrademarkOffice; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995 no persons are required to respond to a collection of information unless it displays a valid OMB control number

REISSUE PATENT APPLICATION TRANSMITTAL

Address to: CreativeTech_01RE_US

Mail Stop Reissue Manli, Zhu
Commissionerfor Patents US8861756

P.O. Box 1450 Original Patent Issue Date
Alexandria, VA 22313-1450 (Month/Day/Year) 10/14/2014

APPLICATION FOR REISSUE OF:

(Check applicable box) |v|utility Patent [__] Design Patent Plant Patent
APPLICATION ELEMENTS(37 CFR 1.173) ACCOMPANYING APPLICATION PARTS

 

  
 

 

Applicant asserts small entity status. See 37 CFR 1.27 claims. See 37 CFR 1.173(c).
: |_| Fee Transmittal Form (PTO/SB/56) : Statement of status and supportfor all changes to the
lv  

Applicant certifies micro entity status. See 37 CFR 1.29. Powerof Attorney
Applicant must attach form PTO/SB/15Aor B or equivalent. . [ Information Disclosure Statement(IDS)
Specification and Claims in double column copyof patent format PTOSB/08 or PTO-1449
(amended, if appropriate) Copiesof citations attached

Drawing(s) (proposed amendments, if appropriate) . English translation of Reissue Oath/Declaration
Reissue Oath/Declaration or Substitute Statement (if applicable)
(37 CFR 1.175) (PTO/AIA/05, 06, or 07) . Return Receipt Postcard (MPEP § 503)
Application Data Sheet—NOTE: Benefit claims under 37 CFR 1.78 / (Should be specifically itemized)
and foreign priority claims under 37 CFR 1.55 MUSTbeset forth in an . Preliminary Amendment(37 CFR 1.173; MPEP § 1453)
Application Data Sheet (ADS).

Original U.S. Patent currently assigned? Yes [J No . Other:
(if Yes, check applicable box{es))

v|Written Consentofall Assigness (PTO/AIA/53)

v|37 CFR 3.73(c) Statement (PTO/AIA/96)

9. [ CD-ROMorCD-Rin duplicate, Computer Program (Appendix) or largetable

  
 

 

  
   
    

  

 
 
 

 
  

  
 

  
   
  

 

Landscape Table on CD
  

10. Nucleotide and/or Amino Acid Sequence Submission
(if applicable, items a. —c. are required)

 

a. Computer Readable Form (CRF)
 

 
This is a continuation reissue or divisional reissue application

I. Specification SequenceListing on: (i.e., a second or subsequentreissue application for the same

CD-ROM(2 copies) or CD-R (2 copies); or issued patent). (Check box if applicable.)

 

 
 

   

  Paper  

  
 Statementsverifying identity of above copies 

18. CORRESPONDENCE ADDRESS

The address associated with Customer Number: Correspondence address below

Name|Ashok Tankha

"136 Greenleigh drive
fy [sewetINfoposO
cure 856-266-5145

Email lash@ipprocurement.com

fSenature Ta tankha/ 10/14/2016
Ashok Tankha 33802

This collection of information is required by 37 CFR 1.173. The information is required to obtain or retain a benefit by the public which is to file (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO. Timewill vary depending upon the individual case. Any comments on the
amountof time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND
TO: Mail Stop Reissue, Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

if you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which
the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission
related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and
Trademark Office may not be able to process and/or examine your submission, which mayresult in termination
of proceedings or abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of
records may be disclosed to the Department of Justice to determine whether disclosure of these
records is required by the Freedom ofInformation Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in
the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Memberwith respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be
required to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C.
552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this
system of records may be disclosed, as a routine use, to the International Bureau of the World
Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for
purposes of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).
A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that
agency’s responsibility to recommend improvements in records managementpractices and programs,
under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the
GSA regulations governing inspection of records for this purpose, and anyotherrelevant (i.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations about individuals.
A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35
U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine
use, to the public if the record wasfiled in an application which became abandonedorin which the
proceedings were terminated and which application is referenced by either a published application, an
application open to public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local
law enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or
regulation.
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PTOVAIA/4 (11-15)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under ithe Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information uniess it contains a valid OMB control number.

| Atomey Docket Number|CreaiiveTech_O1RE_US| Application Data Sheet 37 CFR1.76

Title of invention Microphone Array System

 

IeceeceeceeceeeeeeeeeeeeeceteeeceeceenneeneeeetentnetatneAnneeEEEEEEEREneetntonnenntnneeennenennentnntentnntantnntnntenteneenenn

The application data sheet is part of the provisional or nonprovisicnal application for which if is being submitted. Thefollowing form contains the
bibliographic data arranged in a format specified by the United States Patent and Trademark Office as outlined in 37 CFR 1.76
This document may be completed electronically and submitted to the Office in electronic format using the Electronic Filing System (EFS) or the
document may be printed and inchidedin a paperfiled application.

Secrecy Order 37 CFR 5.2:
oO Portions or all of the application associated with this Application Data Sheet may fall under a Secrecy Order pursuant to3/7 CFR 5.2 (Paperfilers only. Applicationsthat fall under Secrecy Order may not be filed electronically.)

inventor Information:

 

 | Inventor

i Legal Name

Pref ChenName Middle Name Family Name | Suffixia
Residence Information (Select One) @) US Residency © Non US Residency (|) Active US Military Service

i Gy|Pearl River State/Province|NY _ Country of Residence USennbneebeeeepee!

 | Address 2

i_Inventor
Legal Name

Prefix]GivenName Middie Name Family Name _ Suffix
Residence Information (Select One} @ US Residency (©) Non US Residency (©) Active US Military Sanice

| City NewProvidence State/Province|NJ | Country of Residencd US

 

 
   

(Mailing Address of Inventor:
| Address 1 225 Runnymede Parkway

Address 2

| City New Providence State/Province

i Postal Cade 07974 | Country| USnnnnanannnnnnnnnnnnnnnnnnnnnnnnn

i All Inventors Must Be Listed - Additional inventor Information blocks may be
i generated within this form by selecting the Add button.

 
Correspondence Information: 

Enter either Customer Number or complete the Correspondence information section below.
i For further information see 37 CFR 1.33{a).
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PTOVAIA/4 (11-15)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

| . . Attorney Docket Number|CreativeTech_O1RE_US
| Application Data Sheet 37 CFR 1.76 -————creaed

| Application Number

  
  
 
 
 
  
 
 

 

 

| Title of invention Microphone Array System
nnf

| i] An Address is being provided for the correspondence Information of this application.
Ashok Tankha

36 Greenieigh drive

  
   City Sewell State/Province | NJ

  
 

856-266-5145 Fax Number 856-374-0246

ash@ipprocurement.com

Small Entity Status Claimed [xj

i Subject Mattert t
iphnat

| Total Number of Drawing Sheets (ifany) | Suggested Figure for Publication (if any} 
section whenfiling an application by reference under 35 U.S.C. 111(0) and 37 CFR 1.57(a}. Do not complete this section if

lapplication papers including a specification and any drawings are being filed. Any domestic benefit or foreign priority information must bear
iprovided in the appropriate section(s) below(1.¢., ‘Domestic Benefit/National Stage information’ and “Foreign Priority Information’).

iFor the purposes of a filing date under 37 CFR 1.53(b}, the description and any drawings of the present application are replaced by this
lreference to the previously filed application, subject to conditions and requirements of 37 CFR 1.57(a).amma  fe

Filing date (YYYY-MM-DD} intellectual Property Authority or Country

  
 

! Application number ofthe previously
filed application

 
 
 

  

[| Request Early Publication (Fee required at time of Request 37 CFR 1.219)

| Request Not to Publish. | hereby request that the attached application not be published under
- 35 U.S.C. 1220) and certify thai the invention disclosed in the attached application has not and will not be ihe

i —~ subject of an application filed in another country, or under a multilateral international agreement, that requires
publication at eighteen months after filing.

Representative information:

| Representative information should be provided for all practitioners having a power of attorney in the application. Providing
| this information in the Application Data Sheet does not constitute a powerof attorney in the application (see 37 CFR 1.32).
| Either enter Customer Number or complete the Representative Name section below. If both sections are completed ihe customer
| Number will be used for the Representative information during processing.
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PTOVAIA/4 (11-15)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

  
  

 

 
  
 

oo. | Attorney Docket Number|CreativeTech_01RE_US
| Application Data Sheet 37 CHR V0nnn

| Application Number

| Title of invention Microphone Array System

 | Please Select One: C) Customer Number @) US Patent Practitioner | ©) Limited Recognition @7 CFR 11.9)

| Prefix | Given Name Middle Name Family Name | Suffix
i Mr. | Ashok Tankha  
 

Registration Number 33802

Additional Representative information blocks may be generated within this form by
i selecting the Add button.

Domestic Benefit/National Stage information:
iThis section allows for the applicantto either claim benefit under 35 U.S.C. 119(e}, 120, 121, 365(c), or 386(c) or indicate
‘National Stage entry from a PCT application. Providing benefit claim information in the Application Data Sheet constitutes
ithe specific reference required by 35 U.S.C. 119(e} or 120, and 37 CFR 1.78.
When referring to the current application, please leave the “Application Number’field blank.

Prior Application StatusBO
Filing or 371(c) Date

Application Number Continuily Type Prior Application Number (YYYY-MM-DD)

Prior Application Status|Patented S

Application | ate Prior Application Filing Date ak issue Daie
Number | Continuity Type Number CYYY-MM-DD)|Patent Number) ayyyy.vim-pp)

| 13/049877 | Claims benefit of provisio| 61/403952 2010-09-24 8861756 2014-10-14

i Additional Domestic Benefit/National Stage Data may be generated withinthis form
i by selecting the Add button.

 

 

  

Foreign Priority information:

[This section allows for the applicant to claim priortty to a foreign application. Providing this informationin the application data sheet
constitutes the claim for priority as required by 35 U.S.C. 119()) and 37 CFR 1.55. Whenpriority is claimed to a foreign application
ithat is eligible for retrieval under the priority document exchange program (PDX)! the information wil be used by the Office to
automatically atternpt retrieval pursuant to 37 CFR 1.55d)(1) and (23. Under the PDX program, applicant bears the ultimate
iresponsibility for ensuring that a copy of the foreign application is received by the Office from the participating foreign intellectual
[property office, or a certified copy of the foreign priority application is fled, within the time period specified in 37 CFR 1.55(9)}(4).

 

Application Number Country! Filing Date (’YYY-MM-DD} Access Code! (f applicable}

Additional Foreign Priority Data may be generated within this form by selecting the
i Adid button.
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PTOVAIA/4 (11-15)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

  
  

 

 
  
 

. . Attorney Docket Number|CreativeTech_O1RE_US
| Application Data Sheet 37 CFR 1.76 -————creaed

| Application Number

| Title of invention Microphone Array System

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition
Applications
 

This application (1) claims priority to or the benefit of an application filed before March 16, 2013 and (2) also

| _ contains, or contained at any time, a claim to a claimed invention that has an effective filing date on or after March

NOTE: By providing this statement under 37 CFR 1.55 or 1.78, this application, with a filing date on or after March
16, 2013, will be examined under the first inventor to file provisions of the AIA.
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PTOVAIA/4 (11-15)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

  
 

 
  
 

 
oo. | Attorney Docket Number|CreativeTech_01RE_US

| Application Data Sheet 37 CFR 1.76 -————creaed
| Application Number

| Title of invention Microphone Array System

Authorization or Opt-Out of Authorization to Permit Access:

iWhen this Application Data Sheet is properly signed and filed with the application, applicant has provided written
iauthority to permit a participating foreign intellectual property (IP) office access to the instant application-as-filed (see
iparagraph Ain subsection 1 below) and the European Patent Office (EPO) access to any search results from the insiant
iapplication (see paragraph B in subsection 1 below).

Should applicant choose not to provide an authorization identified in subsection 1 below, applicant must opt-out of the
iauthorization by checking the corresponding box A or B or both in subsection 2 below.

NOTE: This section of the Application Data Sheet isONLY reviewed and processed with the INITIALfiling of an
application. After the initial filing of an application, an Application Data Sheet cannot be used to provide or rescind
iauthorization for access by a foreign IP office(s). Instead, Form PTO/SB/38 or PTO/SB/6$ must be used as appropriate.

4. Authorization to Permit Access by a Foreign intellectual Property Office(s}

jundersigned hereby grants the USPTO authority to provide the European Patent Office (EPO), the Japan Patent Office
i(JPO), the Korean Intellectual Properly Office (KIPO)}, the State Intellectual Property Office of the People’s Republic of
iChina (SIPQ), the Worldintellectual Property Organization (WIPO), and any other foreign intellectual property office
participating with the USPTO in a bilateral or multilateral priority document exchange agreement in which a foreign
lapplication claiming priority to ihe instant patent applicationis fled, accessto: (1) the instant patent application-as-filed
iand its related bibliographic data, (2) any foreign or domestic application to which priority or benefit is claimed by the
instant application and its related bibliographic data, and G) the date of filing of this Authorization. See 37 CFR 1.744)
(4).

iB. SearchResultsfromU.S.ApplicationtoEPO - Uniess box B in subsection 2 (opt-out of authorization) is checked,
ithe undersigned hereby grants the USPTO authority to provide ihe EPO accessto the bibliographic data and search
results from the instant patent application when a European patent application claiming priority to the instant patent
iapplication is filed. See 37 CFR 1.14(n}(2).

The applicant is reminded that the EPO’s Rule 141(4) EPC (European Patent Convention) requires applicants fo submit a
icopy of search results from the instant application without delay in a European patent application ihat clairns priority to
ithe instant application.doneecneetanenenentntnatetanetenetnatetanttanteetetanttanttintetatttinttanttetetanttinttiatetatttinttentttatttatttintttetttanttinttsatttetttanttintttatttatetintttetttanttinttintetatttanttintttatetanetententetatetaneed

| 2. Opt-Out of Authorizations to PermAccess by a Foreign intellectual Property Office(s}

A. Applicant DOES NOT authorize the USPTO to permit a participating foreign IP office access to the instant

any documents and information identified in subsection 1A above.

B. Applicant DOES NOT authorize the USPTO to transmit to the EPO any search results from the instant patent

in application. lf this box is checked, the USPTO will not be providing the EPO with search results fram the instant
application.

NOTE: Once the application has published oris otherwise publicly available, the USPTO mayprovide access to the
lapplication in accordance with 37 CFR 1.14.
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i Attomey Docket Number|CreativeTech_O1RE_US| Application Data Sheet 37 CFR 1.76 ———_____{+______| Application Number

  | Title of invention Microphone Array System

Applicant Information:

Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title 37 of CFR

| to have an assignment recorded by the Office.nnnnnnnnnnnn

i Applicant 4

if the applicant is the inventor (or the remaining joint inventor or inventors under 37 CFR 1.45), this section should not be completed.
iThe information to be provided in this section is the name and address of the legal representative whois the applicant under 37 CFR
i 43: or the name and address of the assignee, person to whomthe inventor is under an obligation to assign the invention, or person
iwho otherwise shows sufficient proprietary interest in the matter who is the applicant under 37 GFR 1.46. Ifthe applicantis an
lapplicant under 37 CFR 1.46 (assignee, person to whornthe inventor is obligated to assign, or person who otherwise shows sufficient
iproprietary interest) together with one or more joint inventors, then the joint inventor or inventors who are also the applicant should be
lidentified in this section.  

\@) Assignee C) Legal Representative under 35 U.S.C. 117 ©) Joint Inventor 
iC) Person to whom the inventor is obligated to assign. iC) Person who showssufficient proprietary interest

iif applicant is the legal representative, indicate the authority to file the patent application, the inventor is:

  |Name of the Deceased or Legally incapacitated Inventor: 
  | ifthe Applicant is an Organization check here.

Organization Name LI Creative Technolgies, inc.

i Mailing Address Information For Applicant:

| Address 1 258 Hanover Road, Suite 140nnnnnnnnnnnnnnnnnnnnn

| Address 2

| City Florham Park State/Province | NJ
 

Additional Applicant Data may be generated within this form by selecting the Add button.
 

Assignee Information including Non-Applicant Assignee Information:

Providing assignmentinformation in this section does not substitute for compliance with any requirement of part 3 of Title
i37 of CFR to have an assignment recorded by the Office.
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Attorney Docket Number|CreativeTech_O1RE_US

| Application Number
 | Application Data Sheet 37 CFR 1.76

  | Title of invention Microphone Array System
If

Assignee 1

iComplete this section if assignee information, incliding non-applicant assignee information, is desired to be included on the patent
lapplication publication. An assignee-applicant identified in the “Applicant information” section will appear on the patent application
ipublication as an applicant. For an assignee-apolicant, complete this section only if identification as an assignee is also desired on the
ip ent application publication. 

 
Mailing Address information For Assignee including Non-Applicant Assignee:

 

| Address 7 25B Hanover Road, Suite 140
PaAddress2EEE

City State/Province | Nu
| Country | US Postal Code | 07932
| Phone Number PoFax Number
| Email Address
Additional Assianee or Non-Applicant Assignee Data may be generated within this form by

| selecting the Add button.

Signature:
INOTE: This Application Data Sheet must be signed in accordance with 37 CFR 1.33(b). However,if this Application
iData Sheet is submitted with the INITIAL filing of the application and either box A or B is not checked in
isubsection 2 of the “Authorization or Opt-Out of Authorization to Permit Access” section, then this form must
iaiso be signed in accordance with 37 CFR 1.14(c}.
| This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants is a Juristic
entity (e.g., corporation or association). ifthe applicant is two or more joint inventors, this form must be signed by a
ipatent practitioner, ailjoint inventors who are the appiicant, or one or more joint inventor-applicants who have been given
ipowerof attorney (e.g., see USPTO Form PTO/AIA/81) on behalf of all joint inventor-applicants,
| see 37 CFR 1.4(d) for ihe manner of making signatures and certifications.

 

 
 

 

| Signature (/a tankha/ Date (YYYY-MM-DD)| 2016-10-14

| First Name|Ashok Last Name | Tankha Registration Number | 33802

Additional Signature may be generated within this form by selecting the Add button.
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PTOVAIA/4 (11-15)
Approved for use through 04/30/2017. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

| . . Attorney Docket Number|CreativeTech_O1RE_US
| Application Data Sheet 37 CFR 1.76 -————creaed

| Application Number

  
 

 
  
 

 

| Title of invention Microphone Array System

This collection of information is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which
is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This
collection is estimated to take 23 minutes to complete, including gathering, preparing, and submitiing ihe completed application data
sheet form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require io
complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Depariment of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the attached formrelated to a patent
application or patent. Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general authority for the collectionofthis information
is 35 U.S.C, 2(b}(2); (2) furnishing of the information solicited is voluntary; and (3) the crincipal purpose for which the informationis used by the ULS. Patent and
Trademark Office is to process and/or examine your submission related to a patent application or patent. Hf you do not furnish the requested information, the US.
Patent and Tyrademark Office may not be able to process and/or exarnine your submission, which may result in termination of proceedings or abandonment of
the application or expiration ofthe patent.

The information provided by you inthis form will be subject to the following routine uses:

1 The information on this form will be treated confidentially to the extent allowed under the FreedornofInformation Act (5 U.S.C. 552} and the Privacy
Act (5 U.S.C552a}. Records fromthis system of records may be disclosed to the Department ofJustice to determine whether the Freedomof
information Act requires disclosure of these records.

2. Arecord fromthis system of records may be disclosed, as a routine use, in the course of presenting evidence to a court, magistrate, or administrative
tribunal, including disclosures to opposing counsel in the courseofsettlernent negotiations.

3 Aracordin this system of records may be disclosed, as a routine use, to a Member of Congress submitting a request involving an individual, to whom
the record pertains, whenthe individual nas requested assistance from the Member with respect to the subject matter of the record.

4, Arecord in this systemof records may be disclosed, as a routine use, to a contractor of the Agency having need for the informationin order to perform
acontract. Recipients of informationshail be recquired to comply with the requirements ofthe Privacy Act of 1974, as amended, oursuant to 5 U.S.C
552a(m).

5, Arecord related to an International Application filed under the Patent Cooperation Treaty in this system of records may be disclosed, as a routine use,
to the international Bureau of the World intellectual Property Organization, pursuant to the Patent CooperationTreaty.

6. Arecordin this system of records may be disclosed, as a routine use, to another federal agencyfor purposes of National Security review (35 U.S.C. 181}
and for review pursuant to the Atomic Eneray Acch 42 U.eéC. 2180).

N
A racordfromthis system of records m ay bbe disclosed, as a routine use, to the Administrator, General Services, or his/her designee, during an
inspection of records conducted by GSA as partof that agency's responsibility to recommend improvements in records management practices anc
programs, underauthority of 44 U.S.C. 2004 and 2906. Such disclosure shall be made in accordance with the GSA requlations governing inspection of
records for this purpose, and any other relevant (.e., GSA or Commerce) directive. Such disclosure shail not be used to make determinations about
individuals.

8 Arecord fromthis system of records ray be disclosed, as a routine use, to the public after either publication of the application pursuant to 35 USC.122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record may bedisclosed, subject to the limitations of 37 CFR 1.14, as a routine use,to the public if the record was filed in an application which became abandonedor in which the proceedings were terminated and which applicationis
referenced by either a published application, an application opento public inspections or an issued patent.

9,  Arecordfromthis systemof records may be disclosed,as a routine use, to a Federal, State, or local law enforcernent agency,if the USPTO becomes
aware ofa violation or potential violation of law or regulation.
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Doc Code: REIS.DECL

Document Description: Reissue Declaration Filed In Accordance With MPEP 1414 PTOIAIA/06 (08-12)
Approved for use through 08/31/2013. OMB 0651-0033

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number.

Docket Number (optional)

REISSUE APPLICATION DECLARATION BY THE ASSIGNEE CreativeTech_01RE_US 
| hereby declare that:

The residence and mailing addressof the inventoror joint inventors are stated below.

| am authorized to act on behalf of the following assignee: Li Creative Technologies, Inc.

The entire title to the patent identified below is vested in said assignee.

PO
 Inventor || Qi(Peter)

Residence: City State Country

New Providence NJ USA

Mailing Address

225 Runnymede Parkway

City State Zip Country

New Providence NJ 07974 USA 
Additional Inventors are named on separately numbered sheets attached hereto.

Patent Number Y$gg61756 Date of Patent Issued 14 October, 2014

| believe said inventor(s) to be the original inventoror original joint inventors of the subject matter which is described and
claimed in said patent, for which a reissue patent is soughton the invention titled:

Microphonearray system

the specification of which

is attached hereto.

[_] wasfiled on as reissue application number

The above-identified application was made or authorized to be made by me.

| hereby acknowledge that anywillful false statement madein this declaration is punishable under 18 U.S.C. 1001 byfine
or imprisonment of not more than five (5) years, or both.

| believe the original patent to be wholly or partly inoperative or invalid, for the reasons described below.
(Checkall boxes that apply.)

LJ by reason of a defective specification or drawing.
by reason of the patentee claiming moreorless than he had the right to claim in the patent.

by reasonof othererrors.

 
[Page 1 of 2]

This collection of information is required by 37 CFR 1.175. The information is required to obtain or retain a benefit by the public whichisto file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 30 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Timewill vary depending upon the individual case. Any comments on
the amountof time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

!fyou need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/AIA/06 (06-12)
Approved for use through 08/31/2013. OMB 0651-0033

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number.

REISSUE APPLICATION DECLARATIONBY THE ASSIGNEE

At least one error upon which reissue is based is described below.If the reissue is a broadening
reissue, a claim that the application seeks to broaden mustbe identified and the box below must be checked:

The reissue is a broadening reissue.

[Attach additional sheets, if needed.]

The application for the original patent was filed under 37 CFR 1.46 by the assigneeofthe entire interest.

| hereby appoint:

[| Practitioners associated with Customer Number:fFOR

Practitioner(s) named below:

Ashok Tankha 33802

as my/our attorney(s) or agent(s) to prosecute the application identified above, and to transact all business in the United
States Patent and Trademark Office connected therewith.

 
 
 

Correspondence Address: Direct all communications about the application to:

[| The address associated with Customer Number: fsOR

 
Firm or

| [7] Individual|Ashok Tankha
Name

 

36 Greenleigh drive

Sewell State Nu Zip 08080

856-266-5145 ash@ipprocurement.com

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documentsfiled in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card
numbers (other than a checkor credit card authorization form PTO-2038 submitted for payment purposes) is never required by
the USPTO to support a petition or an application. If this type of personal information is included in documents submitted to
the USPTO, petitioners/applicants should consider redacting such personal information from the documents before submitting
them to the USPTO. Petitioner/applicant is advised that the record of a patent application is available to the public after
publication of the application (unless a non-publication request in compliance with 37 CFR 1.213(a) is made in the application)
or issuance of a patent. Furthermore, the record from an abandoned application may also be available to the public if the
application is referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card
authorization forms PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not
publicly available. .

Signature ow! ~— Date (Optional) October 14, 2016

Full name of person signing (given name, family name) Qi Li

| Address

Address of Assignee .
New Providence, NJ, USA

[Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent. If you do
not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or
abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the
Freedom ofInformation Act (6 U.S.C. 552) and the Privacy Act (6 U.S.C 552a). Records from
this system of records maybe disclosed to the Department of Justice to determine whether
disclosure of these recordsis required by the Freedom ofInformation Act.

2. Arecord from this system of records may be disclosed, as a routine use, in the course of
presenting evidenceto a court, magistrate, or administrative tribunal, including disclosures to
opposing counselin the course of settlement negotiations.

3. Arecord in this system of records may bedisclosed, as a routine use, to a Memberof
Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Memberwith respect to the subject matter of the
record.

4. A record in this system of records may bedisclosed, as a routine use, to a contractor of the
Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treaty in
this system of records maybe disclosed, as a routine use, to the International Bureau of the
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may bedisclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator,
General Services,or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, underauthority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be madein accordance with the GSA regulations governing inspection of recordsforthis
purpose, and anyotherrelevant (/.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations aboutindividuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, aS a routine use, to the public if the record wasfiled in an application which
became abandonedorin which the proceedings were terminated and which application is
referenced byeither a published application, an application open to public inspection or an
issued patent.

9. Arecord from this system of records may be disclosed, as a routine use, to a Federal, State,
or local law enforcement agency, if the USPTO becomesawareof a violation or potential
violation of law or regulation.
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PTOVAIALTO (06-12).

Approvedfor use through 01/91/2014. OMB 0681-0032
U.S. Patent and Trademark Office: US: DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995. no persons sre required to respond to @ collection of information uniessitcontains a valid OB control number.  
  

  

  
oe ADDITIONAL INVENTOR(STAL SHEET FORDECLARATION| suppismental Shoot(ferrasa0)

{E.9.. Given Name (first and middie (if any)) and Family Name or Surname)
Manli Zhu

laventor's
Signature

State — :

46 E Crooked Hill Road

| Mailing Address

Pearl River

Legal Name of Additional Joint Inventor,ifany:
(E.g., Given Name (first andmiddle Gf any) and Family Name or Sumame) :

{riventor's

vest

[State

Legal Name of Additional Joint Inventor, if any:

inventor's
Signature

 

‘Thus collention of informationis requiredby 36.U.5.C. 115 and 37-CFR 1.63. The information is required ta obtainor fetain & Denent enn —fandby the USPTO ts.process) an application. Confidentisittyis gaverned by 35: U.S.C. 122 and 37 CFR 4.44 and 1.14. This solaceSoratedtkeil
minutes te complete, including aathering, preparing, and submitting thecompletedapplication toms to the USPTO, Tima wil Vary: depending upon the individual
case. Any comments ontheamount of time you requis to complete this form and/or suggestions for reducing this burden, should be sentto the Chieftnformation
Officer, LLS. Patentand TrademarkOffieg: U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22318-1450, DO NOT SEND FEES OR COMPLETED
FORMS TOTHIS ADDRESS, SEND TO: Commissionerfor Patents, P.O. Box 1480, Alexandria, VA 23313-1480. me

 

Hyou need assistancein completing the form, cail 1-800-PTO-9499 (1-800-786-9199) and select option 2.
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Doc Code: PA.. PTO/AIA/82B (07-13)
DocumentDescription: Powerof Attorney Approvedfor use through 11/30/2014. OMB 0651-0051

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Underthe Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number

POWEROF ATTORNEY BY APPLICANT

| hereby revoke all previous powersof attorney given in the application identified in either the attached transmittal letter or
the boxes below.

Application Number Filing Date

(Note: The boxes above may beleft blank if information is provided on form PTO/AIA/82A.)

[] | hereby appoint the Patent Practitioner(s) associated with the following Customer Number as my/our attorney(s) or agent(s), and
to transactall business in the United States Patent and Trademark Office connected therewith for the application referenced in
the attached transmittal letter (form PTO/AIA/82A)or identified above:

OR

| hereby appoint Practitioner(s) named in the attachedlist (form PTO/AIA/82C) as my/our attorney(s) or agent(s), and to transact
all businessin the United States Patent and Trademark Office connected therewith for the patent application referenced in the
attached transmittal letter (form PTO/AIA/82A)oridentified above. (Note: Complete form PTO/AIA/82C.)

 

  

Please recognize or changethe correspondence addressforthe application identified in the attached transmittal
letter or the boxes aboveto:

[| The address associated with the above-mentioned Customer Number
OR

[| The address associated with Customer Number:
OR

Fi
individual Name Ashok Tankha

 

  

36 Greenleigh Drive

Country USA

Telephone 856-266-5145 ash@ipprocurement.com

| am the Applicant (if the Applicantis a juristic entity, list the Applicant namein the box):

Li Creative Technologies, Inc.
Inventor or Joint Inventor (title not required below)

Legal Representative of a Deceased or Legally Incapacitated Inventor (title not required below)

Assignee or Person to Whom the Inventor is Under an Obligation to Assign (provide signer’stitle if applicantis a juristic entity)

Person Who Otherwise ShowsSufficient Proprietary Interest (e.g., a petition under 37 CFR 1.46(b)(2) was granted in the
application or is concurrently being filed with this document) (provide signer’stitle if applicant is a juristic entity)

SIGNATUREof Applicant for Patent

The undersigned (whosetitle is supplied betéw) is authorized to act on behalf of the applicant (e.g., where the applicant is a juristic entity).

Le Date (Optional

President & Executive Officer

NOTE: Signature - This form must be signed by the applicant in accordance with 37 CFR 1.33. See 37 CFR 1.4 for signature requirements
and certifications. If more than one applicant, use multiple forms.

 
[Trotal of forms are submitted.

This collection of information is required by 37 CFR 1.131, 1.32, and 1.33. The information is required to obtain or retain a benefit by the public whichistofile (and by the
USPTOto process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 3 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Timewill vary depending uponthe individual case. Any comments on the amount
of time you require to complete this form and/or suggestions for reducing this burden, should be sentto the Chief Information Officer, U.S. Patent and Trademark Office, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND TO: Commissioner
for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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PTO/AIA/82C (07-13)
Approved for use through 11/30/2014. OMB 0651-0051

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number

POWEROF ATTORNEYBY APPLICANT

No more than ten (10) patent practitioners total may be appointed as set forth below by nameandregistration number.
This page need not be submitted if appointing the Patent Practitioner(s) associated with a Customer Number(See form
PTO/AIA/82B):

Registration

Ashok Tankha 33,802 
Page 43 of 371 SONOS EXHIBIT1016
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in
connection with your submission of the attached form related to a patent application or patent.
Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general
authority for the collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the
information solicited is voluntary; and (3) the principal purpose for which the information is used
by the U.S. Patent and TrademarkOffice is to process and/or examine your submission related
to a patent application or patent. If you do not furnish the requested information, the U.S. Patent
and Trademark Office may not be able to process and/or examine your submission, which may
result in termination of proceedings or abandonmentof the application or expiration of the
patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed underthe
Freedom ofInformation Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C. 552a). Records
from this system of records may be disclosed to the Departmentof Justice to determine
whether the Freedom of Information Act requires disclosure of these records.

2. Arecord from this system of records may be disclosed, as a routine use, in the course of
presenting evidence to a court, magistrate, or administrative tribunal, including
disclosures to opposing counselin the course of settlement negotiations.

3. Arecord in this system of records may be disclosed, as a routine use, to a Memberof
Congress submitting a request involving an individual, to whom the record pertains,
when the individual has requested assistance from the Memberwith respect to the
subject matter of the record.

4. Arecord in this system of records may be disclosed, as a routine use, to a contractor of
the Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974,
as amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treaty
in this system of records may be disclosed, as a routine use, to the International Bureau
of the World Intellectual Property Organization, pursuant to the Patent Cooperation
Treaty.

6. Arecord in this system of records may be disclosed, as a routine use, to another federal
agencyfor purposes of National Security review (35 U.S.C. 181) and for review pursuant
to the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the
Administrator, General Services, or his/her designee, during an inspection of records
conducted by GSAaspart of that agency's responsibility to recommend improvements in
records managementpractices and programs, underauthority of 44 U.S.C. 2904 and
2906. Such disclosure shall be madein accordance with the GSA regulations governing
inspection of records for this purpose, and any otherrelevant(i.e., GSA or Commerce)
directive. Such disclosure shall not be used to make determinations aboutindividuals.

8. Arecord from this system of records may be disclosed, as a routine use, to the public
after either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a
patent pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the
limitations of 37 CFR 1.14, as a routine use, to the public if the record wasfiled in an
application which became abandonedor in which the proceedings were terminated and
which application is referenced by either a published application, an application open to
public inspections or an issued patent.

9. A record from this system of records maybe disclosed, as a routine use, to a Federal,
State, or local law enforcement agency,if the USPTO becomes awareofa violation or
potential violation of law or regulation.
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| UNITED STATES
_ PATENT AND TRADEMARKOFFICE 

Assignmentabstractof title for Application 13049877

Invention title/Inventor Patent Publication Application PCT International registration
MicrophoneArray System 8861756 20120076316 13049877
Manli Zhu, Qi Li Oct 14,2014 Mar29,2012  Mar16,2011

Assignments(1 of 1 total)

Assignment1
Reel/frame Execution date Date recorded Properties Pages
026003/0985 Dec 17, 2010 Mar 21, 2011 1 3

Conveyance
ASSIGNMENT OF ASSIGNORS INTEREST (SEE DOCUMENTFOR DETAILS).

Assignors Correspondent
ZHU, MANLI ASHOK TANKHA
LI, Ql 36 GREENLEIGH DRIVE

SEWELL, NJ 08080

Assignee
LI CREATIVE TECHNOLOGIES,INC.
25B HANOVER ROAD, SUITE 140
FLORHAM PARK, NEW JERSEY 07932
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PTO/AIA/53 (09-12)
Approved for use through 08/31/2013. OMB 0651-0033

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number.

Docket Number (Optional)
REISSUE APPLICATION: CONSENTOF ASSIGNEE;

STATEMENT OF NON-ASSIGNMENT
CreativeTech_01RE_US

This is part of the application for a reissue patent based on the original patent identified below.

Nameof Patentee(s)

Li Creative Technologies, Inc.

Patent Number Date Patent Issued

US8861 756 October 14, 2014

Title of Invention

Microphone array system

1. Filed herein is a statement under 37 CFR 3.73(c). (Form PTO/AIA/96)

2. [] Ownership of the patentis in the inventor(s), and no assignmentof the patentis in effect.

One of boxes 1 or 2 above must be checked. If multiple assignees, complete this form for each assignee. If
box 2 is checked, skip the next entry and go directly to “Name of Assignee.”

The written consentof all assignees and inventors owning an undivided interest in the original
patentis included in this application for reissue.

The assignee(s) owning an undividedinterestin said original patent is/are Li Creative Technologies, Inc. _,
and the assignee(s) consents to the accompanying application for reissue.

Nameof assignee/inventor(if not assigned)

Li Creative Technologies, Inc.

Signature os Date
October 14, 2016

Typed or printed nameandtitle of person signing for assignee(if assigned)

Qi(Peter) Li, President

 
This collection of information is required by 37 CFR 1.172. The information is required to obtain or retain a benefit by the public whichis to file (and by the USPTO
to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 6 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO. Timewill vary depending upon the individual case. Any comments on the
amountof time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS
ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

!fyou need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection
with your submission of the attached form related to a patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary;
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is to process and/or examine your Submission related to a patent application or patent. If you do
not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or
abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the
Freedom ofInformation Act (6 U.S.C. 552) and the Privacy Act (6 U.S.C 552a). Records from
this system of records maybe disclosed to the Department of Justice to determine whether
disclosure of these recordsis required by the Freedom ofInformation Act.

2. Arecord from this system of records may be disclosed, as a routine use, in the course of
presenting evidenceto a court, magistrate, or administrative tribunal, including disclosures to
opposing counselin the course of settlement negotiations.

3. Arecord in this system of records may bedisclosed, as a routine use, to a Memberof
Congress submitting a request involving an individual, to whom the record pertains, when the
individual has requested assistance from the Memberwith respect to the subject matter of the
record.

4. A record in this system of records may bedisclosed, as a routine use, to a contractor of the
Agency having need for the information in order to perform a contract. Recipients of
information shall be required to comply with the requirements of the Privacy Act of 1974, as
amended, pursuant to 5 U.S.C. 552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treatyin
this system of records maybe disclosed, as a routine use, to the International Bureau of the
World Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may bedisclosed, as a routine use, to another federal
agency for purposes of National Security review (35 U.S.C. 181) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator,
General Services,or his/her designee, during an inspection of records conducted by GSA as
part of that agency’s responsibility to recommend improvements in records management
practices and programs, underauthority of 44 U.S.C. 2904 and 2906. Such disclosure shall
be madein accordance with the GSA regulations governing inspection of recordsforthis
purpose, and anyotherrelevant (/.e., GSA or Commerce) directive. Such disclosure shall not
be used to make determinations aboutindividuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after
either publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent
pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37
CFR 1.14, aS a routine use, to the public if the record wasfiled in an application which
became abandonedorin which the proceedings were terminated and which application is
referenced byeither a published application, an application open to public inspection or an
issued patent.

9. Arecord from this system of records may be disclosed, as a routine use, to a Federal, State,
or local law enforcement agency, if the USPTO becomesawareof a violation or potential
violation of law or regulation.
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PTO/AIA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

U.S. Patent and Trademark Office; US. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

STATEMENT UNDER37 CFR3.73(c)

Applicant/Patent Owner; Li Creative Technologies, Inc. 

Application No./Patent No.: Reissue of Pat no. 8861756 Filed/Issue Date: Oct 14, 2014
Titleg: Microphonearray system

  

 

LI Creative Technologies, Inc. a corporation 

(Nameof Assignee) (Type of Assignee, e.g., corporation, partnership, university, government agency,etc.)

states that, for the patent application/patent identified above, it is (choose oneof options 1, 2, 3 or 4 below):

1. The assignee of the entire right, title, and interest.

2. [| An assignee of less than the entireright,title, and interest (check applicable box):
|_| The extent (by percentage)of its ownershipinterestis %. Additional Statement(s) by the owners

holding the balance of the interest must be submitted to account for 100% of the ownershipinterest.

L] There are unspecified percentages of ownership. The otherparties, including inventors, who together ownthe entire
right, title and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to accountfor the entire
right, title, and interest.

3. L] The assignee of an undividedinterestin the entirety (a complete assignment from oneofthe joint inventors was made).
The otherparties, including inventors, who together own the entire right, title, and interest are:

Additional Statement(s) by the owner(s) holding the balance of the interest must be submitted to accountfor the entire
right, title, and interest.

4. C The recipient, via a court proceeding or the like (e.g., bankruptcy, probate), of an undividedinterestin the entirety (a
complete transfer of ownership interest was made). The certified document(s) showing the transfer is attached.

The interest identified in option 1, 2 or 3 above (not option 4) is evidenced by either (choose one of options A or B below):

A. An assignmentfrom the inventor(s) of the patent application/patent identified above. The assignment wasrecordedin
the United States Patent and Trademark Office at Reel 926003 , Frame 9985 , or for which a copy
thereof is attached.

B. L] A chain oftitle from the inventor(s), of the patent application/patent identified above, to the current assigneeas follows:

1. From: To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

2. From: To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

[Page 1 of 2]
This collection of information is required by 37 CFR 3.73(b). The information is required to obtain or retain a benefit by the public whichis tofile (and by the USPTO to
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 12 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO.Time will vary depending uponthe individual case. Any comments on the amount
of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark
Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS ADDRESS. SEND
TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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PTO/AIA/96 (08-12)
Approved for use through 01/31/2013. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unlessit displays a valid OMB control number.

STATEMENT UNDER37 CFR3.73(c)

To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

To:

The document was recordedin the United States Patent and Trademark Office at

Reel , Frame , or for which a copy thereofis attached.

[| Additional documents in the chain oftitle are listed on a supplemental sheet(s).

[] As required by 37 CFR 3.73(c)(1)(i), the documentary evidence of the chain oftitle from the original owner to the
assignee was, or concurrently is being, submitted for recordation pursuant to 37 CFR 3.11.

[NOTE: A separate copy(i.e., a true copy of the original assignment document(s)) must be submitted to Assignment
Division in accordance with 37 CFR Part 3, to record the assignmentin the records of the USPTO. See MPEP 302.08]

The undersigned (whose title is supplied below) is authorized to act on behalf of the assignee.

October 14, 2016
Signature Date

Li, Qi (Peter) President
Printed or Typed Name Title or Registration Number

  

  

 
[Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is 35
U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the
information is used by the U.S. Patent and TrademarkOffice is to process and/or examine your submission related
to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark
Office may not be able to process and/or examine your submission, which mayresult in termination of proceedings
or abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these recordsis
required by the Freedom of Information Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidenceto a court, magistrate, or administrative tribunal, including disclosures to opposing counselin the
course of settlement negotiations.
A record in this system of records maybedisclosed, as a routine use, to a Memberof Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Memberwith respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be required
to comply with the requirements of the Privacy Act of 1974, as amended,pursuant to 5 U.S.C. 552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agencyfor
purposesof National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).
A record from this system of records may bedisclosed, as a routine use, to the Administrator, General
Services,or his/her designee, during an inspection of records conducted by GSAaspart of that agency’s
responsibility to recommend improvements in records managementpractices and programs, under
authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA
regulations governing inspection of records for this purpose, and any other relevant (/.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations aboutindividuals.
A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C.
151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the
public if the record wasfiled in an application which became abandonedorin which the proceedings were
terminated and which application is referenced by either a published application, an application open to
public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency,if the USPTO becomes awareof a violation or potential violation of law or regulation.
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802
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FOR THE DIRECTION I (0 < 1 < 360), 803
ALLPAIR

CORR; = dcorr(Diy)

804
THE TARGET SOUND SIGNAL COMES FROM DIRECTION

S = argmax CORR;
0<i<360

 
FIG.8

Page 59 of 371 SONOS EXHIBIT1016



Page 60 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 9 of 34 US 8,861,756 B2

 
Pils, OA

 
Ps. UB

Page 60 of 371 SONOS EXHIBIT1016



Page 61 of 371 SONOS EXHIBIT 1016

OPA

US 8,861,756 B2

SORAiwewaaeiWaleweeinwesMarinvaog

  

Sheet 10 of 34

EeeTy
 

 

ISSRSIANUNRANANRAE

 

%:::::::::i
::::::::::::::::i

Oct. 14, 2014

2SECRCCRCCRESSOEROCUOERCREECUNOERC

Seen

 

U.S. Patent

SEERANAARAAIEIENISERIESEELSESSETAE

SONOS EXHIBIT 1016Page 61 of 371



Page 62 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 11 of 34Oct. 14, 2014U.S. Patent

SESSHANAS

 

RNUEENENEAERRRMRNRRRREUERa a aie te ME

1DRGLEVLAVUy

 
 

o
SGone

SIATERY|
sstattaataatetattet

i33

_ HEVECRAYSEUREdO4EL

 

AUALLYWIALD>AOSERED
 

SONOS EXHIBIT 1016Page 62 of 371



Page 63 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 12 of 34Oct. 14, 2014U.S. Patent

 
SONOS EXHIBIT 1016Page 63 of 371



Page 64 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 13 of 34Oct. 14, 2014U.S. Patent

PTO

::::::::::::::::::::::::::

  
ssvsecsennsvsssessessssssseessssssssssesssassssssecsssssessssestessssssseipesssssssecssssssssstessASetRPPOPPOPOPODPLPUPOSPLPDOLPLOODODELISPDODIIDIDOIED,

 

  

pannnnnnnnnnnnnnnt

 

ONT

ASEAN

££££££££££=eT

:SPRERRDDEREERERPEPEBOPPPOEDOODODDD
  

MEEAT

 

 

{SER

ST

poveetetseeteeteetseeteettereeteetteeteetetattaeteeetatteeteetetattaeeeattaeetateeeeetataieeetateeeetatteeeetataeeaetateeteateatteteate,

SEAS

 

SONOS EXHIBIT 1016Page 64 of 371



Page 65 of 371 SONOS EXHIBIT 1016

aeetataeteatetattateaetataeeaetatateataeteatetataeteattatetts
 
 

US 8,861,756 B2

   
EECOCOMOOTELEELEEEIEEEEEEEEEPEEEEEEEEEIEEEE

e

 
 

 

Sheet 14 of 34

ee"EYROHSPULIDHEE

 

SoSSSCRCCCREECREE

 

  
stCREYY

 

CoRRCCC

Oct. 14, 2014U.S. Patent

 

 
 
 

HSACEStatLEPSSPEACHJENSbeatenttttldttddd   TEPREAYSHAGLEEEELEELEELEETEETELE,
 

 

 

 
3

i333333333333333333333

enn

 
tent

 

SONOS EXHIBIT 1016Page 65 of 371



Page 66 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 15 of 34 US 8,861,756 B2

es

1S

 
 

 
aH

FHs. 134

 
Fits. TSB

Page 66 of 371 SONOS EXHIBIT1016



Page 67 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 16 of 34 US 8,861,756 B2

ae ety ay
tay" tae "Sat

atte,“eee eRwt Rael

 
FIG. 18C

Page 67 of 371 SONOS EXHIBIT1016



Page 68 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 17 of 34 US 8,861,756 B2

1802 ray’
Noo Ma BOE iso”

 

 
 

we2 -

PAG Say ne wal. So HANDSEP
Me ; fom>.

 #S

WL
4?

90° Mz [Lobes

 
Fic. 168

Page 68 of 371 SONOS EXHIBIT1016



Page 69 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 18 of 34Oct. 14, 2014U.S. Patent

 
FIG. 16C

LU

Toeinepoonerreee 
FIG. 16D

SONOS EXHIBIT 1016Page 69 of 371



Page 70 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 19 of 34 US 8,861,756 B2

 
BiG. Lak

 
PEGs, BAY

Page 70 of 371 SONOS EXHIBIT1016



Page 71 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 20 of 34 US 8,861,756 B2

  BDartorncinne

PRs. bts

 
FR. 16H

Page 71 of 371 SONOS EXHIBIT1016



Page 72 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 21 of 34Oct. 14, 2014U.S. Patent

Bu

aeaeaeneabanaeaeaeay

 
itt¥xPG

  
16]PHS.

SONOS EXHIBIT 1016Page 72 of 371



Page 73 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 22 of 34 US 8,861,756 B2

  
 
 Meneieeete 

 

 

Meeegeeee
+ 
 

Page 73 of 371 SONOS EXHIBIT1016



Page 74 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 23 of 34Oct. 14, 2014U.S. Patent

=

 
FIG. 17A

poepeeeepenepeesayaeyeefrai! 
FIG. 17B

SONOS EXHIBIT 1016Page 74 of 371



Page 75 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 24 of 34Oct. 14, 2014U.S. Patent

 
100 150 20050-200 -150 -100 -50 0

FIG. 17C

PTTTFTTTPTTTPTyeey
t 

FIG. 17D

SONOS EXHIBIT 1016Page 75 of 371



Page 76 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 25 of 34Oct. 14, 2014U.S. Patent

CAAACEARCRetPOMELCEESPEERTLD

Yedcbeta)

 200100 15050

FIG. 17E

SONOS EXHIBIT 1016Page 76 of 371



Page 77 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2Sheet 26 of 34Oct. 14, 2014U.S. Patent

 
FIG. 17F

4000   
 

100 150 20050

FIG. 17G

SONOS EXHIBIT 1016Page 77 of 371



Page 78 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 27 of 34 US 8,861,756 B2

 ?+ BRoevewinowteoehowobwwaoeoeF
.2
 

FIG. 17H

 
 

Page 78 of 371 SONOS EXHIBIT1016



Page 79 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 28 of 34 US 8,861,756 B2

REvowowererneves }SR} 
Pits. TRA

 
FIG. ISB

Page 79 of 371 SONOS EXHIBIT1016



Page 80 of 371 SONOS EXHIBIT 1016

U.S. Patent US 8,861,756 B2Sheet 29 of 34Oct. 14, 2014

 
isp2 |

Pits. TSC

Page 80 of 371

Ahverocccccccccee
1301

SONOS EXHIBIT 1016



Page 81 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 30 of 34 US 8,861,756 B2

REQUENCY(HZ)
B

 
Pits.2D

 

 
Pity. TSE

Page81 of 371 SONOS EXHIBIT1016



Page 82 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 31 of 34 US 8,861,756 B2

 
oF
ehsee

 PEATE CARES

FRG. 18

 
* . : i

“Ss i Be Ba au a

TEME (SEC

neUe
 

PREG: 
Fis. DG

Page 82 of 371 SONOS EXHIBIT1016



Page 83 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 32 of 34 US 8,861,756 B2

ternhB

geedca8-die}

teedSooaG4eps}

tyeDPcost ieDe}

 
PH. 198

teed?cosa,o

tadooB4B os}

tadnost8B,,}

qbrosi-b..}

qeDDPottBes} 
Pe. TR

Page83 of 371 SONOS EXHIBIT1016



Page 84 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 33 of 34 US 8,861,756 B2

 
Fis. BAC

 
FHS. 19D

Page 84 of 371 SONOS EXHIBIT1016



Page 85 of 371 SONOS EXHIBIT 1016

U.S. Patent Oct. 14, 2014 Sheet 34 of 34 US 8,861,756 B2

¢ypedli Yeas

tedshe

toeSortHh

qd"coal 
PEG. PEE

goadcastGad

 
FIG. 198

Page 85 of 371 SONOS EXHIBIT1016



Page 86 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2
1

MICROPHONE ARRAY SYSTEM

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of provisional patent
application No. 61/403,952 titled “Microphone array design
and implementation for telecommunications and handheld
devices”, filed on Sep. 24, 2010 in the United States Patent
and Trademark Office.

The specification of the above referenced patent applica-
tion is incorporated herein by referencein its entirety.

BACKGROUND

Microphonesconstitute an important element in today’s
speech acquisition devices. Currently, most of the hands-free
speech acquisition devices, for example, mobile devices,
lapels, headsets, etc., convert sound into electrical signals by
using a microphone embedded within the speech acquisition
device. However, the paradigm of a single microphoneoften
does not work effectively because the microphone picks up
many ambientnoise signals in addition to the desired sound,
specifically when the distance between a user and the micro-
phoneis more than a few inches. Therefore, there is a need for
amicrophonesystemthat operates undera variety ofdifferent
ambient noise conditions andthat places fewer constraints on
the user with respect to the microphone, thereby eliminating
the need to wear the microphoneor be in close proximity to
the microphone.

To mitigate the drawbacksof the single microphone sys-
tem, there is a need for a microphone array that achieves
directional gain in a preferred spatial direction while sup-
pressing ambient noise from other directions. Conventional
microphonearrays include arraysthatare typically developed
for applications such as radar and sonar, but are generally not
suitable for hands-free or handheld speech acquisition
devices. The main reasonis that the desired sound signal has
an extremely wide bandwidth relativeto its center frequency,
thereby rendering conventional narrowband techniques
employed in the conventional microphonearrays unsuitable.
In order to cater to such broadband speech applications, the
array size needs to be vastly increased, making the conven-
tional microphonearrays large and bulky, and precluding the
conventional microphonearrays from having broaderappli-
cations, for example, in mobile and handheld communication
devices. There is a need for a microphone array system that
provides an effective response over a wide spectrum offre-
quencies while being unobtrusive in termsofsize.

Hence, there is a long felt but unresolved need for a broad-
band microphonearray and broadband beamforming system
that enhances acoustics of a desired sound signal while sup-
pressing ambientnoise signals.

SUMMARYOF THE INVENTION

This summary is providedto introduce a selection of con-
cepts in a simplified form that are further described in the
detailed description of the invention. This summary is not
intendedto identify key or essential inventive concepts of the
claimed subject matter, nor is it intended for determining the
scope of the claimed subject matter.

The method and system disclosed herein addresses the
abovestated need for enhancing acoustics of a target sound
signal received from a target sound source, while suppressing
ambient noise signals. As used herein, the term “target sound
signal” refers to a sound signal from a desiredor target sound
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source, for example, a person’s speech that needs to be
enhanced. A microphonearray system comprising an array of
sound sensors positioned in an arbitrary configuration, a
sound source localization unit, an adaptive beamforming
unit, and a noise reduction unit, is provided. The sound source
localization unit, the adaptive beamforming unit, and the
noise reduction unit are in operative communication with the
array of sound sensors. The array of sound sensors is, for
example, a linear array of sound sensors, a circular array of
sound sensors, or an arbitrarily distributed coplanar array of
sound sensors. The array of sound sensors herein referred to
asa “microphonearray”receives soundsignals from multiple
disparate sound sources. The method disclosed herein can be
applied on a microphone array with an arbitrary number of
sound sensors having, for example, an arbitrary two dimen-
sional (2D) configuration. The sound signals received by the
sound sensors in the microphonearray comprise the target
sound signal from the target sound source among the dispar-
ate sound sources, and ambientnoise signals.

The soundsourcelocalization unit estimates a spatial loca-
tion of the target sound signal from the received soundsig-
nals, for example, using a steered response power-phase
transform. The adaptive beamforming unit performs adaptive
beamforming for steering a directivity pattern of the micro-
phonearray in a directionofthe spatial location of the target
sound signal. The adaptive beamforming unit thereby
enhancesthe target sound signal from the target sound source
and partially suppresses the ambientnoise signals. The noise
reduction unit suppresses the ambient noise signals for fur-
ther enhancing the target sound signal received from the
target sound source.

In an embodimentwherethe target sound source that emits
the target sound signal is in a two dimensionalplane, a delay
between each ofthe sound sensors andanorigin ofthe micro-
phonearray is determinedas a function of distance between
each of the sound sensors and the origin, a predefined angle
between each of the sound sensors and a reference axis, and
an azimuth angle between the reference axis and the target
sound signal. In another embodiment where the target sound
source that emits the target sound signalis in a three dimen-
sional plane, the delay between each ofthe sound sensors and
the origin ofthe microphonearray is determined asa function
of distance between each of the sound sensors andthe origin,
a predefined angle between each of the sound sensors and a
first reference axis, an elevation angle between a second
reference axis and the target sound signal, and an azimuth
angle between the first reference axis and the target sound
signal. This method of determining the delay enables beam-
forming for arbitrary numbers of sound sensors and multiple
arbitrary microphonearray configurations. The delay is deter-
mined, for example, in terms ofnumberof samples. Once the
delay is determined, the microphonearray can be aligned to
enhancethe target sound signal from a specific direction.

The adaptive beamforming unit comprises a fixed beam-
former, a blocking matrix, and an adaptive filter. The fixed
beamformersteers the directivity pattern of the microphone
array in the direction ofthe spatial location ofthe target sound
signal from the target sound source for enhancing the target
sound signal, when the target sound source is in motion. The
blocking matrix feeds the ambient noise signals to the adap-
tive filter by blocking the target sound signal from the target
sound source. The adaptivefilter adaptively filters the ambi-
ent noise signals in response to detecting the presence or
absence of the target sound signal in the sound signals
received from the disparate sound sources. The fixed beam-
former performsfixed beamforming,for example,byfiltering
and summing output sound signals from the sound sensors.
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In an embodiment, the adaptive filtering comprises sub-
band adaptive filtering. The adaptive filter comprises an
analysisfilter bank, an adaptive filter matrix, and a synthesis
filter bank. The analysis filter bank splits the enhancedtarget
sound signal from the fixed beamformer and the ambient
noise signals from the blocking matrix into multiple fre-
quency sub-bands. The adaptive filter matrix adaptively fil-
ters the ambient noise signals in each of the frequency sub-
bandsin response to detecting the presence or absenceofthe
target sound signal in the sound signals received from the
disparate sound sources. The synthesis filter bank synthesizes
a full-band soundsignal using the frequency sub-bandsofthe
enhancedtarget sound signal. In an embodiment, the adaptive
beamforming unit further comprises an adaptation control
unit for detecting the presence of the target sound signal and
adjusting a step size for the adaptivefiltering in response to
detecting the presence or the absence of the target sound
signal in the soundsignals received from the disparate soundsources.

The noise reduction unit suppresses the ambientnoise sig-
nals for further enhancing the target sound signal from the
target sound source. The noise reduction unit performs noise
reduction, for example, by using a Wiener-filter based noise
reduction algorithm, a spectral subtraction noise reduction
algorithm, an auditory transform based noise reduction algo-
rithm, or a modelbased noise reduction algorithm. The noise
reduction unit performsnoise reduction in multiple frequency
sub-bands employed for sub-bandadaptive beamforming by
the analysisfilter bank of the adaptive beamforming unit.

The microphonearray system disclosed herein comprising
the microphone array with an arbitrary number of sound
sensors positioned in arbitrary configurations can be imple-
mented in handheld devices, for example, the iPad® ofApple
Inc., the iPhone® of Apple Inc., smart phones, tablet com-
puters, laptop computers, etc. The microphone array system
disclosed herein can further be implemented in conference
phones, video conferencing applications, or any device or
equipmentthat needs better speech inputs.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing summary, as well as the following detailed
descriptionofthe invention, is better understood whenread in
conjunction with the appended drawings. For the purpose of
illustrating the invention, exemplary constructions of the
invention are shown in the drawings. However, the invention
is not limited to the specific methods and instrumentalities
disclosed herein.

FIG.1 illustrates a method for enhancing a target sound
signal from multiple soundsignals.

FIG. 2 illustrates a system for enhancing a target sound
signal from multiple soundsignals.

FIG. 3 exemplarilyillustrates a microphonearray configu-
ration showing a microphonearray having N sound sensors
arbitrarily distributed onacircle.

FIG. 4 exemplarilyillustrates a graphical representation of
a filter-and-sum beamformingalgorithm for determining out-
put of the microphone array having N soundsensors.

FIG. 5 exemplarily illustrates distances between an origin
of the microphone array and sound sensor M, and sound
sensor M, in the circular microphone array configuration,
whenthe target sound signalis at an angle 0 from the Y-axis.

FIG. 6A exemplarily illustrates a table showing the dis-
tance between each sound sensor in a circular microphone
array configuration from the origin of the microphonearray,
whenthe target sound sourceis in the sameplaneasthatofthe
microphonearray.
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FIG. 6B exemplarily illustrates a table showing the rela-
tionship of the position of each sound sensorin the circular
microphonearray configuration andits distance to the origin
of the microphonearray, when the target sound sourceis in
the same planeas that of the microphonearray.

FIG. 7A exemplarily illustrates a graphical representation
of a microphone array, when the target sound source is in a
three dimensionalplane.

FIG. 7B exemplarily illustrates a table showing delay
between each sound sensor in a circular microphone array
configuration and the origin of the microphone array, when
the target sound source is in a three dimensional plane.

FIG. 7C exemplarily illustrates a three dimensional work-
ing space of the microphone array, where the target sound
signal is incident at an elevation angle V<Q

FIG. 8 exemplarily illustrates a method for estimating a
spatial location of the target sound signal from the target
sound source by a sound source localization unit using a
steered response power-phase transform.

FIG. 9A exemplarily illustrates a graph showing the value
of the steered response power-phase transform for every 10°.

FIG. 9B exemplarily illustrates a graph representing the
estimated target sound signal from the target sound source.

FIG. 10 exemplarily illustrates a system for performing
adaptive beamforming by an adaptive beamforming unit.

FIG. 11 exemplarily illustrates a system for sub-band adap-
tive filtering.

FIG. 12 exemplarily illustrates a graphical representation
showing the performance of a perfect reconstruction filter
bank.

FIG. 13 exemplarilyillustrates a block diagram of a noise
reduction unit that performs noise reduction using a Wiener-
filter based noise reduction algorithm.

FIG. 14 exemplarily illustrates a hardware implementation
of the microphonearray system.

FIGS. 15A-15C exemplarily illustrate a conference phone
comprising an eight-sensor microphonearray.

FIG. 16A exemplarilyillustrates a layout of an eight-sen-
sor microphonearray for a conference phone.

FIG. 16B exemplarily illustrates a graphical representation
ofeight spatial regions to which the eight-sensor microphone
array of FIG. 16A responds.

FIGS. 16C-16D exemplarily illustrate computer simula-
tions showing the steering of the directivity patterns of the
eight-sensor microphonearray of FIG. 16A in the directions
of 15° and 60° respectively, in the frequency range 300 Hz to
5 kHz.

FIGS. 16E-16L exemplarily illustrate graphical represen-
tations showing the directivity patterns of the eight-sensor
microphone array of FIG. 16A in each of the eight spatial
regions, where each directivity pattern is an average response
from 300 Hz to 5000 Hz.

FIG. 17A exemplarily illustrates a graphical representation
of four spatial regions to which a four-sensor microphone
array for a wireless handheld device responds.

FIGS. 17B-171 exemplarily illustrate computer simula-
tions showing the directivity patterns of the four-sensor
microphonearray of FIG. 17A with respect to azimuth and
frequency.

FIGS. 18A-18B exemplarily illustrate a microphone array
configuration for a tablet computer.

FIG. 18C exemplarily illustrates an acoustic beam formed
using the microphonearray configuration of FIGS. 18A-18B
according to the method and system disclosed herein.

FIGS. 18D-18G exemplarily illustrate graphs showing
processing results of the adaptive beamforming unit and the
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noise reduction unit for the microphonearray configuration
of FIG. 18B,in both a time domain and a spectral domain for
the tablet computer.

FIGS. 19A-19F exemplarilyillustrate tables showing dif-
ferent microphone array configurations and the correspond-
ing values of delay t,,, for the sound sensors in each of the
microphonearray configurations.

DETAILED DESCRIPTION OF THE INVENTION

FIG.1 illustrates a method for enhancing a target sound
signal from multiple sound signals. As used herein, the term
“target sound signal”refers to a desired sound signal from a
desired or target sound source, for example, a person’s speech
that needs to be enhanced. The methoddisclosed herein pro-
vides 101 a microphonearray system comprising an array of
sound sensors positioned in an arbitrary configuration, a
sound source localization unit, an adaptive beamforming
unit, anda noise reduction unit. The sound sourcelocalization
unit, the adaptive beamforming unit, and the noise reduction
unit are in operative communication with the array of sound
sensors. The microphone array system disclosed herein
employsthe array of sound sensors positioned in an arbitrary
configuration, the sound source localization unit, the adaptive
beamforming unit, and the noise reduction unit for enhancing
a target sound signal by acoustic beam formingin the direc-
tion ofthe target soundsignalin the presence ofambientnoise
signals.

The array of sound sensors herein referred to as a “micro-
phonearray” comprises multiple or an arbitrary number of
sound sensors, for example, microphones, operating in tan-
dem. The microphonearray refers to an array of an arbitrary
numberof sound sensors positioned in an arbitrary configu-
ration. The sound sensors are transducers that detect sound

and convert the soundinto electrical signals. The sound sen-
sors are, for example, condenser microphones, piezoelectric
microphones,etc.

The soundsensors receive 102 soundsignals from multiple
disparate sound sources and directions. The target sound
source that emits the target soundsignal is oneofthe disparate
sound sources. As used herein, the term “sound signals”
refers to composite sound energy from multiple disparate
sound sources in an environment of the microphonearray.
The sound signals comprise the target sound signal from the
target sound source and the ambientnoise signals. The sound
sensors are positioned in an arbitrary planar configuration
herein referred to as a “microphonearray configuration”, for
example, a linear configuration,a circular configuration, any
arbitrarily distributed coplanar array configuration, etc. By
employing beamforming according to the method disclosed
herein, the microphone array provides a higher response to
the target sound signal received from a particular direction
than to the soundsignals from otherdirections. A plot of the
response ofthe microphonearray versus frequencyanddirec-
tion ofarrival ofthe soundsignals is referred to as a directivity
pattern of the microphonearray.

The sound source localization unit estimates 103 a spatial
location of the target sound signal from the received sound
signals. In an embodiment, the sound source localization unit
estimates the spatial location of the target sound signal from
the target sound source, for example, using a steered response
power-phase transform as disclosed in the detailed descrip-
tion of FIG.8.

The adaptive beamforming unit performs adaptive beam-
forming 104 by steering the directivity pattern of the micro-
phonearray in a direction of the spatial location ofthe target
soundsignal, thereby enhancing the target sound signal, and
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partially suppressing the ambient noise signals. Beamform-
ing refers to a signal processing technique used in the micro-
phonearray for directional signal reception, that is, spatial
filtering. This spatialfiltering is achieved by using adaptive or
fixed methods. Spatial filtering refers to separating two sig-
nals with overlapping frequency contentthat originate from
different spatial locations.

The noise reduction unit performs noise reduction by fur-
ther suppressing 105 the ambient noise signals and thereby
further enhancingthe target soundsignal. The noise reduction
unit performs the noise reduction, for example, by using a
Wiener-filter based noise reduction algorithm, a spectral sub-
traction noise reduction algorithm, an auditory transform
based noise reduction algorithm, or a model based noise
reduction algorithm.

FIG.2 illustrates a system 200 for enhancing a target sound
signal from multiple sound signals. The system 200, herein
referred to as a “microphone array system”, comprises the
array 201 of soundsensors positionedin an arbitrary configu-
ration, the sound source localization unit 202, the adaptive
beamforming unit 203, and the noise reduction unit 207.

The array 201 of sound sensors, herein referred to as the
“microphone array”is in operative communication with the
sound source localization unit 202, the adaptive beamforming
unit 203, and the noise reduction unit 207. The microphone
array 201 is, for example, a linear array of sound sensors, a
circular array of sound sensors, or an arbitrarily distributed
coplanar array of sound sensors. The microphonearray 201
achieves directional gain in any preferred spatial direction
and frequency band while suppressing signals from other
spatial directions and frequency bands. The sound sensors
receive the sound signals comprising the target soundsignal
and ambient noise signals from multiple disparate sound
sources, where one ofthe disparate sound sourcesis the target
sound source that emits the target soundsignal.

The sound source localization unit 202 estimates the spa-
tial location ofthe target sound signal from the received sound
signals. In an embodiment, the sound source localization unit
202 uses, for example, a steered response power-phasetrans-
form, for estimating the spatial location of the target sound
signal from the target sound source.

The adaptive beamforming unit 203 steers the directivity
pattern of the microphone array 201 in a direction of the
spatial location of the target sound signal, thereby enhancing
the target sound signal and partially suppressing the ambient
noise signals. The adaptive beamforming unit 203 comprises
a fixed beamformer 204, a blocking matrix 205, and an adap-
tive filter 206 as disclosed in the detailed description of FIG.
10. The fixed beamformer 204 performsfixed beamforming
byfiltering and summing output sound signals from each of
the sound sensors in the microphonearray 201 as disclosed in
the detailed description of FIG. 4. In an embodiment, the
adaptivefilter 206 is implementedas a set of sub-band adap-
tive filters. The adaptivefilter 206 comprises an analysisfilter
bank 2062, an adaptive filter matrix 2065, and a synthesis
filter bank 206c as disclosed in the detailed description of
FIG. 11.

The noise reduction unit 207 further suppresses the ambi-
ent noise signals for further enhancing the target soundsignal.
The noise reduction unit 207 is, for example, a Wiener-filter
based noise reduction unit, a spectral subtraction noise reduc-
tion unit, an auditory transform based noise reduction unit, or
a model based noise reduction unit.

FIG. 3 exemplarilyillustrates a microphonearray configu-
ration showing a microphonearray 201 having N sound sen-
sors 301 arbitrarily distributed on a circle 302 with a diameter
“qd, where “N”refers to the numberof sound sensors 301 in
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the microphonearray 201. Consider an example where N=4,
thatis, there are four sound sensors 301 M,, M,, M., and M,
in the microphone array 201. Each ofthe soundsensors 301is
positionedat an acute angle “®@,,” from a Y-axis, where ®, 20
and n=0, 1, 2, ... N-1. In an example, the sound sensor 301
M,is positioned at an acute angle ®, from the Y-axis; the
sound sensor 301 M,is positioned at an acute angle ®, from
the Y-axis; the sound sensor 301 M,is positioned at an acute
angle ®, from the Y-axis; and the sound sensor 301 M, is
positioned at an acute angle ®, from the Y-axis. A filter-and-
sum beamforming algorithm determinesthe output “y”ofthe
microphone array 201 having N sound sensors 301 as dis-
closed in the detailed description of FIG. 4.

FIG. 4 exemplarilyillustrates a graphical representation of
the filter-and-sum beamforming algorithm for determining
the output of the microphone array 201 having N sound
sensors 301. Consider an example where the target sound
signal from the target sound sourceis at an angle @ with a
normalized frequency w. The microphonearray configuration
is arbitrary in atwo dimensionalplane, for example, a circular
array configuration where the sound sensors 301 M,, M,,
M,,..-;Ma, Ma_, ofthe microphonearray 201are arbitrarily
positioned on a circle 302. The soundsignals received by each
of the sound sensors 301 in the microphonearray 201 are
inputs to the microphonearray 201. The adaptive beamform-
ing unit 203 employsthe filter-and-sum beamforming algo-
rithm that applies independent weights to eachofthe inputs to
the microphonearray 201 such that directivity pattern of the
microphonearray 201 is steered to the spatial location of the
target sound signal as determined by the sound sourcelocal-
ization unit 202.

The output “y” of the microphone array 201 having N
soundsensors 301is the filter-and-sum ofthe outputs ofthe N
sound sensors 301. Thatis, y=,,_,”'w,,7x,,, where x,, is the
output of the (n+1)” sound sensor 301, and w,,” denotes a
transpose of a length-L filter applied to the (n+1)” sound
sensor 301.

Thespatial directivity pattern H (, 8) for the target sound
signal from angle 0 with normalized frequency w is definedas:

N-1

J Wy (edXfeo8)
_Y@,0) i
~ ¥(o, 0)

()

Hw, 8)
 

X(w, 9)

where X is the signal received at the origin of the circular
microphonearray 201 andWisthe frequency responseofthe
real-valuedfinite impulse response (FIR)filter w. Ifthe target
sound source is far enough away from the microphonearray
201, the difference between the signal received by the (n+1)”
sound sensor 301 “x,,”’ and the origin ofthe microphonearray
201is a delay t,,; that is, X,,(w,1)=X(@, 0)e7°™.

FIG. 5 exemplarily illustrates distances between an origin
ofthe microphonearray 201 and the sound sensor 301 M,and
the sound sensor 301 M, in the circular microphone array
configuration, when the target soundsignal is at an angle 8
from the Y-axis. The microphonearray system 200 disclosed
herein can be used with an arbitrary directivity pattern for
arbitrarily distributed sound sensors 301. For any specific
microphonearray configuration, the parameterthatis defined
to achieve beamformercoefficients is the value ofdelay t,, for
each soundsensor 301. To define the value of t,,, an origin or
areference point of the microphonearray 201 is defined; and
then the distance d,, between each sound sensor 301 and the
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origin is measured, and then the angle ®, of each sound
sensor 301 biased from a vertical axis is measured.

For example, the angle between the Y-axis and the line
joining the origin and the sound sensor 301 M, is Po, the
angle between the Y-axis and the line joining the origin and
the sound sensor 301 M,is ®,, the angle between the Y-axis
and the line joining the origin and the sound sensor 301 M,is
@,, and the angle between the Y-axis andthe line joining the
origin and the sound sensor 301 M, is ®3. The distance
between the origin O and the sound sensor 301 M,, and the
origin O and the sound sensor 301 M, when the incoming
target sound signal from the target sound sourceis at an angle
8 from the Y-axis is denoted as tT, and T;, respectively.

For purposesofillustration, the detailed description refers
to a circular microphone array configuration; however, the
scope ofthe microphonearray system 200 disclosed herein is
notlimited to the circular microphonearray configuration but
may be extended to include a linear array configuration, an
arbitrarily distributed coplanar array configuration, or a
microphonearray configuration with anyarbitrary geometry.

FIG. 6A exemplarily illustrates a table showing the dis-
tance between each sound sensor 301 in a circular micro-

phonearray configuration from the origin of the microphone
array 201, when the target sound source is in the same plane
as that ofthe microphonearray 201. The distance measured in
meters and the corresponding delay (t) measured in number
of samples is exemplarily illustrated in FIG. 6A. In an
embodiment where the target sound source that emits the
target sound signal is in atwo dimensionalplane,the delay (t)
between each of the sound sensors 301 andthe origin of the
microphonearray 201 is determinedas a function of distance
(d) between each of the sound sensors 301 andthe origin, a
predefined angle (D) between each of the sound sensors 301
and a reference axis (Y) as exemplarily illustrated in FIG.5,
and an azimuth angle (@) between the reference axis (Y) and
the target sound signal. The determined delay (t) is repre-
sented in terms of number of samples.

If the target sound source is far enough from the micro-
phonearray 201, the time delay between the signal received
by the (n+1)” sound sensor 301 “x,,,” and the origin of the
microphonearray 201 is herein denoted as “t’”? measured in
seconds. The soundsignals received by the microphonearray
201, which are in analog form are converted into digital sound
signals by sampling the analog soundsignals at a particular
frequency, for example, 8000 Hz. That is, the number of
samples in each second is 8000. The delay t can be repre-
sented as the product of the sampling frequency(f,) and the
time delay(t). That is, t=f,"t. Therefore, the distance between
the sound sensors 301 in the microphone array 201 corre-
spondsto the time usedfor the target soundsignalto travel the
distance and is measured by the number of samples within
that time period.

Consider an example where “d”’ is the radius ofthe circle
302 ofthe circular microphonearray configuration,“f,”is the
sampling frequency, and “c” is the speed of sound. FIG. 6B
exemplarily illustrates a table showingthe relationship of the
position of each soundsensor 301 in the circular microphone
array configuration andits distance to the origin of the micro-
phonearray 201, whenthe target sound sourceis in the same
plane as that of the microphonearray 201. The distance mea-
sured in meters and the corresponding delay (t) measured in
numberof samples is exemplarilyillustrated in FIG. 6B.

The method of determining the delay (t) enables beam-
formingfor arbitrary numbers of sound sensors 301 and mul-
tiple arbitrary microphone array configurations. Once the
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delay (t) is determined, the microphone array 201 can be
aligned to enhance the target sound signal from a specific
direction.

Therefore, the spatial directivity pattern H can be re-writ-
ten as:

H(O0)-Z,-0%*W,(wet=w7g(w,6) (2)

where w7=[w,", w,", Wo", W375... , Wy_y”] and
(0,8)={2'(@, hier. a={eVPO*}F.-- «wz is the
steering vector, i=1 ... NL, and k=mod(i-1,L) and n=floor
(G-1)V/L).

FIGS. 7A-7C exemplarily illustrate an embodiment of a
microphonearray 201 when the target sound source is in a
three dimensional plane. In an embodiment wherethe target
sound source that emits the target sound signalis in a three
dimensionalplane, the delay (t) between each of the sound
sensors 301 and the origin of the microphone array 201 is
determinedas a function of distance (d) between each of the
sound sensors 301 and the origin, a predefined angle (b)
between each of the sound sensors 301 anda first reference

axis (Y), an elevation angle (W) between a second reference
axis (Z) and the target sound signal, and an azimuth angle (8)
between the first reference axis (Y) and the target sound
signal. The determined delay (t) is represented in terms of
numberof samples. The determination of the delay enables
beamformingfor arbitrary numbersofthe sound sensors 301
and multiple arbitrary configurations ofthe microphonearray
201.

Consider an example of a microphonearray configuration
with four sound sensors 301 M,, M,, M,, and M,. FIG. 7A
exemplarily illustrates a graphical representation of a micro-
phone array 201, when the target sound source in a three
dimensionalplane. As exemplarily illustrated in FIG. 7A, the
target sound signal from the target sound source is received
from the direction (Y, @) with reference to the origin of the
microphonearray 201, where is the elevation angle and 0 is
the azimuth.

FIG. 7B exemplarily illustrates a table showing delay
between each sound sensor 301 in a circular microphone
array configuration and the origin of the microphonearray
201, when the target sound source is in a three dimensional
plane. The target sound source in a three dimensional plane
emits a target soundsignal fromaspatial location (W, 8). The
distances betweentheorigin O and the sound sensors 301 M,,
M,, M2, and M, whenthe incoming target sound signal from
the target sound sourceis at an angle (Y, 0) from the Z-axis
and the Y-axis respectively, are denoted as To, T,, T2, and T;
respectively. When the spatial location of the target sound
signal moves from the location Y=90° to a location V=0°,
sin(W) changes from 1 to 0, and as a result, the difference
between each sound sensor 301 in the microphonearray 201
becomessmaller and smaller. When W=0°, there is no differ-
ence between the sound sensors 301, which implies that the
target sound signal reaches each sound sensor 301 at the same
time. Taking into accountthat the sample delay between the
sound sensors 301 can only be an integer, the range where all
the sound sensors 301 are identical is determined.

FIG. 7C exemplarily illustrates a three dimensional work-
ing space ofthe microphonearray 201, where the target sound
signal is incident at an elevation angle YW<Q, where Q is a
specific angle and is a variable representing the elevation
angle. Whenthe target soundsignalis incidentat an elevation
angle V<Q,all four sound sensors 301 M,, M,, M,, and M,
receive the same target sound signal for 0°<0<360°. The
delay t is a function of both the elevation angle V and the
azimuth angle @. That is, t=1(0, W). As used herein, Q refers
to the elevation angle such thatall t, (8, @) are equal to each
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other, where 1=0, 1, 2, 3, etc. The value of Q is determined by
the sample delay between each of the sound sensors 301 and
the origin of the microphone array 201. The adaptive beam-
forming unit 203 enhances sound from this range and sup-
presses soundsignals from other directions, for example, S,
and S, treating them as ambient noisesignals.

Consider a least mean square solution for beamforming
according to the method disclosed herein. Let the spatial
directivity pattern be 1 in the passband and0 in the stopband.
The least square cost function is defined as:

soy= f f |H(w, 0) — 1P?dwd+ G3)OQp Op

@f |H(w, 0P’dwddOs Os

h

of |H(w, 0)? dwdd -Os VOx

2f f Re(H(w, 0))dwdé +OpJep

ff rawaaOpp

|H(w, OPdwdd +
pv Op

Replacing

1H(@,0)? =w7g(w,0)¢%(,0)w=w"(Ga(o,9)47G(0,
0))w=w"G,(0,0)wand Re(E(,0))=w'galo,0),J
(@) becomes

Jw)=w'Ow-2w'a+d, where

O=faplrs pGr(O,0)dod8+089Jo,Ga(w,0)dwde

a=faSepgr(w,0)dnd0

d=oJepldade (4)

where 2,(,8)=cos [w(k+t,,)] and G;(w,8)=cos [w(k-1+t,,-
Tn)]-
When 0J/ow=0, the cost function J is minimized. Theleast-
square estimate of w is obtained by:

w=0'a (6)

Applying linear constrains Cw=b,the spatial responseis
further constrained to a predefined value b at angle 6, using
following equation:

&2 (starts 9F) Dstart (6)
w= wee

Sh Wend, OF) Bend

Now,the design problem becomes:

minw’ Qw -2w"a+d subject to Cw =b (7)

and the solution of the constrained minimization problem is
equalto:

w=Q1CUCO*CY(b-CO!a)+9"1a 8)
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where w is the filter parameter for the designed adaptive
beamforming unit 203.

In an embodiment, the beamforming is performed by a
delay-sum method. In another embodiment, the beamform-
ing is performedbya filter-sum method.

FIG. 8 exemplarily illustrates a method for estimating a
spatial location of the target sound signal from the target
sound source by the sound source localization unit 202 using
a steered response power-phase transform (SRP-PHAT). The
SRP-PHATcombines the advantages of sound source local-
ization methods, for example, the time difference ofarrival
(TDOA) method and the steered response power (SRP)
method. The TDOA method performsthe time delay estima-
tion of the sound signals relative to a pair of spatially sepa-
rated sound sensors 301. The estimated time delay is a func-
tion of both the location of the target sound source and the
position of each of the sound sensors 301 in the microphone
array 201. Because the position of each of the sound sensors
301 in the microphone array 201 is predefined, once the time
delay is estimated, the location of the target sound source can
be determined. In the SRP method,a filter-and-sum beam-
forming algorithm is applied to the microphonearray 201 for
soundsignals in the direction of each of the disparate sound
sources. The location of the target sound source corresponds
to the direction in which the output of the filter-and-sum
beamforming has the largest response power. The TDOA
based localization is suitable under low to moderate rever-

beration conditions. The SRP method requires shorter analy-
sis intervals and exhibits an elevated insensitivity to environ-
mental conditions while not allowing for use under excessive
multi-path. The SRP-PHAT method disclosed herein com-
bines the advantages of the TDOA method and the SRP
method, has a decreased sensitivity to noise and reverbera-
tions compared to the TDOA method, and provides more
precise location estimates than existing localization methods.

For direction 1 (0st<360), the delay D,, is calculated 801
between the t” pair of the sound sensors 301 (t=1: all pairs).
The correlation value corr(D,,) between the t” pair of the
sound sensors 301 corresponding to the delay of D,, is then
calculated 802. For the direction i (0si=360), the correlation
value is given 803 by:

ALL PAIR

CORR; = corr(Dj;)t=1

Therefore, the spatial location of the target sound signalis
given 804 by:

S = argmaxCORR;.0si=360

FIGS. 9A-9B exemplarily illustrate graphs showing the
results of sound source localization performed using the
steered response power-phase transform (SRP-PHAT). FIG.
9A exemplarily illustrates a graph showing the value of the
SRP-PHATfor every 10° The maximumvalue corresponds to
the location of the target sound signal from the target sound
source. FIG. 9B exemplarily illustrates a graph representing
the estimated target soundsignal from the target sound source
and a groundtruth.

FIG. 10 exemplarily illustrates a system for performing
adaptive beamforming by the adaptive beamforming unit
203. The algorithm for fixed beamformingis disclosed with
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reference to equations (3) through (8)in the detailed descrip-
tion of FIG. 4, FIGS. 6A-6B, and FIGS. 7A-7C, which is

extended herein to adaptive beamforming. Adaptive beam-
formingrefers to a beamforming process wherethe directiv-
ity pattern of the microphonearray 201 is adaptively steered
in the direction of a target sound signal emitted by a target
sound source in motion. Adaptive beamforming achieves bet-
ter ambient noise suppression than fixed beamforming. This
is because the target direction of arrival, which is assumed to
be stable in fixed beamforming, changes with the movement
of the target sound source. Moreover, the gains of the sound
sensors 301 which are assumed uniform in fixed beamform-

ing, exhibit significant distribution. All these factors reduce
speech quality. On the other hand, adaptive beamforming
adaptively performs beam steering and null steering; there-
fore, the adaptive beamforming method is more robust
against steering error caused by the array imperfection men-
tioned above.

As exemplarily illustrated in FIG. 10, the adaptive beam-
forming unit 203 disclosed herein comprises a fixed beam-
former 204, a blocking matrix 205, an adaptation control unit
208, and an adaptive filter 206. The fixed beamformer 204
adaptively steers the directivity pattern of the microphone
array 201 in the direction of the spatial location ofthe target
sound signal from the target sound source for enhancing the
target sound signal, whenthe target sound sourceis in motion.
The sound sensors 301 in the microphonearray 201 receive
the soundsignals S,,...,S4, which comprise both the target
sound signal from the target sound source and the ambient
noise signals. The received sound signals are fed as input to
the fixed beamformer 204 and the blocking matrix 205. The
fixed beamformer 204 outputs a signal “b”. In an embodi-
ment, the fixed beamformer 204 performsfixed beamforming
by filtering and summingoutput soundsignals from the sound
sensors 301. The blocking matrix 205 outputs a signal “z”
which primarily comprises the ambient noise signals. The
blocking matrix 205 blocks the target sound signal from the
target sound source and feeds the ambientnoise signals to the
adaptive filter 206 to minimize the effect ofthe ambient noise
signals on the enhancedtarget soundsignal.

The output “z” of the blocking matrix 205 may contain
some weak target sound signals due to signal leakage. If the
adaptation is active whenthe target soundsignal, for example,
speechis present, the speech is cancelled out with the noise.
Therefore, the adaptation control unit 208 determines when
the adaptation should be applied. The adaptation control unit
208 comprises a target sound signal detector 208a and a step
size adjusting module 2085. The target sound signal detector
208a ofthe adaptation control unit 208 detects the presence or
absenceof the target sound signal, for example, speech. The
step size adjusting module 2085 adjusts the step size for the
adaptation process such that whenthe target sound signalis
present, the adaptation is slow for preserving the target sound
signal, and whenthe target soundsignalis absent, adaptation
is quick for better cancellation of the ambient noise signals.

The adaptive filter 206 is a filter that adaptively updates
filter coefficients ofthe adaptivefilter 206 so that the adaptive
filter 206 can be operated in an unknownand changing envi-
ronment. The adaptivefilter 206 adaptively filters the ambient
noise signals in response to detecting presence or absence of
the target soundsignalin the soundsignals received from the
disparate sound sources. The adaptive filter 206 adapts its
filter coefficients with the changes in the ambientnoise sig-
nals, thereby eliminating distortion in the target soundsignal,
whenthe target sound source and the ambientnoise signals
are in motion. In an embodiment, the adaptive filtering is
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performed by a set of sub-band adaptive filters using sub-
band adaptive filtering as disclosed in the detailed description
of FIG. 11.

FIG. 11 exemplarily illustrates a system for sub-band adap-
tive filtering. Sub-band adaptivefiltering involves separating
a full-bandsignalinto different frequency ranges called sub-
bandsprior to the filtering process. The sub-band adaptive
filtering using sub-band adaptivefilters lead to a higher con-
vergence speed comparedto using a full-band adaptivefilter.
Moreover, the noise reduction unit 207 disclosed herein is
developed in a sub-band, whereby applying sub-band adap-
tive filtering provides the same sub-band framework for both
beamforming and noise reduction, and thus saves on compu-
tational cost.

As exemplarily illustrated in FIG. 11, the adaptive filter
206 comprises an analysisfilter bank 206a, an adaptivefilter
matrix 2064, and a synthesis filter bank 206c. The analysis
filter bank 206a splits the enhanced target sound signal (b)
from the fixed beamformer 204 and the ambientnoise signals
(z) from the blocking matrix 205 exemplarily illustrated in
FIG. 10 into multiple frequency sub-bands. The analysisfilter
bank 206a performsan analysis step where the outputs of the
fixed beamformer 204 and the blocking matrix 205 are split
into frequency sub bands. The sub-bandadaptive filter 206
typically has a shorter impulse response than its full band
counterpart. The step size of the sub-bands can be adjusted
individually for each sub-band by the step-size adjusting
module 2085, which leads to a higher convergence speed
comparedto using a full band adaptivefilter.

The adaptive filter matrix 2065 adaptivelyfilters the ambi-
ent noise signals in each of the frequency sub-bands in
response to detecting the presence or absence ofthe target
soundsignal in the soundsignals received from the disparate
sound sources. The adaptive filter matrix 2066 performs an
adaptation step, where the adaptivefilter 206 is adapted such
that the filter output only contains the target soundsignal, for
example, speech. The synthesisfilter bank 206c synthesizes a
full-band soundsignal using the frequency sub-bandsof the
enhancedtarget sound signal. The synthesisfilter bank 206c
performsa synthesis step where the sub-band soundsignalis
synthesized into a full-band soundsignal. Since the noise
reduction and the beamforming are performed in the same
sub-band framework, the noise reduction as disclosed in the
detailed description of FIG. 13, by the noise reduction unit
207s performedpriorto the synthesis step, thereby reducing
computation.

In an embodiment, the analysis filter bank 206a is imple-
mentedas a perfect-reconstruction filter bank, wherethe out-
put of the synthesis filter bank 206c after the analysis and
synthesis steps perfectly matches the input to the analysis
filter bank 206a. Thatis, all the sub-bandanalysisfilter banks
206a are factorized to operate on prototypefilter coefficients
and a modulation matrix is used to take advantageofthefast
Fourier transform (FFT). Both analysis and synthesize steps
require performing frequency shifts in each sub-band, which
involves complex value computations with cosines and sinu-
soids. The method disclosed herein employs the FFT to per-
form the frequency shifts required in each sub-band, thereby
minimizing the amount of multiply-accumulate operations.
The implementation ofthe sub-bandanalysisfilter bank 206a
as a perfect-reconstruction filter bank ensures the quality of
the target soundsignal by ensuring that the sub-band analysis
filter banks 206a do not distort the target sound signalitself.

FIG. 12 exemplarily illustrates a graphical representation
showing the performance of a perfect-reconstruction filter
bank. The solid line represents the inputsignalto the analysis
filter bank 206a, and the circles represent the output of the
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synthesis filter bank 206c after analysis and synthesis. As
exemplarily illustrated in FIG. 12, the output of the synthesis
filter bank 206c perfectly matches the input, and is therefore
referred to as the perfect-reconstructionfilter bank.

FIG. 13 exemplarilyillustrates a block diagram of a noise
reduction unit 207 for performing noise reduction using, for
example, a Wiener-filter based noise reduction algorithm.
The noise reduction unit 207 performs noise reduction for
further suppressing the ambient noise signals after adaptive
beamforming, for example, by using a Wiener-filter based
noise reduction algorithm,a spectral subtraction noise reduc-
tion algorithm, an auditory transform based noise reduction
algorithm, or a model based noise reduction algorithm.In an
embodiment, the noise reduction unit 207 performs noise
reduction in multiple frequency sub-bands employed by an
analysis filter bank 206a of the adaptive beamforming unit
203 for sub-band adaptive beamforming.

In an embodiment, the noise reduction is performed using
the Wiener-filter based noise reduction algorithm. The noise
reduction unit 207 explores the short-term and long-term
statistics of the target sound signal, for example, speech, and
the ambient noise signals, and the wide-band and narrow-
band signal-to-noise ratio (SNR) to support a Wiener gain
filtering. The noise reduction unit 207 comprises a target
sound signal statistics analyzer 207a, a noise statistics ana-
lyzer 2076, a signal-to-noise ratio (SNR) analyzer 207c, and
a Wienerfilter 207d. The target sound signal statistics ana-
lyzer 207a explores the short-term and long-term statistics of
the target sound signal, for example, speech. Similarly, the
noise statistics analyzer 2075 explores the short-term and
long-term statistics of the ambient noise signals. The SNR
analyzer 207c of the noise reduction unit 207 explores the
wide-band and narrow-band signal-to-noise ratio (SNR).
After the spectrum of noisy-speech passes through the
Wienerfilter 207d, an estimation of the clean-speech spec-
trum is generated. The synthesis filter bank 206c, by an
inverse process of the analysis filter bank 206a, reconstructs
the signals of the clean speech into a full-band signal, given
the estimated spectrum of the clean speech.

FIG. 14 exemplarily illustrates a hardware implementation
of the microphone array system 200 disclosed herein. The
hardware implementation of the microphone array system
200 disclosed in the detailed description of FIG. 2 comprises
the microphone array 201 having an arbitrary number of
sound sensors 301 positioned in an arbitrary configuration,
multiple microphone amplifiers 1401, one or more audio
codecs 1402, a digital signal processor (DSP) 1403, a flash
memory 1404, one or more powerregulators 1405 and 1406,
a battery 1407, a loudspeaker or a headphone 1408, and a
communication interface 1409. The microphonearray 201
comprises, for example, four or eight sound sensors 301
arranged in a linear or a circular microphonearray configu-
ration. The microphonearray 201 receives the sound signals.

Consider an example where the microphone array 201
comprises four sound sensors 301 that pick up the sound
signals. Four microphone amplifiers 1401 receive the output
sound signals from the four sound sensors 301. The micro-
phone amplifiers 1401 also referred to as preamplifiers pro-
vide a gain to boost the powerof the received sound signals
for enhancingthe sensitivity of the sound sensors 301. In an
example, the gain of the preamplifiers is 20 dB.

The audio codec 1402 receives the amplified output from
the microphone amplifiers 1401. The audio codec 1402 pro-
vides an adjustable gain level, for example, from about -74
dB to about 6 dB. The received soundsignals are in an analog
form. The audio codec 1402 converts the four channels ofthe

sound signals in the analog form into digital soundsignals.
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The pre-amplifiers may not be required for someapplications.
The audio codec 1402 then transmits the digital sound signals
to the DSP 1403 for processing of the digital sound signals.
The DSP 1403 implements the sound source localization unit
202, the adaptive beamforming unit 203, and the noise reduc-
tion unit 207.

After the processing, the DSP 1403 either stores the pro-
cessed signal from the DSP 1403 in a memory device for a
recording application, or transmits the processed signalto the
communication interface 1409. The recording application
comprises, for example, storing the processed signal onto the
memory device for the purposes of playing back the pro-
cessed signal at a later time. The communication interface
1409 transmits the processed signal, for example, to a com-
puter, the internet, or a radio for communicating the pro-
cessed signal. In an embodiment, the microphonearraysys-
tem 200 disclosed herein implements a two-way
communication device where the signal received from the
communication interface 1409 is processed by the DSP 1403
and the processed signal is then played through the loud-
speaker or the headphone 1408.

The flash memory 1404 stores the code for the DSP 1403
and compressed audio signals. When the microphonearray
system 200 boots up, the DSP 1403 reads the code from the
flash memory 1404 into an internal memory of the DSP 1403
and then starts executing the code. In an embodiment, the
audio codec 1402 can be configured for encoding and decod-
ing audio or sound signals duringthestart up stage by writing
to registers ofthe DSP 1403. For an eight-sensor microphone
array 201, two four-channel audio codec 1402 chips may be
used. The power regulators 1405 and 1406, for example,
linear power regulators 1405 and switch power regulators
1406 provide appropriate voltage and current supply forall
the components, for example, 201, 1401, 1402, 1403, etc.,
mechanically supported and electrically connected onacir-
cuit board. A universal serial bus (USB) control is built into
the DSP 1403. The battery 1407 is used for powering the
microphonearray system 200.

Consider an example where the microphonearray system
200 disclosed herein is implemented on a mixedsignalcircuit
board having a six-layer printed circuit board (PCB). Noisy
digital signals easily contaminate the low voltage analog
sound signals from the sound sensors 301. Therefore, the
layout of the mixed signal circuit board is carefully parti-
tionedto isolate the analog circuits from the digital circuits.
Although both the inputs and outputs of the microphone
amplifiers 1401 are in analog form, the microphone amplifi-
ers 1401 are placed in a digital region of the mixed signal
circuit board becauseoftheir high power consumption 1401
and switch amplifier nature.

The linear powerregulators 1405 are deployed in an analog
region of the mixed signal circuit board due to the low noise
property exhibited by the linear powerregulators 1405. Five
power regulators, for example, 1405 are designed in the
microphonearray system 200 circuits to ensure quality. The
switch powerregulators 1406 achieve an efficiency of about
95%ofthe input power and have high output current capacity;
howevertheir outputs are too noisy for analog circuits. The
efficiency of the linear power regulators 1405 is determined
by the ratio of the output voltage to the input voltage, which
is lower than thatofthe switch powerregulators 1406 in most
cases. The regulator outputs utilized in the microphonearray
system 200 circuits are stable, quiet, and suitable for the low
poweranalogcircuits.

In an example, the microphone array system 200 is
designed with a microphone array 201 having dimensions of
10 cmx2.5 cmx1.5 cm, a USB interface, and an assembled
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PCB supporting the microphonearray 201 and a DSP 1403
having a low power consumption design devised for portable
devices, a four-channel codec 1402, and a flash memory
1404. The DSP 1403 chip is powerful enough to handle the
DSP 1403 computations in the microphone array system 200
disclosed herein. The hardware configuration ofthis example
can be used for any microphonearray configuration, with
suitable modificationsto the software. In an embodiment, the

adaptive beamforming unit 203 of the microphonearray sys-
tem 200 is implemented as hardware with software instruc-
tions programmed on the DSP 1403. The DSP 1403 is pro-
grammed for beamforming, noise reduction, echo
cancellation, and USB interfacing according to the method
disclosed herein, and fine tuned for optimal performance.

FIGS. 15A-15C exemplarily illustrate a conference phone
1500 comprising an eight-sensor microphonearray 201. The
eight-sensor microphone array 201 comprises eight sound
sensors 301 arranged in a configuration as exemplarily illus-
trated in FIG. 15A.A top view of the conference phone 1500
comprising the eight-sensor microphone array 201 is exem-
plarily illustrated in FIG. 15A.A front view ofthe conference
phone 1500 comprising the eight-sensor microphone array
201 is exemplarily illustrated in FIG. 15B. A headset 1502
that can be placed in a base holder 1501 of the conference
phone 1500 having the eight-sensor microphonearray 201 is
exemplarily illustrated in FIG. 15C. In addition to a confer-
ence phone 1500, the microphonearray system 200 disclosed
herein with broadband beamforming can be configured for a
mobile phone, a tablet computer, etc., for speech enhance-
mentand noise reduction.

FIG. 16A exemplarilyillustrates a layout of an eight-sen-
sor microphonearray 201 for a conference phone 1500. Con-
sider an example ofa circular microphonearray 201 in which
eight sound sensors 301 are mounted on the surface of the
conference phone 1500 as exemplarily illustrated in FIG.
15A. The conference phone 1500 has a removable handset
1502 on top, and hence the microphone array system 200 is
configured to accommodate the handset 1502 as exemplarily
illustrated in FIGS. 15A-15C. In an example, the circular
microphone array 201 has a diameter of about four inches.
Eight sound sensors 301, for example, microphones, M,, M,,
M.,M;, M., M;, Mg, and M,aredistributed along a circle 302
on the conference phone 1500. Microphones M,,-M, are sepa-
rated by 90 degrees from eachother, and microphones M,-M,
are rotated counterclockwise by 60 degrees from microphone
M.,,-M,respectively.

FIG. 16B exemplarily illustrates a graphical representation
ofeight spatial regions to which the eight-sensor microphone
array 201 of FIG. 16A responds. The space is divided into
eight spatial regions with equal spaces centered at 15°, 60°,
105°, 150°, 195°, 240°, 285°, and 330° respectively. The
adaptive beamforming unit 203 configures the eight-sensor
microphonearray 201 to automatically point to one of these
eight spatial regions according to the location of the target
soundsignal from the target sound source as estimated by the
sound sourcelocalization unit 202.

FIGS. 16C-16D exemplarily illustrate computer simula-
tions showing the steering of the directivity patterns of the
eight-sensor microphonearray 201 of FIG. 16A,in the direc-
tions 15° and 60° respectively, in the frequency range 300 Hz
to 5 kHz. FIG. 16C exemplarily illustrates the computer simu-
lation result showingthe directivity pattern ofthe microphone
array 201 when the target sound signal is received from the
target sound source in the spatial region centered at 15°.

The computer simulation for verifying the performance of
the adaptive beamforming unit 203 when the target sound
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signal is received from the target sound source in the spatial
region centered at 15° uses the following parameters:
Sampling frequency fs=16 k,
FIR filter taper length L=20
Passband (6,,, Q,,)={300-5000 Hz, -5°-35°}, designed spa-
tial directivity pattern is 1.
Stopband (@,, Q,)={300~5000 Hz, -180°~-15°+45°~180°},
the designed spatial directivity pattern is 0.

It can be seen that the directivity pattern of the microphone
array 201 in the spatial region centered at 15° is enhanced
while the sound signals from all other spatial regions are
suppressed.

FIG. 16D exemplarily illustrates the computer simulation
result showing the directivity pattern ofthe microphonearray
201 when the target sound signal is received from the target
sound source in the spatial region centered at 60°. The com-
puter simulationforverifying the performanceofthe adaptive
beamforming unit 203 when the target sound signal is
received from the target sound source in the spatial region
centered at 60° uses the following parameters:
Sampling frequency fs=16 k,
FIR filter taper length L=20
Passband (0,,, £2,,)={300-5000 Hz, 40°-80°}, designed spa-
tial directivity pattern is 1.
Stopband (@,, 2,)={300~5000 Hz, -180°~30°+90°~180°},
the designed spatial directivity pattern is 0.

It can be seen that the directivity pattern of the microphone
array 201 in the spatial region centered at 60° is enhanced
while the sound signals from all other spatial regions are
suppressed. The other six spatial regions have similar param-
eters. Moreover, in all frequencies, the main lobe has the same
level, which meansthe target soundsignalhaslittle distortion
in frequency.

FIGS. 16E-16L exemplarily illustrate graphical represen-
tations showing the directivity patterns of the eight-sensor
microphonearray 201 ofFIG. 16A in eachofthe eight spatial
regions, where each directivity pattern is an average response
from 300 Hz to 5000 Hz. The mainlobe is about 10 dB higher
than the side lobe, and therefore the ambient noise signals
from other directions are highly suppressed comparedto the
target sound signal in the pass direction. The microphone
array system 200 calculates thefilter coefficientsfor the target
sound signal, for example, speech signals from each sound
sensor 301 and combinesthefiltered signals to enhance the
speech from any specific direction. Since speech covers a
large range of frequencies, the method and system 200 dis-
closed herein covers broadbandsignals from 300 Hz to 5000
Hz.

FIG. 16E exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 15°.
FIG. 16F exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 60°.
FIG. 16G exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 105°.
FIG. 16H exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 150°.
FIG. 16] exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
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the target sound source in the spatial region centered at 195°.
FIG. 16J exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 240°.
FIG. 16K exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 285°.
FIG. 16L exemplarily illustrates a graphical representation
showing the directivity pattern of the eight-sensor micro-
phonearray 201 whenthe target soundsignalis received from
the target sound source in the spatial region centered at 330°.
The microphonearray system 200 disclosed herein enhances
the target sound signal from each ofthe directions 15°, 60°,
105°, 150°, 195°, 240°, 285°, and330°, while suppressing the
ambient noise signals from the other directions.

The microphonearray system 200 disclosed herein can be
implemented for a square microphone array configuration
and a rectangular array configuration where a sound sensor
301 is positioned in each corner of the four-cornered array.
The microphonearray system 200 disclosed herein imple-
ments beamforming from plane to three dimensional soundsources.

FIG. 17A exemplarily illustrates a graphical representation
of four spatial regions to which a four-sensor microphone
array 201 for a wireless handheld device responds. The wire-
less handheld device is, for example, a mobile phone. Con-
sider an example where the microphone array 201 comprises
four soundsensors 301, for example, microphones, uniformly
distributed arounda circle 302 having diameter equal to about
twoinches. This configurationis identical to positioning four
sound sensors 301 or microphones on four comers of a
square. The space is divided into four spatial regions with
equal space centered at -90°, 0°, 90°, and 180° respectively.
The adaptive beamforming unit 203 configures the four-sen-
sor microphonearray 201 to automatically point to one of
these spatial regions according to the location of the target
soundsignal from the target sound source as estimated by the
sound sourcelocalization unit 202.

FIGS. 17B-171 exemplarily illustrate computer simula-
tions showing the directivity patterns of the four-sensor
microphonearray 201 of FIG. 17A with respect to azimuth
and frequency. The results of the computer simulations per-
formed for verifying the performanceof the adaptive beam-
forming unit 203 of the microphone array system 200 dis-
closed herein for a sampling frequency f,=16 k and FIRfilter
taper length L=20, are as follows:
For the spatial region centered at 0°:
Passband (6,,, Q,,)={300-4000 Hz, -20°-20°}, designed spa-
tial directivity pattern is 1.

Stopband (9, Q,)={300~4000 Hz,
—180°~-30°+30°~180°}, the designedspatial directivity pat-
tern is 0.

For the spatial region centered at 90°:
Passband (©,,, 2,,)={300-4000 Hz, 70°-110°}, designed spa-
tial directivity pattern is 1.
Stopband (@,, Q,)={300~4000 Hz, -180°~60°+120°~180°},
the designed spatial directivity pattern is 0. The directivity
patternsfor the spatial regions centered at —90° and 180° are
similarly obtained.

FIG. 17B exemplarily illustrates the computer simulation
result representing a three dimensional (3D) display of the
directivity pattern of the four-sensor microphonearray 201
whenthe target soundsignalis received from the target sound
source in the spatial region centered at -90°. FIG. 17C exem-
plarily illustrates the computer simulation result representing

SONOS EXHIBIT 1016



Page 95 of 371 SONOS EXHIBIT 1016

US 8,861,756 B2
19

a 2D display of the directivity pattern of the four-sensor
microphone array 201 when the target sound signal is
received from the target sound source in the spatial region
centered at -90°.

FIG. 17D exemplarily illustrates the computer simulation
result representing a 3D display of the directivity pattern of
the four-sensor microphonearray 201 whenthe target sound
signal is received from the target sound source in the spatial
region centered at 0°. FIG. 17E exemplarily illustrates the
computer simulation result representing a 2D display of the
directivity pattern of the four-sensor microphonearray 201
whenthe target sound signal is received from the target sound
source in the spatial region centered at 0°.

FIG. 17F exemplarily illustrates the computer simulation
result representing a 3D display of the directivity pattern of
the four-sensor microphonearray 201 whenthe target sound
signal is received from the target sound source in the spatial
region centered at 90°. FIG. 17G exemplarily illustrates the
computer simulation result representing a 2D display of the
directivity pattern of the four-sensor microphonearray 201
whenthe target sound signal is received from the target sound
source in the spatial region centered at 90°.

FIG. 17H exemplarily illustrates the computer simulation
result representing a 3D display of the directivity pattern of
the four-sensor microphonearray 201 whenthe target sound
source is received from the target sound source in thespatial
region centered at 180°. FIG. 171 exemplarily illustrates the
computer simulation result representing a 2D display of the
directivity pattern of the four-sensor microphonearray 201
whenthe target sound source is received from thetarget sound
source in the spatial region centered at 180°. The 3D displays
of the directivity patterns in FIG. 17B, FIG. 17D, FIG. 17F,
and FIG. 17H demonstrate that the passbands have the same
height. The 2D displays of the directivity patterns in FIG.
17C, FIG. 17E, FIG. 17G, and FIG. 171 demonstrate that the
passbands have the same width along the frequency and dem-
onstrates the broadband properties of the microphone array
201.

FIGS. 18A-18B exemplarily illustrates a microphone array
configuration for a tablet computer. In this example, four
sound sensors 301 ofthe microphonearray 201 are positioned
on a frame 1801 of the tablet computer, for example, the
iPad® ofApple Inc. Geometrically, the sound sensors 301 are
distributed on the circle 302 as exemplarily in FIG. 18B. The
radius of the circle 302 is equal to the width of the tablet
computer. The angle 8 between the sound sensors 301 M, and
M,is determined to avoid spatialaliasing up to 4000 Hz. This
microphonearray configuration enhances a front speaker’s
voice and suppresses background ambient noise. The adap-
tive beamforming unit 203 configures the microphonearray
201 to form an acoustic beam 1802 pointing frontwards using
the method and system 200 disclosed herein. The target sound
signal, that is, the front speaker’s voice within the range of
@®<30° is enhanced comparedto the sound signals from other
directions.

FIG. 18C exemplarily illustrates an acoustic beam 1802
formed using the microphonearray configuration of FIGS.
18A-18B according to the method and system 200 disclosed
herein.

FIGS. 18D-18G exemplarily illustrates graphs showing
processing results of the adaptive beamforming unit 203 and
the noise reduction unit 207 for the microphonearray con-
figuration of FIG. 18B, in both a time domain anda spectral
domainfor the tablet computer. Consider an example where a
speakeris talking in front ofthe tablet computer with ambient
noise signals on the side. FIG. 18D exemplarily illustrates a
graph showing the performance of the microphonearray 201
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before performing beamforming and noise reduction with a
signal-to-noise ratio (SNR) of 15 dB. FIG. 18E exemplarily
illustrates a graph showing the performance of the micro-
phone array 201 after performing beamforming and noise
reduction, according to the method disclosed herein, with an
SNR of 15 dB. FIG. 18F exemplarily illustrates a graph
showing the performanceofthe microphonearray 201 before
performing beamformingand noise reduction with an SNRof
0 dB. FIG. 18G exemplarily illustrates a graph showing the
performance of the microphonearray 201 after performing
beamforming and noise reduction, according to the method
disclosed herein, with an SNR of 0 dB.

It can be seen from FIGS. 18D-18G that the performance
graph is noisier for the microphone array 201 before the
beamforming and noise reduction is performed. Therefore,
the adaptive beamforming unit 203 and the noise reduction
unit 207 ofthe microphonearray system 200 disclosed herein
suppresses ambient noise signals while maintaining the clar-
ity of the target sound signal, for example, the speech signal.

FIGS. 19A-19F exemplarily illustrate tables showing dif-
ferent microphone array configurations and the correspond-
ing valuesofdelay t,, for the sound sensors 301 in each ofthe
microphonearray configurations. The broadband beamform-
ing method disclosed herein can be used for microphone
arrays 201 with arbitrary numbers of sound sensors 301 and
arbitrary locations of the sound sensors 301. The sound sen-
sors 301 can be mounted on surfaces or edges of any speech
acquisition device. For any specific microphone array con-
figuration, the only parameter that needs to be defined to
achieve the beamformercoefficients is the value oft,, for each
sound sensor 301 as disclosed in the detailed description of
FIG. 5, FIGS. 6A-6B, and FIGS. 7A-7C and as exemplarily
illustrated in FIGS. 19A-19F.In an example, the microphone
array configuration exemplarily illustrated in FIG. 19F is
implemented on a handheld device for hands-free speech
acquisition. In a hands-free and non-closetalking scenario, a
user prefers to talk in distance rather than speaking close to
the sound sensor 301 and may wantto talk while watching a
screen of the handheld device. The microphonearray system
200 disclosed herein allows the handheld device to pick up
sound signals from the direction of the speaker’s mouth and
suppress noise from other directions. The method and system
200 disclosed herein may be implemented on any device or
equipment, for example, a voice recorder where a target
sound signal or speech needs to be enhanced.

The foregoing examples have been provided merely for the
purpose of explanation andare in no wayto be construed as
limiting of the present invention disclosed herein. While the
invention has been described with reference to various

embodiments, it is understood that the words, which have
been used herein, are words of description andillustration,
rather than words of limitation. Further, although the inven-
tion has been described herein with reference to particular
means, materials and embodiments, the invention is not
intended to be limited to the particulars disclosed herein;
rather, the invention extends to all functionally equivalent
structures, methods and uses, such as are within the scope of
the appended claims. Those skilled in the art, having the
benefit of the teachings of this specification, may affect
numerous modifications thereto and changes may be made
without departing from the scope andspirit ofthe invention in
its aspects.

Weclaim:

1. A method for enhancing a target sound signal from a
plurality of sound signals, comprising:

providing a microphonearray system comprising an array
of sound sensors positioned in an arbitrary configura-
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tion, a sound source localization unit, an adaptive beam-
forming unit, and a noise reduction unit, wherein said
sound source localization unit, said adaptive beamform-
ing unit, and said noise reduction unit are in operative
communication with said array of said soundsensors;

receiving said sound signals from a plurality of disparate
sound sources by said sound sensors, wherein said
received sound signals comprisesaid target soundsignal
from a target sound source amongsaid disparate sound
sources, and ambient noise signals;

determining a delay between each of said sound sensors
and an origin of said array of said sound sensors as a
function of distance between each of said sound sensors

and said origin, a predefined angle between each ofsaid
sound sensors andareference axis, and an azimuth angle
between said reference axis andsaid target soundsignal,
when said target sound source that emits said target
soundsignal is in a two dimensionalplane, wherein said
delay is represented in terms of numberof samples, and
wherein said determination of said delay enables beam-
forming for arbitrary numbersofsaid sound sensors and
a plurality of arbitrary configurations of said array of
said sound sensors;

estimating a spatial location of said target sound signal
from said received sound signals by said sound source
localization unit;

performing adaptive beamformingfor steering a directivity
pattern ofsaid array of said sound sensors inadirection
ofsaid spatial locationofsaid target soundsignal bysaid
adaptive beamforming unit, wherein said adaptive
beamforming unit enhancessaid target sound signal and
partially suppresses said ambientnoise signals; and

suppressing said ambientnoise signals by said noise reduc-
tion unit for further enhancing said target soundsignal.

2. The method of claim 1, wherein said spatial location of
said target sound signal from said target sound source is
estimated using a steered response power-phase transform by
said sound source localization unit.

3. The method of claim 1, wherein said adaptive beam-
forming comprises:

providing a fixed beamformer, a blocking matrix, and an
adaptivefilter in said adaptive beamforming unit;

steering said directivity pattern of said array of said sound
sensors in said direction of said spatial location of said
target soundsignal from said target sound source bysaid
fixed beamformer for enhancing said target sound sig-
nal, when said target sound source is in motion;

feeding said ambientnoise signalsto said adaptivefilter by
blocking said target sound signal received from said
target sound source using said blocking matrix; and

adaptively filtering said ambient noise signals by said
adaptive filter in response to detecting one of presence
and absence of said target sound signal in said sound
signals received from said disparate sound sources.

4. The method of claim 3, wherein said fixed beamformer
performsfixed beamformingby filtering and summing output
sound signals from said sound sensors.

5. The method of claim 3, wherein said adaptive filtering
comprises sub-band adaptive filtering performed by said
adaptive filter, wherein said sub-band adaptivefiltering com-
prises:

providing an analysisfilter bank, an adaptivefilter matrix,
and a synthesis filter bank in said adaptivefilter;

splitting said enhancedtarget sound signal from said fixed
beamformer and said ambient noise signals from said
blocking matrix into a plurality of frequency sub-bands
by said analysis filter bank;
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adaptively filtering said ambient noise signals in each of
said frequency sub-bandsbysaid adaptive filter matrix
in responseto detecting one of presence and absence of
said target sound signal in said sound signals received
from said disparate sound sources; and

synthesizing a full-band soundsignal using said frequency
sub-bandsof said enhanced target sound signal by said
synthesis filter bank.

6. The method of claim 3, wherein said adaptive beam-
forming further comprises detecting said presence of said
target sound signal by an adaptation control unit provided in
said adaptive beamforming unit and adjusting a step size for
said adaptive filtering in response to detecting one of said
presence and said absenceofsaid target sound signal in said
sound signals received from said disparate sound sources.

7. The method ofclaim 1, wherein said noise reduction unit
performs noise reduction by using one of a Wiener-filter
based noise reduction algorithm, a spectral subtraction noise
reduction algorithm, an auditory transform based noise
reduction algorithm, and a model based noise reduction algo-
rithm.

8. The method ofclaim 1, wherein said noise reduction unit
performs noise reduction in a plurality of frequency sub-
bands, wherein said frequency sub-bands are employed by an
analysis filter bank of said adaptive beamforming unit for
sub-band adaptive beamforming.

9. A system for enhancing a target sound signal from a
plurality of sound signals, comprising:

an array of sound sensors positioned in an arbitrary con-
figuration, wherein said sound sensors receive said
sound signals from a plurality of disparate sound
sources, wherein said received sound signals comprise
said target sound signal from a target sound source
among said disparate sound sources, and ambient noise
signals;

a sound source localization unit that estimates a spatial
location of said target sound signal from said received
sound signals, by determining a delay between each of
said sound sensors and an origin of said array of said
sound sensors as a function of distance between each of

said sound sensors andsaid origin, a predefined angle
between each of said sound sensors and a reference axis,
and an azimuth angle between said reference axis and
said target sound signal, when said target sound source
that emits said target sound signal is in a two dimen-
sional plane, wherein said delay is represented in terms
of number of samples, and wherein said determination
of said delay enables beamforming for arbitrary num-
bers of said sound sensors anda plurality of arbitrary
configurations of said array of said sound sensors;

an adaptive beamformingunitthatsteersdirectivity pattern
of said array of said sound sensorsin a direction of said
spatial location of said target sound signal, wherein said
adaptive beamforming unit enhancessaid target sound
signal and partially suppresses said ambient noise sig-
nals; and

a noise reduction unit that suppresses said ambient noise
signals for further enhancing said target soundsignal.

10. The system of claim 9, wherein said sound source
localization unit estimates said spatial location ofsaid target
sound signal from said target sound source using a steered
response power-phase transform.

11. The system of claim 9, wherein said adaptive beam-
forming unit comprises:

a fixed beamformerthat steers said directivity pattern of
said array of said sound sensors in said direction of said
spatial location of said target sound signal from said
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target sound source for enhancing said target sound sig-
nal, when said target sound source is in motion;

a blocking matrix that feeds said ambient noise signals to
an adaptive filter by blocking said target sound signal
received from said target sound source; and

said adaptivefilter that adaptively filters said ambient noise
signals in response to detecting one of presence and
absenceofsaid target soundsignal in said soundsignals
received from said disparate sound sources.

12. The system ofclaim 11, wherein said fixed beamformer
performsfixed beamformingby filtering and summing output
sound signals from said sound sensors.

13. The system of claim 11, wherein said adaptivefilter
comprises a set of sub-band adaptivefilters comprising:

an analysisfilterbank that splits said enhanced target sound
signal from said fixed beamformer and said ambient
noise signals from said blocking matrix into a plurality
of frequency sub-bands;

an adaptive filter matrix that adaptivelyfilters said ambient
noise signals in each of said frequency sub-bands in
response to detecting one of presence and absence of
said target sound signal in said sound signals received
from said disparate sound sources; and

a synthesis filter bank that synthesizes a full-band sound
signal using said frequency sub-bandsof said enhanced
target sound signal.

14. The system of claim 9, wherein said adaptive beam-
forming unit further comprises an adaptation control unit that
detects said presenceofsaid target sound signal and adjusts a
step size for said adaptive filtering in response to detecting
one of said presence and said absence of said target sound
signal in said sound signals received from said disparate
sound sources.

15. The system of claim 9, wherein said noise reduction
unit is one of a Wiener-filter based noise reduction unit, a
spectral subtraction noise reduction unit, an auditory trans-
form based noise reduction unit, and a model based noise
reduction unit.

16. The system of claim 9, further comprising one or more
audio codecsthat convert said soundsignals in an analog form
of said soundsignals into digital sound signals and reconverts
said digital soundsignals into said analog form ofsaid sound
signals.

17. The system of claim 9, wherein said noise reduction
unit performs noise reduction in a plurality of frequency
sub-bands employed by an analysis filter bank of said adap-
tive beamforming unit for sub-band adaptive beamforming.

18. The system ofclaim 9, whereinsaid array of said sound
sensors is one ofa lineararray of said sound sensors, a circular
array of said sound sensors, and an arbitrarily distributed
coplanar array of said sound sensors.

19. The method of claim 1, wherein said delay (t) is deter-
mined by a formula t=f,"t, wherein f, is a sampling frequency
and t is a time delay.

20. A method for enhancing a target sound signal from a
plurality of sound signals, comprising:

providing a microphone array system comprising an array
of sound sensors positioned in an arbitrary configura-
tion, a sound source localization unit, an adaptive beam-
forming unit, and a noise reduction unit, wherein said
sound source localization unit, said adaptive beamform-
ing unit, and said noise reduction unit are in operative
communication with said array of said soundsensors;
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receiving said sound signals from a plurality of dispara
sound sources by said sound sensors, wherein sai
received soundsignals comprise said target sound signal
from a target sound source among said disparate sound
sources, and ambient noise signals;

determining a delay between each of said sound sensors
and an origin of said array of said sound sensors as a
function of distance between each of said sound sensors

and said origin, a predefined angle between each of said
sound sensors anda first reference axis, an elevation
angle between a second reference axis and said target
sound signal, and an azimuth angle between saidfirst
reference axis and said target sound signal, when said
target sound source that emits said target soundsignalis
in a three dimensional plane, wherein said delayis rep-
resented in terms of number of samples, and wherein
said determination of said delay enables beamforming
for arbitrary numbers of said sound sensors anda plu-
rality of arbitrary configurations of said array of said
sound sensors;

estimating a spatial location of said target sound signal
from said received sound signals by said sound source
localization unit;

performing adaptive beamformingfor steering a directivity
pattern of said array of said soundsensors in a direction
of said spatial location ofsaid target soundsignal by said
adaptive beamforming unit, wherein said adaptive
beamforming unit enhancessaid target sound signal and
partially suppresses said ambient noise signals; and

suppressing said ambientnoise signals by said noise reduc-
tion unit for further enhancing said target soundsignal.

21. A system for enhancing a target sound signal from a
plurality of sound signals, comprising:

an array of sound sensors positioned in an arbitrary con-
figuration, wherein said sound sensors receive said
sound signals from a plurality of disparate sound
sources, wherein said received sound signals comprise
said target sound signal from a target sound source
among said disparate sound sources, and ambient noise
signals;

a sound source localization unit that estimates a spatial
location of said target sound signal from said received
sound signals as a function of distance between each of
said sound sensors andsaid origin, a predefined angle
between each of said sound sensors anda first reference

axis, an elevation angle between a secondreference axis
and said target sound signal, and an azimuth angle
between said first reference axis and said target sound
signal, when said target sound source that emits said
target sound signal is in a three dimensional plane,
wherein said delay is represented in terms ofnumberof
samples, and wherein said determination of said delay
enables beamforming for arbitrary numbers of said
sound sensors andaplurality of arbitrary configurations
of said array of said sound sensors;

an adaptive beamformingunitthatsteersdirectivity pattern
of said array of said sound sensorsin a direction of said
spatial location of said target sound signal, wherein said
adaptive beamforming unit enhancessaid target sound
signal and partially suppresses said ambient noise sig-
nals; and

a noise reduction unit that suppresses said ambient noise
signals for further enhancing said target soundsignal.

aoe
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patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, orit
can be viewed on the USPTO website at http://“www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http:/Avww.stopfakes.gov. Part of a Department of Commerceinitiative,
this website includes self-help "toolkits" giving innovators guidance on how to protectintellectual property in specific
countries such as China, Korea and Mexico. For questions regarding patent enforcementissues, applicants may
call the U.S. Governmenthotline at 1-866-999-HALT (1-866-999-4258).
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED"followed by a date appears on this form. Such licenses are issuedin all applications where
the conditions for issuance of a license have been met, regardless of whetheror not a license may be required as
set forth in 37 CFR 5.15. The scope andlimitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicatedis the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This licenseis to be retained by the licensee and maybe usedat any time onorafter the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grantof a license doesnot in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Governmentcontract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselvesof current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOESNOTappearonthis form. Applicant maystill petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from thefiling date of the application. If 6 months has lapsed
from thefiling date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee mayforeignfile the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
businessinvestment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote andfacilitate business investment. SelectUSAprovides information assistance to the international investor
community; serves as an ombudsmanfor existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic developmentorganizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business, visit http:/Awww.SelectUSA.govorcall
+1-202-482-6800.
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UNITED STATES PATENT AND TRADEMARK OFFICE PRESORTED

COMMISSIONER FOR PATENTS FIRST-CLASS MAIL
P.O.BOX 1450 U.S. POSTAGE PAID

; POSTEDIGITAL
ALEXANDRIA VA 22313-1451 NNNNN

ASHOK TANKHA

36 GREENLEIGH DRIVE

SEWELL, NJ 08080

Courtesy Reminderfor
Application Serial No: 15/293,626

Attorney Docket No: CreativeTech_01RE_US
Customer Number: 64188

Date of Electronic Notification: 11/08/2016
 

This is a courtesy reminder that new correspondenceis available for this
application. If you have not done so already, please review the
correspondence.Theofficial date of notification of the outgoing
correspondencewill be indicated on the form PTOL-90 accompanying the
correspondence.

An email notification regarding the correspondence wassentto the following
email address(es) associated with your customer number:

ASH@IPPROCGUREMENT.COM
prosecution@ipprocurement.com

To view your correspondenceonline or update your email addresses, please
visit us anytime at https://sportal.uspto.gov/secure/myportal/privatepair.
If you have any questions, please email the Electronic Business Center (EBC)
at EBC@uspto.gov or call 1-866-217-9197.
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Electronic Patent Application Fee Transmittal

Application Number: 15293626

Filing Date: 14-Oct-2016

Title of Invention: MicrophoneArray System

i

Filing Fees for Utility under 35 USC 111(a)

Sub-Total in

USD(S)

Basic Filing:

DESIGN AND UTILITY REISSUE BASIC 2114

DESIGN AND UTILITY REISSUE BASIC 2314 1080 1080

Description Fee Code Quantity

REISSUE- INDEPENDENT CLAIMS 2204 1890

Miscellaneous-Filing:
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Sub-Total in

LATE FILING FEE FOR OATH OR DECLARATION Soop
Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:

Extension-of-Time:

Miscellaneous:

Total in USD ($)
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Electronic AcknowledgementReceipt

Application Number: 15293626

International Application Number:

Confirmation Number: 4199

Title of Invention: MicrophoneArray System

a
a

Paymentinformation:

 
[Pevostacoune——SSCSCSC~sdSC

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpaymentasfollows: 
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File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

1 Fee Worksheet (SB06) fee-info.pdf 2£5783dff15b880d430478b387f37c4c4d b45
O05eb

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.

 

National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.

 

New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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UNITED STATES PATENT AND TRADEMARK OFFIGE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office

Address: COMMISSIONER FOR PATENTS
! OX.

Alexandria, Virginia 22313-1450www.uspto.gov

APPLICATION FILING or GRP ART
NUMBER UNI

15/293,626 10/14/2016 2654 4080 CreativeTech_O1RE_US 35 12

CONFIRMATIONNO.4199

64188 UPDATED FILING RECEIPT

36GREENLEIGH DRIVE (NOWL.UL,0
SEWELL, NJ 08080

 
 
   

Date Mailed: 11/29/2016

Receipt is acknowledged of this reissue patent application. The application will be taken up for examination in
due course. Applicant will be notified as to the results of the examination. Any correspondence concerning the
application mustinclude the following identification information: the U.S. APPLICATION NUMBER, FILING DATE,
NAME OF APPLICANT, and TITLE OF INVENTION. Fees transmitted by check or draft are subject to collection.
Please verify the accuracy of the data presented on this receipt. If an error is noted onthis Filing Receipt, please
submit a written requestfor a Filing Receipt Correction. Please provide a copyofthis Filing Receipt with the
changes noted thereon. If you received a "Notice to File Missing Parts" for this application, please submit
any corrections to this Filing Receipt with your reply to the Notice. When the USPTO processesthe reply
to the Notice, the USPTO will generate another Filing Receipt incorporating the requested corrections

Inventor(s)
Manli Zhu, Pearl River, NY;
Qi Li, New Providence, Nu;

Applicant(s)
LI Creative Technologies, Inc., Florham Park, NJ, Assignee (with 37 CFR 1.172 Interest);

Assignment For Published Patent Application
LI Creative Technologies, Inc., Florham Park, NJ

Powerof Attorney: None

Domestic Priority data as claimed by applicant
This application is a REI of 13/049,877 03/16/2011 PAT 8861756
which claims benefit of 61/403,952 09/24/2010

Foreign Applications for which priority is claimed (You may beeligible to benefit from the Patent Prosecution
Highway program at the USPTO.Please see http:/Avww.uspto.gov for more information.) - None.
Foreign application information must be provided in an Application Data Sheetin order to constitute a claim to
foreign priority. See 37 CFR 1.55 and 1.76.

Permission to Access Application via Priority Document Exchange: Yes

Permission to Access Search Results: Yes

Applicant may provide or rescind an authorization for access using Form PTO/SB/39 or Form PTO/SB/69 as
appropriate.
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If Required, Foreign Filing License Granted: 11/07/2016

The country code and numberof your priority application, to be usedfor filing abroad under the Paris Convention,
is US 15/293,626

Projected Publication Date: None, application is not eligible for pre-grant publication

Non-Publication Request: No

Early Publication Request: No
** SMALL ENTITY **

Title

Microphone Array System

Preliminary Class

381

Statement under 37 CFR 1.55 or 1.78 for AIA (First Inventor to File) Transition Applications: No

PROTECTING YOUR INVENTION OUTSIDE THE UNITED STATES

Since the rights granted by a U.S. patent extend only throughout the territory of the United States and have no
effect in a foreign country, an inventor who wishes patent protection in another country must apply for a patent
in a specific country or in regional patent offices. Applicants may wish to consider thefiling of an international
application under the Patent Cooperation Treaty (PCT). An international (PCT) application generally has the same
effect as a regular national patent application in each PCT-membercountry. The PCT process simplifies the filing
of patent applications on the sameinvention in membercountries, but does notresult in a grantof "an international
patent" and doesnoteliminate the needof applicantsto file additional documents and fees in countries where patent
protection is desired.

Almost every country has its own patent law, and a person desiring a patent in a particular country must make an
application for patent in that country in accordancewith its particular laws. Since the laws of many countries differ
in various respects from the patent law of the United States, applicants are advised to seek guidance from specific
foreign countries to ensure that patent rights are not lost prematurely.

Applicants also are advised that in the case of inventions madein the United States, the Director of the USPTO must
issue a license before applicants can apply for a patent in a foreign country. Thefiling of a U.S. patent application
serves as a request for a foreign filing license. The application's filing receipt contains further information and
guidance asto the status of applicant's license for foreignfiling.

Applicants may wish to consult the USPTO booklet, "General Information Concerning Patents”(specifically, the
section entitled "Treaties and Foreign Patents") for more information on timeframes and deadlinesforfiling foreign
patent applications. The guide is available either by contacting the USPTO Contact Center at 800-786-9199, orit
can be viewed on the USPTO website at http://“www.uspto.gov/web/offices/pac/doc/general/index.html.

For information on preventing theft of your intellectual property (patents, trademarks and copyrights), you may wish
to consult the U.S. Government website, http:/Avww.stopfakes.gov. Part of a Department of Commerceinitiative,
this website includes self-help "toolkits" giving innovators guidance on how to protectintellectual property in specific
countries such as China, Korea and Mexico. For questions regarding patent enforcementissues, applicants may
call the U.S. Governmenthotline at 1-866-999-HALT (1-866-999-4258).
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LICENSE FOR FOREIGN FILING UNDER

Title 35, United States Code, Section 184

Title 37, Code of Federal Regulations, 5.11 & 5.15

GRANTED

The applicant has been granted a license under 35 U.S.C. 184, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED"followed by a date appears on this form. Such licenses are issuedin all applications where
the conditions for issuance of a license have been met, regardless of whetheror not a license may be required as
set forth in 37 CFR 5.15. The scope andlimitations of this license are set forth in 37 CFR 5.15(a) unless an earlier
license has been issued under 37 CFR 5.15(b). The license is subject to revocation upon written notification. The
date indicatedis the effective date of the license, unless an earlier license of similar scope has been granted under
37 CFR 5.13 or 5.14.

This licenseis to be retained by the licensee and maybe usedat any time onorafter the effective date thereof unless
it is revoked. This license is automatically transferred to any related applications(s) filed under 37 CFR 1.53(d). This
license is not retroactive.

The grantof a license doesnot in any way lessen the responsibility of a licensee for the security of the subject matter
as imposed by any Governmentcontract or the provisions of existing laws relating to espionage and the national
security or the export of technical data. Licensees should apprise themselvesof current regulations especially with
respect to certain countries, of other agencies, particularly the Office of Defense Trade Controls, Department of
State (with respect to Arms, Munitions and Implements of War (22 CFR 121-128)); the Bureau of Industry and
Security, Department of Commerce (15 CFR parts 730-774); the Office of Foreign AssetsControl, Department of
Treasury (31 CFR Parts 500+) and the Department of Energy.

NOT GRANTED

No license under 35 U.S.C. 184 has been granted at this time, if the phrase "IF REQUIRED, FOREIGN FILING
LICENSE GRANTED" DOESNOTappearonthis form. Applicant maystill petition for a license under 37 CFR 5.12,
if a license is desired before the expiration of 6 months from thefiling date of the application. If 6 months has lapsed
from thefiling date of this application and the licensee has not received any indication of a secrecy order under 35
U.S.C. 181, the licensee mayforeignfile the application pursuant to 37 CFR 5.15(b).

 

SelectUSA

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location for
businessinvestment, innovation, and commercialization of new technologies. The U.S. offers tremendous resources
and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation works to
promote andfacilitate business investment. SelectUSAprovides information assistance to the international investor
community; serves as an ombudsmanfor existing and potential investors; advocates on behalf of U.S. cities, states,
and regions competing for global investment; and counsels U.S. economic developmentorganizations on investment
attraction best practices. To learn more about why the United States is the best country in the world to develop
technology, manufacture products, deliver services, and grow your business, visit http:/Awww.SelectUSA.govorcall
+1-202-482-6800.
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UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www .uspto.gov

 
 
  APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKETNO. CONFIRMATIONNO. 

15/293,626 10/14/2016 Manli Zhu CreativeTech_01RE_US 4199

ASHOK TANKHA Denne
36 GREENLEIGH DRIVE ESCALANTE, OVIDIO

SEWELL,NJ 08080
ART UNIT PAPER NUMBER

3992

NOTIFICATION DATE DELIVERY MODE

10/05/2017 ELECTRONIC

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.

Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the
following e-mail address(es):
ASH @IPPROCUREMENT.COM

prosecution @ipprocurement.com
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Application No. Applicant(s)
 15/293,626 ZHU ET AL.

Office Action Summary Examiner Art Unit AIA (First Inventorto File)
OVIDIO ESCALANTE 3992 Status 

-- The MAILING DATEof this communication appears on the cover sheet with the correspondence address --
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLYIS SET TO EXPIRE 3 MONTHS FROM THE MAILING DATE OF
THIS COMMUNICATION.

Extensions of time may be available underthe provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.

- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Anyreply received by the Office later than three months after the mailing date of this communication, evenif timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1) Responsive to communication(s)filed on 10/14/2016.
_] A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/werefiledon__

2a)L] This action is FINAL. 2b) This action is non-final.
3)L] Anelection was madebythe applicant in responsetoarestriction requirementset forth during the interview on

; the restriction requirement and election have been incorporated into this action.

4)[] Since this application is in condition for allowance exceptfor formal matters, prosecution as to the merits is
closed in accordance with the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

 

Disposition of Claims*

5)KX] Claim(s) 1-35 is/are pending in the application.
5a) Of the above claim(s) is/are withdrawn from consideration.

6)L] Claim(s) is/are allowed.
7)X] Claim(s) 1-35 is/are rejected.
8)L] Claim(s is/are objected to.
9)L] Claim(s are subject to restriction and/or election requirement.

* If any claims have been determined allowable, you may beeligible to benefit from the Patent Prosecution Highway program at a

 

 

)

)

)
 

participating intellectual property office for the corresponding application. For more information, please see

isp or send an inquiry to PPHieedback@uspte. doy. 

Application Papers

10)L] The specification is objected to by the Examiner.
11)] The drawing(s)filed on 10/14/16is/are: a)X] accepted or b)[_] objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

Priority under 35 U.S.C. § 119

12)[] Acknowledgmentis made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
Certified copies:

a)L] All b)[-] Some** c)L] Noneofthe:
1..] Certified copies of the priority documents have been received.
2.L] Certified copies of the priority documents have been received in Application No.
3.L] Copies of the certified copies of the priority documents have been receivedin this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

““ See the attached detailed Office action fora list of the certified copies not received.

Attachment(s)

1) X Notice of References Cited (PTO-892) 3) CT] Interview Summary (PTO-413)
: . Paper No(s)/Mail Date. .

2) CT] Information Disclosure Statement(s) (PTO/SB/08a and/or PTO/SB/08b)
Paper No(s)/Mail Date . 4) CO Other: .

 
 
U.S. Patent and Trademark Office

PTOL-326 (Rep age 1 13 of 371 Office Action Summary SONOS'*EX#TIBEDPAGT825
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Application/Control Number: 15/293,626 Page 2

Art Unit: 3992

1, The present application is being examined underthe pre-AIAfirst to invent provisions.

DETAILED ACTION

Reissue Applications

2. For reissue applications filed before September 16, 2012, all references to 35 U.S.C. 251

and 37 CFR 1.172, 1.175, and 3.73 are to the law and rules in effect on September 15, 2012.

Where specifically designated, these are “pre-AIA”provisions.

For reissue applicationsfiled on or after September 16, 2012, all references to 35 U.S.C.

251 and 37 CFR 1,172, 1.175, and 3.73 are to the current provisions.

3. Applicant is reminded of the continuing obligation under 37 CFR 1.178(b), to timely

apprise the Office of any prior or concurrent proceeding in which Patent No. 8,861,756 is or was

involved. These proceedings would include interferences, reissues, reexaminations, and

litigation.

Applicant is further reminded of the continuing obligation under 37 CFR 1.56, to timely

apprise the Office of any information which is material to patentability of the claims under

consideration in this reissue application.

These obligations rest with each individual associated with the filing and prosecution of

this application for reissue. See also MPEP §§ 1404, 1442.01 and 1442.04.

Reissue Declaration

4, The reissue oath/declaration filed with this application is defective (see 37 CFR 1.175

and MPEP§ 1414) becauseof the following:
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Application/Control Number: 15/293,626 Page 3

Art Unit: 3992

The examiner notes that in accordance with MPEP 1414,anyerror in the claims must be

identified by reference to the specific claim(s) and the specific claim language wherein lies the

error.

The examiner notes that the reissue declaration recites the following reasons:

Thereissue is a broadening reissue.

The examiner determinesthat the statement does not identify the specific claim(s) and the

specific claim language whereinlies the error.

5. Claims 1-35 are rejected as being based upon a defective reissue declaration under 35

U.S.C. 251 as set forth above. See 37 CFR 1.175.

The nature of the defect(s) in the declaration is set forth in the discussion abovein this

Office action.

35 U.S.C. §112 Sixth Paragraph

The Examinerfinds that claims 9, 21, 23, 31-35 recite phrases that invoke 35 U.S.C.

§112, 6th paragraph. For support of the Examiners position the Examiner notes the following

appropriate 3-prong analysis. See MPEP §2181 I. See Williamson v. Citrix Online, LL.C., 115

USPQ2d 1105, 1112 (Fed. Cir. 2015).

“Functional Phrase #1 “sound source localization unit” as in claims 9 and 21 and “sound

source localizer”as in claims 26, 31, 32, 33, 34 and 35.

Page 115 of 371 SONOS EXHIBIT 1016



Page 116 of 371 SONOS EXHIBIT 1016

Application/Control Number: 15/293,626 Page 4

Art Unit: 3992

The Examiner concludesthe phrase:“sound sourcelocalization unit that estimates a spatial

location of said target sound signal from said received soundsignals,” as in claims 9 and 21 and

“sound source localizer” as in claims 26, 31, 32, 33, 34 and 35; (“Functional Phrase #1”),

invokes 35 U.S.C § 112 6th paragraph. To support the Examiner’s conclusion, the Examiner

notes the following 3-Prong analysis:

a) 3-Prong Analysis Prong (A):

In accordance with the MPEP, Prong (A) requires:

(A) the claim limitation uses the term “means”or “step” or a term used as a
substitute for “means”that is a generic placeholder (also called a nonce term or a non-
structural term having no specific structural meaning) for performing the claimed
function ....

MPEP§ 2181 I. — Prong(A).

Asan initial matter, the Examiner finds that Functional Phrase #1 does not use the phrase

“meansfor.” The issue arising under Prong (A) then becomes whetheror not the claimed “sound

source localization unit, or "sound source localizer’” is a generic placeholder for the phrase

‘meansfor,’ i.c., being applied as a generic meansfor performing the function. See MPEP 2181I

(C) 94.

The Examiner has reviewed the specification of “756 Patent and finds: (1) the ‘756 Patent

does not indicate that the phrase “sound source localization unit” or “sound source localizer”is

lexicographically defined as a particular structure that performsthe recited function; (2) the “756

Patent does not indicate that the phrase “sound source localization unit” or “sound source

localizer” refers to a particular structure in the art, that a person having ordinary skill in the art

(PHOSITA) would recognize as performing or possessing the recited function. In addition the
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Application/Control Number: 15/293,626 Page 5

Art Unit: 3992

Examiner has reviewedthe prior art of record and finds that the phrase “sound source

localization unit” or “sound source localizer” does not infer or require any particular structure

as related to FP#1.

Accordingly based upon a review ofthe '756 Patentitself and the prior art, the Examiner

concludesthat the phrase “sound source localization unit” as set forth in Functional Phrase #1 is

being used as a generic term for structure performing the function, and therefore a place holder

for the phrase "meansfor" performing the recited function. Because “sound sourcelocalization

unit”or “sound source localizer” is merely a generic placeholder having no specific structure

associated therewith, the Examiner concludesthat Functional Phrase #1 (FP #1) meets

invocation Prong (A).

b) 3-Prong Analysis Prong (B):

In accordance with the MPEPprong (B) requires:

(B) the term “means”or “step” or the generic placeholder is modified by
functional language, typically, but not alwayslinked by the transition word “for”(e.g.,
“meansfor’’) or another linking wordor phrase, such as “configured to”or “so that”....

MPEP§ 2181 I. — Prong(B).

Based upon a review of claims 9 and 21, the Examinerfinds that the function associated

with Functional Phrase #1 is: estimates a spatial location of said target sound signals from said

received sound signals.

Because Functional Phrase #1 includes the function expressly noted above, the Examiner

concludesthat Functional Phrase #1 meets invocation Prong (B). Additionally, the Examiner

notes that because nothing in the written description contradicts the plain language describing

Page 117 of 371 SONOS EXHIBIT 1016



Page 118 of 371 SONOS EXHIBIT 1016

Application/Control Number: 15/293,626 Page 6

Art Unit: 3992

this function, the function within Functional Phrase #1 will have its ordinary and accustomed

meaning.

c) 3-Prong Analysis: Prong (C)

In accordance with the MPEP, Prong (C) requires:

(C) the term “means”or “step” or the generic placeholder is not modified by
sufficient structure, material, or acts for performing the claimed function.

MPEP§ 2181 (1) — Prong (C)

Based upon a review of the entire Functional Phrase #1, the Examinerfinds that

Functional Phrase #1 does not contain sufficient structure for performing the entire claimed

function that is set forth within Functional Phrase #1. In fact, the Examinerfinds that

Functional Phrase #1 recites verylittle structure (if any) for performing the claimed function.

Because Functional Phrase #1 does not contain sufficient structure for performing the

entire claimed function, the Examiner concludes that Functional Phrase #1 meets invocation

Prong (C).

d) Corresponding Structure for Functional Phrase #1

With referenceto figure 2 andits related text, the examiner notes that the patent

specification does not describe the specific structural requirements of the sound localization unit.

That is, while the related text describes the function of the sound localization unit, the related

text of figure 2 does not disclose the structure of the sound localization unit.
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With reference to Figure 14, the patent specification states that the function of the

localization unit is performed by a Digital Signal Processor. See col. 15, lines 4-6 which

discloses that the DSP 1403 implements the sound source localization unit.

Therefore, the examiner considers the structure of the sound localization unit or sound

localizer to be a digital signal processor or equivalents thereof.

Claim Rejections - 35 USC § 103

6. In the event the determination of the status of the application as subject to AIA 35 U.S.C.

102 and 103 (or as subject to pre-AIA 35 U.S.C. 102 and 103) is incorrect, any correction of the

statutory basis for the rejection will not be considered a new groundofrejection if the prior art

relied upon, and the rationale supporting the rejection, would be the same undereither status.

7. The following is a quotation of pre-AIA 35 U.S.C. 103(a) which formsthe basis forall

obviousnessrejections set forth in this Office action:

(a) A patent may not be obtained thoughthe inventionis not identically disclosed or described as set
forth in section 102,if the differences between the subject matter sought to be patented and the priorart
are such that the subject matter as a whole would have been obviousat the time the invention was made
to a person having ordinary skill in the art to which said subject matter pertains. Patentability shall not
be negatived by the manner in which the invention was made.

8. Claims 1, 2, 4, 7,9, 10, 12, 15, 18, 20-22, 24, 29-35 is/are rejected under pre-AIA 35

U.S.C. 103(a) as being unpatentable over Tashev U.S. Patent Pub. 2004/0252845in view of

Florencio et al. U.S. Patent Pub. 2011/0317522 or Zhan et al. WO 2010/0120162 (published

February 25, 2010)’. (U.S. Patent Publication 2011/0135125),

Regardingclaim 1:

' The examinernotes that WO 2010/0120162 was published on February 25, 2010 andtherefore qualifies as prior
art. Although the description is not in English, the examineris relying upon U.S. Patent Publication 2011/0135125
for providing citations. The U.S. Publication is a continuation and therefore, the subject matter in the U.S.
Publication is fully supported by the WO 2010/0120162 publication.
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A method for enhancing a target soundsignal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other directions. See paragraph [0011]. See also paragraph [0050] which discloses that the spatial

sounddistribution model includes ambient noise in addition to the target sound (plurality of

sound signals).

providing a microphone array system comprising an array of sound sensors

positioned in an arbitrary configuration, a sound sourcelocalization unit, an adaptive

beamforming unit, and a noise reduction unit, wherein said sound source localization unit,

said adaptive beamforming unit, and said noise reduction unit are in operative

communication with said array of said sound sensors;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors) position in an arbitrary configuration (Tashev discloses of planar array and linear arrays

as examples--see paragraph [0059]), a sound sourcelocalizer (As discussed in paragraph [0072],

Tashev discloses that the frames representing the “earliest captured frame of each microphone

signal" are selected. As discussed in paragraph [0073], each of the energy values computed for

each directed is weighted and the energy as a function of the direction angle is determined), a

beamformer(paragraph [0071]), and a noise reducer (See paragraph [0011] and paragraph

[0072] of Tashev which discusses the use of noise suppression on the ambientnoise signals.)
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receiving said sound signals from a plurality of disparate sound sources by said

soundsensors, wherein said received soundsignals comprise said target sound signal from

a target sound source amongsaid disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source can be a

human voice.

determining a delay between eachof said sound sensors andan origin of said array

of said soundsensors as a function of distance between each of said sound sensors and said

origin, a predefined angle between each of said sound sensors and a reference axis, and an

azimuth angle between said reference axis and said target sound signal,

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to computethe final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examinernotes that the origin point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [007 1-0072])

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D
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localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However,it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sourceswill

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Nonetheless, Zhan is directed to a method for controlling sound focusing (see the

abstract). With reference to Figure 2 and paragraph [0033], Zhan discloses determining a delay

between each sound sensor and a reference point of a microphone array (Zhan discloses M1, M2

and M3 are omnidirectional microphonesat intervals of d. Zhan explains that the time delay

between M1 and M2 and between M2 and M3are determined). Zhan discloses that the reference

microphone is M2 in one embodiment(see paragraph [0032]). Zhan discloses that the distance

between each sound sensoris referenced by d. That is distance between M1 and M2is dj and

the distance between M2 and M3is do; (with M2 being the reference point)..

Zhan explains that figure 2 shows how to obtain the position information of a sound

source relative to a reference microphone by computing the distance and the azimuth from the

sound source to the reference microphone (M2), where the azimuth is an angle between the
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rectilinear direction from the sound sourceto the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).

Sound source

TK)

 
Mz Mg

Microphone array

FIG. 2

Alternatively, Florencio discloses a method for sound sourcelocalization. Florencio

discloses in paragraph [0007] that the signals detected at the microphonearray are used to obtain

functions comprising distance, azimuth and elevation data. With reference to figure 5 and

paragraphs[0058-0059], Florencio discloses of two sources that have the same azimuth and

elevation angles. As further shown in paragraph [0041], Florencio discloses using time delay

from the source along with distance to the source aspart of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since
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both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation).

Likewise, the use of distance, angle and delay as evidence by Zhan showsthatit was well

knownto sue this information in order to locate a sound source. As set forth above, both Teshav

and Zhan are directed to locating a sound source relative to a reference microphonein a

microphonearray.

Thus, based on the well-known teachings of considering distance, delay and angle, the

examiner maintains that the using this as part of the function would have been obviousto one of

ordinary skill in the art.

whensaid target sound source that emits said target sound signalis in a two

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for arbitrary numbers of

said soundsensors and a plurality of arbitrary configurations of said array of said sound

sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.
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Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).

estimating a spatial location of said target sound signal from said received sound

signals by said sound sourcelocalization unit;

See paragraph [0045] which describes the designation of the maximum energydirection

as the direction to the sound source. In addition, see steps 204-208 of figure 2 and its related text.

performing adaptive beamformingfor steering a directivity pattern of said array of

said soundsensorsin a direction of said spatial location of said target sound signal by said

adaptive beamforming unit, wherein said adaptive beamforming unit enhancessaid target

sound signal and partially suppresses said ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambient noise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.

suppressing said ambient noise signals by said noise reduction unit for further

enhancing said target sound signal.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

Regardingclaim 2:
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The method of claim 1, wherein said spatial location of said target sound signal from

said target sound sourceis estimated using a steered response power-phase transform by

said sound sourcelocalization unit.

See paragraphs [0050-0058] of Tashev

Regardingclaims4:

The method of claim 3, wherein said fixed beamformer performsfixed beamforming

by filtering and summing output soundsignals from said sound sensors.

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059]

Regardingclaim 7:

The method of claim 1, wherein said noise reduction unit performs noise reduction

by using one of a Wiener-filter based noise reduction algorithm, a spectral subtraction

noise reduction algorithm, an auditory transform based noise reduction algorithm, and a

modelbasednoise reduction algorithm.

See paragraph [0052] of Florencio which discloses the use of a noise model algorithm.

Asset forth above, the examiner notes that Tashev discloses a noise reduction unit. Therefore,it

would have been obviousto use a noise reduction modelas disclosed by Florencio. In addition,

Tashev discloses in paragraph [0072] than any conventional noise suppression procedure may be

used.
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Regardingclaim 9:

A system for enhancing a target sound signal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

an array of sound sensors positioned in an arbitrary configuration, wherein said

sound sensorsreceive said sound signals from a plurality of disparate sound sources,

wherein said received sound signals comprise said target soundsignal from a target sound

source among said disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors) position in an arbitrary configuration (Tashev discloses of planar array and linear arrays

as examples--see paragraph [0059]). As explained in paragraph [0011], noise is detected as well

as frames which contain a significant sound source. In paragraph [0013], Tashev discloses the

sound source to be a humanvoice.

a sound sourcelocalization unit that estimates a spatial location of said target sound

signal from said received sound signals, by determining a delay between each of said sound

sensors andan origin of said array of said sound sensors

Asdiscussed in the background of Tashev,a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]
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Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

as a function of distance between each of said sound sensorsandsaid origin, a

predefined angle between each of said sound sensors anda reference axis, and an azimuth

angle betweensaid reference axis and said target sound signal,

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sourceswill

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.
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Zhanis directed to a method for controlling sound focusing (see the abstract). With

refer3ence to Figure 2 and paragraph [0033], Zhan discloses determining a delay between each

sound sensor and a reference point of a microphonearray (Zhan discloses M1, M2 and M3 are

omnidirectional microphonesat intervals of d. Zhan explains that the time delay between M1 and

M2 and between M2 and M3are determined). Zhan discloses that the reference microphoneis

M2in one embodiment(see paragraph [0032]). Zhan discloses that the distance between each

sound sensoris referenced by d. That is distance between M1 and M2is dz and the distance

between M2 and M3is d23 (with M2 being the reference point). |

Zhan explains that figure 2 shows how to obtain the position information of a sound

source relative to a reference microphone by computing the distance and the azimuth from the

sound source to the reference microphone (M2), where the azimuth is an angle between the

rectilinear direction from the sound sourceto the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).

Sound source

Tixy}

 
Mz M3

Microphone array

FIG. 2

Alternatively, Florencio discloses a method for sound sourcelocalization. Florencio

discloses in paragraph [0007] that the signals detected at the microphonearray are used to obtain
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functions comprising distance, azimuth and elevation data. With reference to figure 5 and

paragraphs[0058-0059], Florencio discloses of two sources that have the same azimuth and

elevation angles. As further shownin paragraph [0041], Florencio discloses using time delay

from the source along with distance to the source aspart of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation).

Likewise, the use of distance, angle and delay as evidence by Zhan showsthatit was well

knownto sue this information in order to locate a sound source. Asset forth above, both Teshav

and Zhan are directed to locating a sound source relative to a reference microphonein a

microphonearray.

Thus, based on the well-knownteachings of considering distance, delay and angle, the

examiner maintains that the using this as part of the function would have been obviousto one of

ordinary skill in the art.

whensaid target sound source that emits said target sound signalis in a two

dimensional plane, wherein said delay is represented in terms of number of samples, and
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wherein said determination of said delay enables beamforming for arbitrary numbers of

said soundsensors and a plurality of arbitrary configurations of said array of said sound

sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changed as to the direction of the sound source (step 208 of fig. 2 and related text).

an adaptive beamforming unit that steers directivity pattern of said array of said

sound sensorsin a direction of said spatial location of said target sound signal, wherein said

adaptive beamforming unit enhancessaid target sound signal and partially suppresses said

ambient noise signals;

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambient noise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.
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anda noise reduction unit that suppresses said ambient noise signals for further

enhancing said target sound signal.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 10:

The system of claim 9, wherein said sound source localization unit estimates said

spatial location of said target sound signal from said target sound source using a steered

response power-phasetransform.

See paragraphs [0050-0058] of Tashev

Regarding claim 12:

The system of claim 11, wherein said fixed beamformer performsfixed

beamformingbyfiltering and summing output sound signals from said sound sensors.

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Regarding claim 15:

The system of claim 9, wherein said noise reduction unit is one of a Wiener-filter

based noise reduction unit, a spectral subtraction noise reduction unit, an auditory

transform based noise reduction unit, and a model based noise reduction unit.
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See paragraph [0052] of Florencio which discloses the use of a noise model algorithm.

Asset forth above, the examiner notes that Tashev discloses a noise reduction unit. Therefore,it

would have been obviousto use a noise reduction modelas disclosed by Florencio. In addition,

Tashev discloses in paragraph [0072] than any conventional noise suppression procedure may be

used.

Regarding claim 18:

The system of claim 9, wherein said array of said soundsensorsis one of a linear

array of said soundsensors, a circular array of said sound sensors, and anarbitrarily

distributed coplanar array of said soundsensors.

See paragraph [0059] where Teshav discloses a linear array of sound sensors.

Regarding claim 20:

A method for enhancing a target soundsignal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other directions. See paragraph [0011]. See also paragraph [0050] which disclosesthat the spatial

sounddistribution model includes ambientnoise in addition to the target sound(plurality of

sound signals).

providing a microphone array system comprising an array of sound sensors

positioned in an arbitrary configuration, a sound sourcelocalization unit, an adaptive
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beamforming unit, and a noise reduction unit, wherein said sound source localization unit,

said adaptive beamforming unit, and said noise reduction unit are in operative

communication with said array of said sound sensors;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors) position in an arbitrary configuration (Tashev discloses of planar array and linear arrays

as examples--see paragraph [0059]), a sound source localizer (As discussed in paragraph [0072],

Tashev discloses that the frames representing the “earliest captured frame of each microphone

signal" are selected. As discussed in paragraph [0073], each of the energy values computed for

each directed is weighted and the energy as a function of the direction angle is determined), a

beamformer(paragraph [0071]), and a noise reducer (See paragraph [0011] and paragraph

[0072] of Tashev which discusses the use of noise suppression on the ambientnoise signals.)

receiving said sound signals from a plurality of disparate sound sources by said

soundsensors, wherein said received sound signals comprise said target sound signal from

a target sound source amongsaid disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

determining a delay between each of said sound sensors andan origin of said array

of said soundsensors as a function of distance between each of said sound sensors andsaid

origin, a predefined angle between each of said sound sensors anda first reference axis, an
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elevation angle between a second referenceaxis and said target sound signal, and an

azimuth angle betweensaid first reference axis and said target soundsignal,

Asdiscussed in the background of Tashev,a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sources will

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is
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considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Zhanis directed to a method for controlling sound focusing (see the abstract). With

refer3ence to Figure 2 and paragraph [0033], Zhan discloses determining a delay between each

sound sensor and a reference point of a microphonearray (Zhan discloses M1, M2 and M3 are

omnidirectional microphonesat intervals of d. Zhan explains that the time delay between M1 and

M2 and between M2 and M3are determined). Zhan discloses that the reference microphoneis

M2in one embodiment(see paragraph [0032]). Zhan discloses that the distance between each

sound sensoris referenced by d. That is distance between M1 and M2is dz and the distance

between M2 and M3is d23 (with M2 being the reference point). |

Zhan explains that figure 2 shows how to obtain the position information of a sound

source relative to a reference microphone by computing the distance and the azimuth from the

sound source to the reference microphone (M2), where the azimuth is an angle between the

rectilinear direction from the sound sourceto the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).

Sound source
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Microphone array

FIG. 2
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Alternatively, Florencio discloses a method for sound sourcelocalization. Florencio

discloses in paragraph [0007] that the signals detected at the microphonearray are used to obtain

functions comprising distance, azimuth and elevation data. With reference to figure 5 and

paragraphs[0058-0059], Florencio discloses of two sources that have the same azimuth and

elevation angles. As further shownin paragraph [0041], Florencio discloses using time delay

from the source along with distance to the source aspart of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation).

Likewise, the use of distance, angle and delay as evidence by Zhan showsthatit was well

knownto sue this information in order to locate a sound source. As set forth above, both Teshav

and Zhan are directed to locating a sound source relative to a reference microphonein a

microphonearray.

Thus, based on the well-known teachings of considering distance, delay and angle, the

examiner maintains that the using this as part of the function would have been obviousto one of

ordinary skill in the art.
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whensaid target sound source that emits said target sound signalis in a three

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for arbitrary numbers of

said soundsensors and a plurality of arbitrary configurations of said array of said sound

sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).

estimating a spatial location of said target sound signal from said received sound

signals by said sound sourcelocalization unit;

See paragraph [0045] which describes the designation of the maximum energydirection

as the direction to the sound source.

performing adaptive beamformingfor steering a directivity pattern of said array of

said soundsensorsin a direction of said spatial location of said target sound signal by said
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adaptive beamforming unit, wherein said adaptive beamforming unit enhancessaid target

sound signal and partially suppresses said ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.

suppressing said ambient noise signals by said noise reduction unit for further

enhancing said target sound signal.

See paragraph [0011] and paragraph [0072] of Tashev which discusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 21:

A system for enhancing a target soundsignal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other directions. See paragraph [0011]. See also paragraph [0050] which discloses that the spatial

sounddistribution model includes ambientnoise in addition to the target sound(plurality of

sound signals).

an array of sound sensors positioned in an arbitrary configuration, wherein said

sound sensorsreceive said sound signals from a plurality of disparate sound sources,
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wherein said received sound signals comprise said target soundsignal from a target sound

source among said disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors) position in an arbitrary configuration (Tashev discloses of planar array and linear arrays

as examples--see paragraph [0059]). As explained in paragraph [0011], noise is detected as well

as frames which contain a significant sound source. In paragraph [0013], Tashev discloses the

sound source to be a humanvoice.

a sound sourcelocalization unit that estimates a spatial location of said target sound

signal from said received soundsignals by determining a delay between each of said sound

sensors and an origin of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examinernotes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

as a function of distance between each of said sound sensorsandsaid origin, a

predefined angle between each of said sound sensorsanda first reference axis, an elevation
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angle between a secondreference axis and said target sound signal, and an azimuth angle

betweensaidfirst reference axis and said target soundsignal,

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examinernotes that Teshav doesnot specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sources will

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Zhanis directed to a method for controlling sound focusing (see the abstract). With

refer3ence to Figure 2 and paragraph [0033], Zhan discloses determining a delay between each

sound sensor and a reference point of a microphonearray (Zhan discloses M1, M2 and M3 are

omnidirectional microphonesat intervals of d. Zhan explains that the time delay between M1 and

M2 and between M2 and M3are determined). Zhan discloses that the reference microphoneis

M2in one embodiment(see paragraph [0032]). Zhan discloses that the distance between each
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sound sensoris referenced by d. That is distance between M1 and M2is dz and the distance

between M2 and M3is d23 (with M2 being the reference point). |

Zhan explains that figure 2 shows how to obtain the position information of a sound

source relative to a reference microphone by computing the distance and the azimuth from the

sound source to the reference microphone (M2), where the azimuth is an angle between the

rectilinear direction from the sound source to the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).

Sound source

TKS}

 
Mz Mg

Microphone array

FIG. 2

Alternatively, Florencio discloses a method for sound sourcelocalization. Florencio

discloses in paragraph [0007] that the signals detected at the microphonearray are used to obtain

functions comprising distance, azimuth and elevation data. With reference to figure 5 and

paragraphs[0058-0059], Florencio discloses of two sources that have the same azimuth and

elevation angles. As further shown in paragraph [0041], Florencio discloses using time delay

from the source along with distance to the source aspart of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3D localization is
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neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation).

Likewise, the use of distance, angle and delay as evidence by Zhan showsthatit was well

knownto sue this information in order to locate a sound source. Asset forth above, both Teshav

and Zhan are directed to locating a sound source relative to a reference microphonein a

microphonearray.

Thus, based on the well-known teachings of considering distance, delay and angle, the

examiner maintains that the using this as part of the function would have been obviousto one of

ordinary skill in the art.

whensaid target sound source that emits said target sound signalis in a three

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for arbitrary numbers of

said soundsensors and a plurality of arbitrary configurations of said array of said sound

sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can
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likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).

an adaptive beamforming unit that steers directivity pattern of said array of said

sound sensorsin a direction of said spatial location of said target sound signal, wherein said

adaptive beamforming unit enhancessaid target sound signal and partially suppresses said

ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

a noise reduction unit that suppresses said ambient noise signals for further

enhancing said target sound signal.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 22:

A method for enhancing a target soundsignal from a plurality of sound signals,

comprising:
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Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other directions. See paragraph [0011]. See also paragraph [0050] which disclosesthat the spatial

sounddistribution model includes ambientnoise in addition to the target sound(plurality of

sound signals).

providing a microphone array system comprising an array of soundsensors, a

sound source localizer, a beamformer, and a noise reducer, wherein said sound source

localizer, said beamformer, and said noise reducer are in operative communication with

said array of said sound sensors;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors), a sound source localizer (As discussed in paragraph [0072], Tashev discloses that the

frames representing the “earliest captured frame of each microphonesignal" are selected. As

discussed in paragraph [0073], each of the energy values computedfor each directed is weighted

and the energy as a function of the direction angle is determined), a beamformer(paragraph

[0071]), and a noise reducer (See paragraph [0011] and paragraph [0072] of Tashev which

discusses the use of noise suppression on the ambientnoise signals.)

receiving said sound signals from a plurality of disparate sound sources by said

soundsensors, wherein said received soundsignals comprise said target sound signal from

a target sound source amongsaid disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a
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significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

determining a delay between each of said sound sensors and a reference point of

said array of said soundsensorsas a function of distance between each of said sound

sensors and said reference point, a predefined angle between each of said sound sensors

anda reference axis, and an azimuth angle between said reference axis and said target

sound signal,

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [007 1-0072])

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).
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The examinernotes that Teshav doesnot specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sourceswill

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Zhanis directed to a method for controlling sound focusing (see the abstract). With

refer3ence to Figure 2 and paragraph [0033], Zhan discloses determining a delay between each

sound sensor and a reference point of a microphonearray (Zhan discloses M1, M2 and M3are

omnidirectional microphonesat intervals of d. Zhan explains that the time delay between M1 and

M2 and between M2 and M3are determined). Zhan discloses that the reference microphoneis

M2in one embodiment(see paragraph [0032]). Zhan discloses that the distance between each

sound sensoris referenced by d. That is distance between M1 and M2is djand the distance

between M2 and M3is dy3 (with M2 being the reference point). |

Zhan explains that figure 2 shows how to obtain the position information of a sound

source relative to a reference microphone by computing the distance and the azimuth from the

sound source to the reference microphone (M2), where the azimuth is an angle between the

rectilinear direction from the sound sourceto the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).
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Sound source
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FIG. 2

Alternatively, Florencio discloses a method for sound sourcelocalization. Florencio

discloses in paragraph [0007] that the signals detected at the microphonearray are used to obtain

functions comprising distance, azimuth and elevation data. With reference to figure 5 and

paragraphs[0058-0059], Florencio discloses of two sources that have the same azimuth and

elevation angles. As further shownin paragraph [0041], Florencio discloses using time delay

from the source along with distance to the source aspart of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation).
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Likewise, the use of distance, angle and delay as evidence by Zhan showsthatit was well

knownto sue this information in order to locate a sound source. Asset forth above, both Teshav

and Zhan are directed to locating a sound source relative to a reference microphonein a

microphonearray.

Thus, based on the well-known teachings of considering distance, delay and angle, the

examiner maintains that the using this as part of the function would have been obviousto one of

ordinary skill in the art.

whensaid target sound source that emits said target sound signalis in a two

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for two or moreof said

sound sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).
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estimating a spatial location of said target sound signal from said received sound

signals by said sound sourcelocalizer;

See paragraph [0045] which describes the designation of the maximum energydirection

as the direction to the sound source. In addition, see steps 204-208 of figure 2 andits related text.

performing beamforming for steering a directivity pattern of said array of said

soundsensorsin a direction of said spatial location of said target sound signal by said

beamformer, wherein said beamformer enhancessaid target soundsignal andpartially

suppresses said ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambient noise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.

suppressing said ambient noise signals by said noise reducer for further enhancing

said target soundsignal.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 26:

A system for enhancing a target soundsignal from a plurality of sound signals,

comprising:
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Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

an array of sound sensors, wherein said sound sensorsreceive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals comprise

said target sound signal from a target sound source amongsaid disparate sound sources,

and ambientnoise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

a sound source localizer that estimates a spatial location of said target sound signal

from said received sound signals, by determining a delay between each of said sound

sensors anda reference point of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase,all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a
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function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

as a function of distance between each of said sound sensorsandsaid reference

point, a predefined angle between each of said sound sensors and a reference axis, and an

azimuth angle between said reference axis and said target sound signal,

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase,all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examinernotes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

whensaid target sound source that emits said target sound signalis in a two

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for two or moreof said

sound sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can
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likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).

a beamformerthat steers directivity pattern of said array of said sound sensorsin a

direction of said spatial location of said target sound signal, wherein said beamformer

enhancessaid target sound signal and partially suppresses said ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

a noise reducerthat suppresses said ambient noise signals for further enhancing

said target soundsignal.

See paragraph [0011] and paragraph [0072] of Tashev which discusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 29:

The system of claim 26, wherein said array of said sound sensorsis oneof a linear

array of said sound sensors anda circular array of said sound sensors.
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Tashev in paragraph [0059] discloses a linear array. In addition, see figure 2 of Florencio

which discloses a circular array and figure 2 of Zhan which disclosesa linear array of sound

sensors.

Regarding claim 30:

A method for enhancing a target soundsignal from a plurality of sound signals,

comprising:

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

providing a microphone array system comprising an array of soundsensors, a

sound source localizer, a beamformer, and a noise reducer, wherein said sound source

localizer, said beamformer, and said noise reducer are in operative communication with

said array of said sound sensors;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors), a sound source localizer (As discussed in paragraph [0072], Tashev discloses that the

frames representing the “earliest captured frame of each microphonesignal" are selected. As

discussed in paragraph [0073], each of the energy values computed for each directed is weighted

and the energy as a function of the direction angle is determined), a beamformer(paragraph

[0071]), and a noise reducer (See paragraph [0011] and paragraph [0072] of Tashev which

discusses the use of noise suppression on the ambientnoise signals.)

receiving said sound signals from a plurality of disparate sound sources by said

soundsensors, wherein said received sound signals comprise said target sound signal from

a target sound source amongsaid disparate sound sources, and ambient noise signals;
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See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

determining a delay between each of said sound sensors and a reference point of

said array of said soundsensorsas a function of distance between each of said sound

sensors and said reference point, a predefined angle between each of said sound sensors

anda first reference axis, an elevation angle between a secondreferenceaxis and said

target sound signal, and an azimuth angle betweensaid first reference axis and said target

sound signal,

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase,all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav
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considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneandanotherpersonis 2.5

meters away).

The examinernotes that Teshav doesnot specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sourceswill

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Florencio discloses a method for sound sourcelocalization. Florencio discloses in

paragraph [0007] that the signals detected at the microphonearray are used to obtain functions

comprising distance, azimuth and elevation data. With reference to figure 5 and paragraphs

[0058-0059], Florencio discloses of two sources that have the same azimuth and elevation

angles. As further shown in paragraph [0041], Florencio discloses using time delay from the

source along with distance to the source as part of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.
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The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation). Thus, based on the well-known teachings of considering

distance, delay and angle, the examiner maintainsthat the using this as part of the function would

have been obviousto one of ordinary skill in the art.

whensaid target sound source that emits said target sound signalis in a three

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for two or moreof said

sound sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can

likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).
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estimating a spatial location of said target sound signal from said received sound

signals by said sound sourcelocalizer;

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

performing beamforming for steering a directivity pattern of said array of said

soundsensorsin a direction of said spatial location of said target sound signal by said

beamformer, wherein said beamformer enhancessaid target soundsignal andpartially

suppresses said ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

suppressing said ambient noise signals by said noise reducer for further enhancing

said target soundsignal.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.
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Regardingclaim 31:

A system for enhancing a target soundsignal from a plurality of sound signals,

comprising: an array of sound sensors,

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

wherein said sound sensors receive said sound signals from a plurality of disparate

sound sources, wherein said received sound signals comprise said target sound signal from

a target sound source amongsaid disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

a sound source localizer that estimates a spatial location of said target sound signal

from said received sound signals by determining a delay between each of said sound

sensors anda reference point of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph
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[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examinernotes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

as a function of distance between each of said sound sensorsandsaid reference

point, a predefined angle between each of said sound sensors anda first reference axis, an

elevation angle between a second referenceaxis and said target sound signal, and an

azimuth angle betweensaid first reference axis and said target soundsignal,

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sources will

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Florencio discloses a method for sound source localization. Florencio discloses in

paragraph [0007] that the signals detected at the microphonearray are used to obtain functions
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comprising distance, azimuth and elevation data. With reference to figure 5 and paragraphs

[0058-0059], Florencio discloses of two sourcesthat have the same azimuth and elevation

angles. As further shown in paragraph [0041], Florencio discloses using time delay from the

source along with distance to the source as part of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation). Thus, based on the well-known teachings of considering

distance, delay and angle, the examiner maintainsthat the using this as part of the function would

have been obvious to one of ordinary skill in the art.

whensaid target sound source that emits said target sound signalis in a three

dimensional plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for two or moreof said

sound sensors;

Asdisclosed in paragraph [0059], Teshav discloses the “delay and sum” computation

determines the number of beams required and the search area around the microphonearray can
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likewise be determined. Teshavalso discloses that the target source can emit in 2D or in 3D

planes as discussed in paragraph [0059].

Asdescribed in paragraph [0072], for frames are selected and processed. The selected

frames are then subjected to the disclosed process. Teshav discloses a numberof frames/samples

that is used in the "delay and sum”process.

Asdiscussed above, based on the “delay and sum”process, Tashev discloses that the

frames are subjected to the beamsteering procedure and the energy direction of the microphone

arrays is changedas to the direction of the sound source (step 208 of fig. 2 and related text).

a beamformerthat steers directivity pattern of said array of said sound sensorsin a

direction of said spatial location of said target sound signal, wherein said beamformer

enhancessaid target sound signal and partially suppresses said ambient noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

a noise reducer that suppresses said ambient noise signals for further enhancing

said target soundsignal.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 32:

A system for enhancing a target sound signal from a plurality of sound signals,

comprising:
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Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

an array of sound sensors, wherein said sound sensorsreceive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals comprise

said target sound signal from a target sound source amongsaid disparate sound sources,

and ambientnoise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

a sound source localizer that estimates a spatial location of said target sound signal

from said received sound signals by determining a delay between each of said sound

sensors anda reference point of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase,all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a
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function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

as a function of distance between each of said sound sensorsandsaid reference

point and an angle of each of said sound sensors biased from a reference axis;

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sourceswill

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Florencio discloses a method for sound source localization. Florencio discloses in

paragraph [0007] that the signals detected at the microphonearray are used to obtain functions

comprising distance, azimuth and elevation data. With reference to figure 5 and paragraphs

[0058-0059], Florencio discloses of two sources that have the same azimuth andelevation
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angles. As further shown in paragraph [0041], Florencio discloses using time delay from the

source along with distance to the source as part of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3D localization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation). Thus, based on the well-known teachings of considering

distance, delay and angle, the examiner maintainsthat the using this as part of the function would

have been obvious to one of ordinary skill in the art.

a beamformerthat enhancessaid target sound signal and suppresses said ambient

noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambient noise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.

a noise reducer that suppresses said ambient noise signals.

See paragraph [0011] and paragraph [0072] of Tashev which discusses the use of noise

suppression on the ambientnoise signals.
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Regarding claim 33:

A system for enhancing a target soundsignal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

an array of sound sensors, wherein said sound sensorsreceive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals comprise

said target sound signal from a target sound source amongsaid disparate sound sources,

and ambientnoise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice,

a sound source localizer that estimates a spatial location of said target sound signal

from said received sound signals by determining a delay between each of said sound

sensors anda reference point of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone
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pair based on correlation function estimation. In the second phase,all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examinernotes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [007 1-0072])

as a function of distance between each of said sound sensorsandsaid reference

point, a predefined angle between each of said sound sensors and a reference axis and an

azimuth angle between said reference axis and said target sound signal;

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).

The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sourceswill

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is
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considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Florencio discloses a method for sound source localization. Florencio discloses in

paragraph [0007] that the signals detected at the microphonearray are used to obtain functions

comprising distance, azimuth and elevation data. With reference to figure 5 and paragraphs

[0058-0059], Florencio discloses of two sourcesthat have the same azimuth and elevation

angles. As further shown in paragraph [0041], Florencio discloses using time delay from the

source along with distance to the source as part of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3D localization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation). Thus, based on the well-known teachings of considering

distance, delay and angle, the examiner maintainsthat the using this as part of the function would

have been obvious to one of ordinary skill in the art.

a beamformerthat enhancessaid target sound signal and suppresses said ambient

noise signals; and
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See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.

a noise reducer that suppresses said ambient noise signals.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

Regarding claim 34:

A system for enhancing a target soundsignal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

an array of sound sensors, wherein said sound sensorsreceive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals comprise

said target sound signal from a target sound source amongsaid disparate sound sources,

and ambientnoise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a

significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

Page 169 of 371 SONOS EXHIBIT1016



Page 170 of 371 SONOS EXHIBIT 1016

Application/Control Number: 15/293,626 Page 58

Art Unit: 3992

a sound source localizer that estimates a spatial location of said target sound signal

from said received sound signals by determining a delay between each of said sound

sensors anda reference point of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase, all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examinernotes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [0071-0072])

as a function of distance between each of said sound sensorsandsaid reference

point, a predefined angle between each of said sound sensorsanda first reference axis, an

elevation angle between a secondreference axis andsaid target sound signal and an

azimuth angle betweensaid first reference axis and said target soundsignal;

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).
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The examiner notes that Teshav does not specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignalis selected (and thus closer sound sources will

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Florencio discloses a method for sound source localization. Florencio discloses in

paragraph [0007] that the signals detected at the microphonearray are used to obtain functions

comprising distance, azimuth and elevation data. With reference to figure 5 and paragraphs

[0058-0059], Florencio discloses of two sourcesthat have the same azimuth and elevation

angles. As further shown in paragraph [0041], Florencio discloses using time delay from the

source along with distance to the source as part of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation). Thus, based on the well-known teachings of considering
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distance, delay and angle, the examiner maintainsthat the using this as part of the function would

have been obvious to one of ordinary skill in the art.

a beamformerthat enhancessaid target sound signal and suppresses said ambient

noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

a noise reducer that suppresses said ambient noise signals.

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

Regarding claim 35:

A system for enhancing a target sound signal from a plurality of sound signals,

comprising:

Tashev is directed to a system andprocessfor finding the direction of a sound source

from a microphonearray including doing spatial filtering which suppresses noises coming from

other direction. See paragraph [0011].

an array of sound sensors positioned in a non-circular configuration, wherein said

sound sensorsreceive said sound signals from a plurality of disparate sound sources,

wherein said received sound signals comprise said target soundsignal from a target sound

source among said disparate sound sources, and ambient noise signals;

See paragraphs [0010-0011]. Tashev discloses a microphonearray (array of sound

sensors). As explained in paragraph [0011], noise is detected as well as frames which contain a
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significant sound source. In paragraph [0013], Tashev discloses the sound source to be a human

voice.

a sound source localizer that estimates a spatial location of said target sound signal

from said received sound signals by determining a delay between each of said sound

sensors anda reference point of said array of said sound sensors

Asdiscussed in the background of Tashev, a process usually finds the direction of the

sound source in two phases. During the first phase, the delays are calculated for each microphone

pair based on correlation function estimation. In the second phase,all time delay estimates are

combined to compute the final direction of the sound source. See paragraph [0006]

Asdiscussed in paragraph [0072], Tashev discloses that the frames representing the

“earliest captured frame of each microphonesignal" are selected. As discussed in paragraph

[0073], each of the energy values computed for each directed is weighted and the energy as a

function of the direction angle is determined. The examiner notes that the reference point of said

array of said sound sensorsis the center of the microphonearray (see paragraphs [007 1-0072])

as a function of distance between each of said sound sensorsandsaid reference

point and an angle of each of said sound sensors biased from a reference axis,

The examiner notes that in the backgroundsection, Teshav discloses that sound

localization systems define location in two angles (direction and elevation) or full 3D

localization (i.e. direction, elevation and distance). See paragraph [0005]. In addition, Teshav

considers the distance that speakers are away from the microphones(see paragraph [0071] where

it is determined that a person is | meter away from the microphoneand anotherpersonis 2.5

meters away).
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The examinernotes that Teshav doesnot specially disclose that the delay is based on a

function of distance between each of the sound sensors and a reference point. However, it would

have been obvious, in not inherent, that distance is considered since Teshav discloses that the

earliest captured frame of each microphonesignal is selected (and thus closer sound sources will

arrive first and hence represents a shorter distance). In addition, Teshav discloses that distance is

considered for full 3D localization (see paragraph [0059] which discloses considering the

elevation angle of the sound source in a teleconferencing situation.

Florencio discloses a method for sound source localization. Florencio discloses in

paragraph [0007] that the signals detected at the microphonearray are used to obtain functions

comprising distance, azimuth and elevation data. With reference to figure 5 and paragraphs

[0058-0059], Florencio discloses of two sourcesthat have the same azimuth and elevation

angles. As further shown in paragraph [0041], Florencio discloses using time delay from the

source along with distance to the sourceaspart of its function.

Therefore, it would have been obviousto one of ordinary skill in the art to consider delay

as a function of distance. As explained by Teshav distance is considered when 3Dlocalization is

neededandin addition, Florencio likewise discloses a 3D localization type of system which

considers, time delay, elevation, distance and azimuth for determining the location of the sound

source.

The examinernotes that the use of distance, azimuth and elevation would have been

predictable to one of ordinary skill in the art in determine the location of the sound source since

both Teshav and Florencio both disclose the use of 3D localization as well as 2D localization

(which doesn't rely on elevation). Thus, based on the well-known teachings of considering
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distance, delay and angle, the examiner maintainsthat the using this as part of the function would

have been obvious to one of ordinary skill in the art.

wherein said distance between each of said sound sensorsandsaid reference point

varies from a minimum value to a maximum value, and wherein said minimum value

correspondsto zero and said maximum valueis defined based on a limitation associated

with size of said system;

As shownin figure 2 of Zhan, the minimum value correspondsto zero since the reference

point is located at M2 whichis the midpoint of the array. The maximum value is at M1 or M2

whichis located at the two extremities of the linear array.

a beamformerthat enhancessaid target sound signal and suppresses said ambient

noise signals; and

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise. In addition, see

steps 204-208 of figure 2 andits related text. See also paragraph [0048] which discloses of

changing the beam of the microphonearray.

a noise reducer that suppresses said ambient noise signals.

See paragraph [0011] and paragraph [0072] of Tashev whichdiscusses the use of noise

suppression on the ambientnoise signals.

9. Claim 16 is/are rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable over

Tashev U.S. Patent Pub. 2004/0252845 in view of Florencio et al. U.S. Patent Pub.
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2011/0317522 or Zhan et al. WO 2010/0120162 (published February 25, 2010) (U.S. Patent

Publication 2011/0135125 and further in view of Marash U.S.Patent 6,198,693.

Regarding claim 16:

The system of claim 9, further comprising one or more audio codecsthat convert

said soundsignals in an analog form of said sound signals into digital sound signals and

reconverts said digital sound signals into said analog form of said soundsignals.

Teshav, as set forth above, does not specifically disclose of an audio codec that converts

sound signals to digital sound signals.

Marashdiscloses a system and methodfor finding the direction of a wave source using an

array of sensors. As disclosed in col. 5, lines 57-65, analog signals representing the sound sensed

or measured by the microphonesare converted o digital signals by the A-to-D converter 2 which

samples the analog signals at an appropriate sampling frequency.

Therefore, it would have been obviousto one of ordinary skill in the art to use an A-to-D

converter so that the signals can be filtered for specific frequency optimal for detecting or

determining the direction of the signal. See col. 5, lines 27-47.

10. Claims8, 17, 25 and 28 is/are rejected under pre-AIA 35 U.S.C. 103(a) as being

unpatentable over Tashev U.S. Patent Pub. 2004/0252845in view of Florencio et al. U.S. Patent

Pub. 2011/0317522 or Zhan et al. WO 2010/0120162 (published February 25, 2010) (U.S. Patent

Publication 2011/0135125 and further in view of Nemer U.S. Patent Pub. 2011/0096915.

Regarding claims 8 and 25:
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The method of claims 1 and 22, wherein said noise reduction unit or noise reducer

performsnoise reduction in a plurality of frequency sub-bands, wherein said frequency

sub-bands are employed by an analysis filter bank of said adaptive beamforming unit or

said beamformer for sub-band adaptive beamforming.

Regarding claims 17 and 28:

The system of claims 9 and 26, wherein said noise reduction unit or said noise

reducer performs noise reduction in a plurality of frequency sub-bands employed by an

analysis filter bank of said adaptive beamforming unit for sub-band adaptive

beamforming.

Tashev as disclosed above, teaches a noise reducer which performsnoise reduction.

Tashev does not specifically disclose of using an analysisfilter bank.

Nonetheless, Nemerdiscloses at paragraphs [0064-0068] which discloses the use of an

analysis filter bank to generate sub-bandsignals.

Therefore, it would have been obviousto one of ordinary skill in the art to use an analysis

filter bank for the creation of frequency sub-bands so that each energy band can be analyzed. The

examiner notes that Tashev already discloses of using a noise reducer within a beamformer and

therefore it would have been obviousto includea filterbank so that specific frequency sub-bands

can employedfor the noise reduction.

11. Claims 3, 6, 11, 14, 23, 24 and 27 is/are rejected under pre-AIA 35 U.S.C. 103(a) as

being unpatentable over Tashev U.S. Patent Pub. 2004/0252845in view of Florencio et al. U.S.

Patent Pub. 2011/0317522 or Zhan et al. WO 2010/0120162 (published February 25, 2010) (U.S.
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Patent Publication 2011/0135125 and further in view of Tashevet al. U.S. Patent Pub.

2008/0232607 (hereinafter Tashev ‘607).

Regardingclaims3, 11 and 23:

The method ofclaims 1, 9 and 22, wherein said beamforming or adaptive

beamforming comprises:

The examiner notes that Tashev as described above, discloses a beamformer. However,

Tashev does not specifically disclose of a blocking matrix and an adaptivefilter as claimed.

providing a fixed beamformer, a blocking matrix, and an adaptivefilter in said

beamformeror in said adaptive beamforming unit;

With reference to figure 2 of Tashev '607, a fixed beamformer, blocking matrix and

adaptive filter are disclosed. See also the abstract.

steering said directivity pattern of said array of said sound sensorsin said direction

of said spatial location of said target sound signal from said target sound source by said

fixed beamformer for enhancingsaid target sound signal, when said target sound sourceis

in motion;

See paragraphs [0059 & 0071], which discuss the shape of the beam of the beamformer

as well as paragraph [0072] which discloses the suppression of ambientnoise.

feeding said ambient noise signals to said adaptive filter by blocking said target

soundsignal received from said target sound source using said blocking matrix; and

See paragraphs [0028-0030] which describes the input of ambient noise signals to the

adaptivefilter.
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adaptively filtering said ambient noise signals by said adaptivefilter in response to

detecting one of presence and absenceof said target sound signal in said soundsignals

received from said disparate sound sources.

See paragraph [0030] which discloses that the noise signals are filtered since the output

only consists of the target signal.

Therefore, it would have been obviousto include a fixed beamformer with adaptive

blocking matrix and adaptive filtering in order to provide enhanced noise suppression capability.

The examiner notes that both Tashev and Tashev ‘607 discloses of a noise suppression

technique for a beamformer. Therefore, one of ordinary skill the in the art would have foundit

predictable to use the technique described by Tashev '607 in order to increase the noise

suppression capability of

Regarding claims 6 and 24:

The method of claims 3 and 23, wherein said beamforming or said adaptive

beamforming further comprises detecting said presenceof said target sound signal by an

adaptation control unit provided in said beamformer and adjusting a step size for said

adaptivefiltering in response to detecting one of said presence and said absenceof said

target soundsignal in said sound signals received from said disparate sound sources.

Regarding claims 14 and 27:

The system of claims 9 and 26, wherein said beamformeror said adaptive

beamforming unit further comprises an adaptation control unit that detects said presence

of said target soundsignal and adjusts a step size for said adaptive filtering in response to
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detecting one of said presence and said absenceof said target soundsignal in said sound

signals received from said disparate sound sources.

Asdiscussed above with respect to claim 23, the examiner notes that Tashev ‘607

discloses the use of adaptive filtering. As further described by Tashev '607 as part ofits adaptive

interference canceller paragraphs [0044-007], discloses removing the signals that are correlated

to the interference signals. Tashev '607 discloses of updatedthefilter coefficients by adjusting

the step size.

The examinernotes that the teachings of Tashev ‘607 showsthat it was well knownin the

art to adjust the step size for the filter coefficients in response to detecting the absence of the

target sound signal.

Therefore, it would have been obviousto one of ordinary skill in the art to adjust a step

size since this method waswell knownin the art to be used when updatedfilter coefficients

during an adaptivefiltering process. The use of this method would have been predictable to one

of ordinary skill in the art.

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Ovidio Escalante whose telephone numberis (571)272-

7537. The examiner can normally be reached on Mondayto Friday - 6:00 AM to 2:30 PM.

If attempts to reach the examinerby telephone are unsuccessful, the examiner's

supervisor, Michael Fuelling can be reached on (571) 270-1367. The fax phone number

for the organization where this application or proceeding is assigned is 571-273-9000.
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Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applicationsis available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a

USPTO Customer Service Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA)or 571-272-1000.

/Qvidio Escalante/

Ovidio Escalante

Reexamination Specialist
Central Reexamination Unit - Art Unit 3992

(571) 272-7537

Conferees:

/Majid Banankhah/

M.F./

Supervisory Patent Examiner, Art Unit 3992
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ENGLISH-ABST:

A method and system for enhancing a target sound signal from multiple scund signals is provided. Anarray of an
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Page 2
049877 13) 8861756 October 14, 2014

arbitrary nunaber of sound scasors positioned in an arbitrary configuration receives the sound signals from multiple
disparate sources. The sound signals comprise the target sound signal from a target sound source, and ambient noise
signals. A sound source localization unit, an adaptive beamforming unit, and a noise reduction unit are un operative
conmumunication with the array of sound sensors. The sound source localization unit estimates a spatial location ofthe
target sound signal from the received sound signals. The adaptive beamforming unit performs adaptive beamforming by
sicering a directivity pattern of the array of sound sensors in a direction of the spatial location of the target sound signal,
thereby cohancing the target sound signal and partially suppressing the ambient noise signals, which are further
suppressed bythe noise reduction unit.
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ALEXANDRIA,Va., Oct. 14 -- United States Patent no. 8,861,756, issued on Oct. 14, was assigned to LI Creative
Technologies Inc. (Florham Park, N.J.).

"Microphone array system" was invented by Manli Zhu (Pearl River, N.Y.) and Qi Li (New Providence, N.J.).
According to the abstract* released by the U.S. Patent & Trademark Office: "A method and system for enhancing a
target sound signal from multiple sound signals is provided. An array of an arbitrary number of sound sensors
positioned in an arbitrary configuration receives the sound signals from multiple disparate sources. The sound
signals comprise the target sound signal from a target sound source, and ambient noise signals. A sound source

localization unit, an adaptive beamforming unit, and a noise reduction unit are in operative communication with the
array of sound sensors. The sound source localization unit estimates a spatial location of the target sound signal
from the received sound signals. The adaptive beamforming unit performs adaptive beamforming by steering a
directivity pattern of the array of sound sensors in a direction of the spatial location of the target sound signal,
thereby enhancing the target sound signal and partially suppressing the ambient noise signals, which are further
suppressed by the noise reduction unit." The patent was filed on March 16, 2011, under Application No.

13/049,877. “For further information, including images, charts and_ tables, please visit:“NSO   
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re. application of:
Manli Zhu

Application No.: 15/293,626 Examiner: Escalante, Ovidio
Filed: 10/14/2016 Art Unit: 3992

Applicant: Li Creative Technologies, Inc. Atty. Docket No: CreativeTech_01RE_US
Title: Microphone Array System

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Response to non-final office action

Examiner Escalante:

In responseto the non-final office action mailed 05 October 2017, please amend
the above-referenced application as follows:

Amendments to the Claims begin on page 2 of this response.

Remarks begin on page 21 of this response.
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Amendmentsto the Claims

Claim 1 (currently amended): A method for enhancing a target sound signal from a

plurality of sound signals, comprising:

providing a microphone array system comprising an array of sound sensors

positioned in an-arbitrary a linear, circular, or other configuration, a sound source 

localization unit, an adaptive beamforming unit, and a noise reduction unit,

wherein said sound source localization unit, said adaptive beamforming unit, and

said noise reduction unit are integrated in a digital signal processor, and wherein

said sound source localization unit, said adaptive beamforming unit, and said

noise reduction unit are in operative communication with said array of said sound

sensors,

receiving said sound signals from a plurality of disparate sound sources bysaid

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound sourcethat emits said target sound

signal is in atwo dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for arbitrarynumbers-of said array of sound sensors[[and]] in a

plurality of arbitrary configurationsefsaid-array_ofsaidsound-sensers;

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit;
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performing adaptive beamforming for steering a directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target sound

signal by said adaptive beamforming unit, wherein said adaptive beamforming

unit enhancessaid target sound signal and partially suppresses said ambient noise

signals; and

suppressing said ambientnoise signals by said noise reduction unit for further

enhancingsaid target sound signal.

Claim 2 (original): The method of claim 1, wherein said spatial location of said target

sound signal from said target sound source is estimated using a steered response power-

phase transform by said sound source localization unit.

Claim 3 (original): The method of claim 1, wherein said adaptive beamforming

comprises:

providing a fixed beamformer, a blocking matrix, and an adaptivefilter in said

adaptive beamformingunit;

steering said directivity pattern of said array of said sound sensorsin said

direction of said spatial location of said target sound signal from said target sound

source by said fixed beamformer for enhancingsaid target sound signal, when

said target sound sourceis in motion;

feeding said ambient noise signals to said adaptive filter by blocking said target

soundsignal received from said target sound source using said blocking matrix;

and

Go
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adaptively filtering said ambientnoise signals by said adaptive filter in response

to detecting one of presence and absenceof said target sound signal in said sound

signals received from said disparate sound sources.

Claim 4 (original): The method of claim 3, wherein said fixed beamformer performs

fixed beamforming by filtering and summing output sound signals from said sound
Sensors.

Claim 5 (original): The method of claim 3, wherein said adaptive filtering comprises sub-

band adaptive filtering performed by said adaptive filter, wherein said sub-band adaptive

filtering comprises:

providing an analysis filter bank, an adaptive filter matrix, and a synthesis filter

bank in said adaptive filter;

splitting said enhanced target sound signal from said fixed beamformer and said

ambient noise signals from said blocking matrix into a plurality of frequency sub-

bands by said analysis filter bank;

adaptively filtering said ambient noise signals in each of said frequency sub-bands

by said adaptive filter matrix in response to detecting one of presence and absence

of said target soundsignal in said sound signals received from said disparate

sound sources; and

synthesizing a full-band sound signal using said frequency sub-bandsof said

enhancedtarget sound signal by said synthesis filter bank.

Claim 6 (original): The method of claim 3, wherein said adaptive beamforming further

comprises detecting said presence of said target sound signal by an adaptation control

unit provided in said adaptive beamforming unit and adjusting a step size for said
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adaptive filtering in response to detecting one of said presence and said absenceof said

target sound signal in said sound signals received from said disparate sound sources.

Claim 7 (original): The method of claim 1, wherein said noise reduction unit performs

noise reduction by using one of a Wiener-filter based noise reduction algorithm, a

spectral subtraction noise reduction algorithm, an auditory transform based noise

reduction algorithm, and a model based noise reduction algorithm.

Claim 8 (original): The method of claim 1, wherein said noise reduction unit performs

noise reduction in a plurality of frequency sub-bands, wherein said frequency sub-bands

are employed by ananalysis filter bank of said adaptive beamforming unit for sub-band

adaptive beamforming.

Claim 9 (currently amended): A system for enhancing a target sound signal froma

plurality of sound signals, comprising:

an array of sound sensors positioned in an-arbitrary a linear, circular, or other

configuration, wherein said sound sensors receive said sound signals from a

plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambientnoise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals, by determining a

delay between each of said sound sensors and an origin of said array of

said sound sensors as a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound

sensors and a reference axis, and an azimuth angle between said reference

axis and said target sound signal, when said target sound source that emits
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said target sound signal is in a two dimensional plane, wherein said delay

is represented in terms of number of samples, and wherein said

determination of said delay enables beamforming for arbitrarynumbers-of

said array of sound sensors [[and]] in a plurality of arbitrary

configurationsefsaid-array_ofsaidsoundsensors;

an adaptive beamforming unit that steers directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target

sound signal, wherein said adaptive beamforming unit enhancessaid target

sound signal and partially suppresses said ambient noise signals; and

a noise reduction unit that suppresses said ambientnoise signals for

further enhancingsaid target soundsignal.

Claim 10 (original): The system of claim 9, wherein said sound sourcelocalization unit

estimates said spatial location of said target sound signal from said target sound source

using a steered response power-phase transform.

Claim 11 (original): The system of claim 9, wherein said adaptive beamforming unit

comprises:

a fixed beamformerthat steers said directivity pattern of said array of said sound

sensors in said direction of said spatial location of said target sound signal from

said target sound source for enhancing said target sound signal, when said target

sound source 1s in motion;

a blocking matrix that feeds said ambient noise signals to an adaptive filter by

blocking said target soundsignal received from said target sound source; and
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said adaptive filter that adaptively filters said ambient noise signals in response to

detecting one of presence and absence of said target sound signal in said sound

signals received from said disparate sound sources.

Claim 12 (original): The system of claim 11, wherein said fixed beamformer performs

fixed beamforming by filtering and summing output sound signals from said sound
Sensors.

Claim 13 (original): The system of claim 11, wherein said adaptive filter comprises a set

of sub-band adaptive filters comprising:

an analysis filter bank that splits said enhancedtarget soundsignal from said fixed

beamformerand said ambientnoise signals from said blocking matrix into a

plurality of frequency sub-bands;

an adaptive filter matrix that adaptively filters said ambient noise signals in each

of said frequency sub-bandsin response to detecting one of presence and absence

of said target soundsignal in said sound signals received from said disparate

sound sources; and

a synthesis filter bank that synthesizes a full-band soundsignal using said

frequency sub-bands of said enhancedtarget sound signal.

Claim 14 (original): The system of claim 9, wherein said adaptive beamforming unit

further comprises an adaptation control unit that detects said presence of said target

sound signal and adjusts a step size for said adaptive filtering in response to detecting one

of said presence and said absence ofsaid target sound signal in said sound signals

received from said disparate sound sources.
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Claim 15 (original): The system of claim 9, wherein said noise reduction unit is one of a

Wiener-filter based noise reduction unit, a spectral subtraction noise reduction unit, an

auditory transform based noise reduction unit, and a model based noise reduction unit.

Claim 16 (original): The system of claim 9, further comprising one or more audio codecs

that convert said sound signals in an analog form of said sound signals into digital sound

signals and reconverts said digital sound signals into said analog form of said sound

signals.

Claim 17 (original): The system of claim 9, wherein said noise reduction unit performs

noise reduction in a plurality of frequency sub-bands employed by an analysis filter bank

of said adaptive beamforming unit for sub-band adaptive beamforming.

Claim 18 (original): The system of claim 9, wherein said array of said sound sensors is

one of a linear array of said sound sensors, a circular array of said sound sensors, and an

arbitrarily distributed coplanar array of said sound sensors.

Claim 19 (currently amended): The method of claim 1, wherein said delay (1) is

 

calculated based on said number of samples within a time period and atime delay for said

target sound signal to travel said distance between each of said sound sensors in said

microphone array and said origin of said array of said sound sensors, and wherein said

distance between said each of said sound sensors in the microphone array and said origin

of said array of said sound sensors can be same or different.

Claim 20 (currently amended): A method for enhancing a target sound signal from a

plurality of sound signals, comprising:

providing a microphonearray system comprising an array of sound sensors

positioned in an-arbitrary a linear, circular, or other configuration, a sound source 

localization unit, an adaptive beamforming unit, and a noise reduction unit,
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wherein said sound source localization unit, said adaptive beamforming unit, and
 

said noise reduction unit are integrated in a digital signal processor, and wherein

said sound sourcelocalization unit, said adaptive beamforming unit, and said

noise reduction unit are in operative communication with said array of said sound

Sensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a first reference axis, an elevation angle between a second reference axis and

said target sound signal, and an azimuth angle betweensaidfirst reference axis

and said target sound signal, when said target sound source that emits said target

sound signal is in a three dimensional plane, wherein said delay is represented in

terms of number of samples, and wherein said determination of said delay enables

beamforming for arbitrary-numbers-of said array of sound sensors [[and]] in a

plurality of arbitrary configurationsefsaid-array-efsaidsoundsensers;

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit;

performing adaptive beamforming for steering a directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target sound

signal by said adaptive beamforming unit, wherein said adaptive beamforming

unit enhances said target sound signal and partially suppresses said ambient noise

signals; and
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suppressing said ambient noise signals by said noise reduction unit for further

enhancingsaid target soundsignal.

Claim 21 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

an array of sound sensors positioned in an-arbitrary a linear, circular, or other 

configuration, wherein said sound sensors receive said soundsignals from a

plurality of disparate sound sources, wherein said received soundsignals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target soundsignal from said received sound signals by determining a

delay between each of said sound sensors and an origin of said array of

said sound sensors as a function of distance between each of said sound

sensors and said origin, a predefined angle between each of said sound

sensors and a first reference axis, an elevation angle between a second

reference axis and said target sound signal, and an azimuth angle between

said first reference axis and said target sound signal, when said target

sound source that emits said target sound signal is in a three dimensional

plane, wherein said delay is represented in terms of number of samples,

and wherein said determination of said delay enables beamforming for

arbitrarynumbers-of said array of sound sensors [[and]] in a plurality of

arbitrary configurations ef said-array_of said sound sensors;
 

an adaptive beamforming unit that steers directivity pattern of said array

of said sound sensorsin a direction of said spatial location of said target

10
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sound signal, wherein said adaptive beamforming unit enhances said target

sound signal and partially suppresses said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals for

further enhancing said target soundsignal.

Claim 22 (currently amended): A method for enhancing a target sound signal from a

plurality of sound signals, comprising:

providing a microphonearray system comprising an array of sound sensors, a

sound source localization unit leeakzer, a beamformer beamforming unit, anda

noise reducer reduction unit, wherein said sound source localization unit, said 

beamforming unit, and said noise reduction unit are integrated in a digital signal

processor, and wherein said sound source localization unit leeakzer, said

beamformer beamforming unit, and said noise redveet reduction unit are in

operative communication with said array of said sound sensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and a reference point of

said array of said sound sensors as a function of distance between each of said

sound sensors and said reference point, a predefined angle between each ofsaid

sound sensors and a reference axis, and an azimuth angle between said reference

axis and said target sound signal, when said target sound source that emits said

target sound signal is in a two dimensional plane, wherein said delay is

represented in terms of number of samples, and wherein said determination of

said delay enables beamforming for two or more of said sound sensors;

11
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estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit leealizer;

performing beamforming for steering a directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal by

said bearsfermer beamforming unit, wherein said bearafermer beamforming unit

enhancessaid target sound signal and partially suppresses said ambient noise

signals; and

suppressing said ambientnoise signals by said noise redeeer reduction unit for

further enhancingsaid target soundsignal.

Claim 23 (currently amended): The method of claim 22, wherein said beamforming

comprises:

providing a fixed beamformer, a blocking matrix, and an adaptivefilter in said

beamformer beamforming unit;

steering said directivity pattern of said array of said sound sensorsin said

direction of said spatial location of said target sound signal from said target sound

source by said fixed beamformer for enhancingsaid target sound signal, when

said target sound source is in motion;

feeding said ambient noise signals to said adaptive filter by blocking said target

sound signal received from said target sound source using said blocking matrix;

and

adaptively filtering said ambient noise signals by said adaptive filter in response

to detecting one of presence and absenceofsaid target sound signal in said sound

signals received from said disparate sound sources.

12
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Claim 24 (currently amended): The method of claim 23, wherein said beamforming

further comprises detecting said presence of said target sound signal by an adaptation

control unit provided in said beamformer beamforming unit and adjusting a step size for

said adaptive filtering in response to detecting one of said presence and said absence of

said target sound signal in said sound signals received from said disparate sound sources.

Claim 25 (currently amended): The method of claim 22, wherein said noise reducer

reduction unit performs noise reduction in a plurality of frequency sub-bands, wherein

said frequency sub-bands are employed by an analysisfilter bank of said beamformer

beamforming unit for sub-band adaptive beamforming.

Claim 26 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambientnoise signals;

a digital signal processor, said digital signal processor comprising:

a sound source Jeeakzer localization unit that estimates a spatial location

of said target sound signal from said received soundsignals, by

determining a delay between each of said sound sensors and a reference

point of said array of said sound sensorsas a function of distance between

each of said sound sensorsand said reference point, a predefined angle

between each of said sound sensors and a reference axis, and an azimuth

angle between said reference axis and said target sound signal, when said

target sound source that emits said target sound signal is in a two

dimensional plane, wherein said delay is represented in terms of number
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of samples, and wherein said determination of said delay enables

beamforming for two or more of said sound sensors;

a beamformer beamforming unit that steers directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target

sound signal, wherein said beamfermer beamforming unit enhances said

target soundsignal and partially suppresses said ambient noise signals;

and

a noise reducer reduction unit that suppresses said ambient noise signals

for further enhancing said target soundsignal.

Claim 27 (currently amended): The system of claim 26, wherein said beamformer

beamforming unit further comprises an adaptation control unit that detects said presence

of said target sound signal and adjusts a step size for said adaptive filtering in response to

detecting one of said presence and said absenceofsaid target sound signal in said sound

signals received from said disparate sound sources.

Claim 28 (currently amended): The system of claim 26, wherein said noise redteer

reduction unit performs noise reduction in a plurality of frequency sub-bands employed

by an analysis filter bank of said beamfermer beamforming unit for sub-band adaptive

beamforming.

Claim 29 (currently amended): The system of claim 26, wherein said array of said sound

sensors is One of a linear array of said sound sensors, [[and]] a circular array of said

sound sensors, and other types of array of said sound sensors.

Claim 30 (currently amended): A method for enhancing a target sound signal from a

plurality of sound signals, comprising:

14
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providing a microphone array system comprising an array of sound sensors, a

sound source localization unit leealzer, a bearaformer beamforming unit, anda

noise redueer reduction unit, wherein said sound source localization unit, said 

beamforming unit, and said noise reduction unit are integrated in a digital signal

processor, and wherein said sound source localization unit leealzer, said

beamformer beamforming unit, and said noise redueer reduction unit are in

operative communication with said array of said sound sensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambientnoise signals;

determining a delay between each of said sound sensors and a reference point of

said array of said sound sensors as a function of distance between each ofsaid

sound sensors and said reference point, a predefined angle between each ofsaid

sound sensors and a first reference axis, an elevation angle between a second

reference axis and said target sound signal, and an azimuth angle between said

first reference axis and said target sound signal, whensaid target sound source

that emits said target soundsignalis in a three dimensional plane, wherein said

delay is represented in terms of number of samples, and wherein said

determination of said delay enables beamforming for two or more of said sound

Sensors;

estimating a spatial location of said target sound signal from said received sound

signals by said sound source leeahzer localization unit;

performing beamformingfor steering a directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal by

said beamformer beamforming unit, wherein said beamformer beamforming unit

15
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enhancessaid target sound signal and partially suppresses said ambient noise

signals; and

suppressing said ambient noise signals by said noise redweer reduction unit for

further enhancing said target soundsignal.

Claim 31 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambientnoise signals;

a digital signal processor, said digital signal processor comprising:

a sound source teeahzer localization unit that estimates a spatial location

of said target sound signal from said received soundsignals by

determining a delay between each ofsaid sound sensors and a reference

point of said array of said sound sensorsas a function of distance between

each of said sound sensorsand said reference point, a predefined angle

between each of said sound sensors and a first reference axis, an elevation

angle between a secondreference axis and said target sound signal, and an

azimuth angle betweensaid first reference axis and said target sound

signal, when said target sound source that emits said target sound signal is

in a three dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for two or more of said sound sensors;

a beamformer beamforming unit that steers directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target

16
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sound signal, wherein said beamformer beamforming unit enhances said

target soundsignal and partially suppresses said ambient noise signals;

and

a noise reducer reduction unit that suppresses said ambient noise signals

for further enhancingsaid target soundsignal.

Claim 32 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambientnoise signals;

a digital signal processor, said digital signal processor comprising:

a sound source Jeeakzer localization unit that estimates a spatial location

of said target sound signal from said received soundsignals by

determining a delay between each of said sound sensors and a reference

point of said array of said sound sensorsas a function of distance between

each of said sound sensors and said reference point and an angle of each of

said sound sensors biased from a reference axis;

a beamformer beamforming unit that enhances said target sound signal

and suppresses said ambient noise signals; and

a noise redueer reduction unit that suppresses said ambient noise signals.

Claim 33 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

17
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an array of sound sensors, wherein said sound sensors receive said soundsignals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source teeakzer localization unit that estimates a spatial location

of said target sound signal from said received soundsignals by

determining a delay between each of said sound sensors and a reference

point of said array of said sound sensors as a function of distance between

each of said soundsensors and said reference point, a predefined angle

between each of said sound sensors and a reference axis and an azimuth

angle between said reference axis and said target soundsignal;

a beamformer beamforming unit that enhancessaid target sound signal

and suppresses said ambient noise signals; and

a noise redveer reduction unit that suppresses said ambientnoise signals.

Claim 34 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambientnoise signals;

a digital signal processor, said digital signal processor comprising:
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a sound source leeakzer localization unit that estimates a spatial location

of said target sound signal from said received sound signals by

determining a delay between each of said sound sensors and a reference

point of said array of said sound sensors as a function of distance between

each of said sound sensors and said reference point, a predefined angle

between each of said sound sensors and a first reference axis, an elevation

angle between a second reference axis and said target sound signal and an

azimuth angle between said first reference axis and said target sound

signal;

a beamformer beamforming unit that enhances said target soundsignal

and suppresses said ambient noise signals; and

a noise redveer reduction unit that suppresses said ambient noisesignals.

Claim 35 (currently amended): A system for enhancing a target sound signal from a

plurality of sound signals, comprising:

an array of sound sensors positioned in a non-circular configuration, wherein said

sound sensors receive said sound signals from a plurality of disparate sound

sources, wherein said received sound signals comprise said target sound signal

from a target sound source among said disparate sound sources, and ambient

noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source Jeeakzer localization unit that estimates a spatial location

of said target sound signal from said received soundsignals by

determining a delay between each of said sound sensors and a reference

point of said array of said sound sensors as a function of distance between

each of said sound sensorsand said reference point and an angle of each of
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said sound sensors biased from a reference axis, wherein said distance

between each of said sound sensors and said reference point varies from a

minimum value to a maximum value, and wherein said minimum value

corresponds to zero and said maximum valueis defined based on a

limitation associated with size of said system;

a beamformer beamforming unit that enhances said target sound signal

and suppresses said ambient noise signals; and

a noise reducer reduction unit that suppresses said ambientnoise signals.

20
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Remarks

The Pending Claims

Claims 1-35 are currently pending. Reconsideration and allowance of the pending claims

is respectfully requested.

Summary of the office action

Defective Reissue Declaration

Claims 1-35 are rejected as being based upon a defective reissue declaration under 35

U.S.C 251.

35 USC § 112 Sixth Paragraph

The office action states that claims 9, 21, 23, 31-35 recite phrases that invoke 35 U.S.C. §

112, 6th paragraph.

Claim Rejections - 35 USC § 103

Claims 1, 2, 4, 7,9, 10, 12, 15, 18, 20-22, 24, 29-35 is/are rejected under pre-AIA 35

U.S.C. 103(a) as being unpatentable over Tashev U.S. Patent Pub. 2004/0252845 in view

of Florencio et al. U.S. Patent Pub. 2011/0317522 or Zhan et al. WO 2010/0120162

(published February 25, 2010)1. (U.S. Patent Publication 2011/0135125).

Claim 16 is/are rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable over

Tashev U.S. Patent Pub. 2004/0252845 in view of Florencio et al. U.S. Patent Pub.

201 1/0317522 or Zhan et al. WO 2010/0120162 (published February 25, 2010) (U.S.

Patent Publication 2011/0135125 and further in view of Marash U.S. Patent 6,198,693.
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Claims 8, 17, 25 and 28 is/are rejected under pre-AIA 35 U.S.C. 103(a) as being

unpatentable over Tashev U.S. Patent Pub. 2004/0252845 in view of Florencio et al. U.S.

Patent Pub. 2011/0317522 or Zhan et al. WO 2010/0120162 (published February 25,

2010) (U.S. Patent Publication 2011/0135125) and further in view of Nemer U.S. Patent

Pub. 201 1/0096915.

Claims 3, 6, 11, 14, 23, 24 and 27 is/are rejected under pre-AJA 35 U.S.C. 103(a) as

being unpatentable over Tashev U.S. Patent Pub. 2004/0252845 in view of Florencio et

al. U.S. Patent Pub. 201 1/0317522 or Zhan et al. WO 2010/0120162 (published February

25, 2010) (U.S. Patent Publication 2011/0135125 and further in view of Tashevet al.

U.S. Patent Pub. 2008/0232607 (hereinafter Tashev '607).

Claim Amendments

Claims 1, 9, 19-29 and 30-35 are currently amended; claims 2-8 and 10-18 remain as

originally presented; claim 29 remains as previously presented.

Support for the amendment: “providing a microphone array system comprising an array

ofsound sensors positioned in a linear, circular, or other configuration”in claim 1 is

found in paragraph [0061] of applicant’s original application.

Support for the amendment: “wherein said sound source localization unit, said adaptive

beamforming unit, and said noise reduction unit are integrated in a digital signal

processor’ in claim | is found in FIG. 14 and paragraph [0090] of applicant’s original

application.

Support for amended claim 19 is found in paragraph [0063] of applicant’s original

application.

Support for amended claim 29 is found in paragraph [0061] of applicant’s original

application.
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Applicant submits that the claim amendments do not add any new subject matter.

Response to the rejections

The office action states: “Claims 1-35 are rejected as being based upon a defective

reissue declaration under 35 U.S.C 251.”

In response to the above rejection, application has filed a new reissue declaration,

and requests that the rejection of claims 1-35 under 35 U.S.C 251 be reconsidered and

withdrawn.

The office action further states: “The office action states that claims 9, 21, 23, 31-35

recite phrases that invoke 35 U.S.C. § 112, 6th paragraph.”

In responseto the aboverejection, applicant submits that amended claims 9, 21

and 31-35 clearly recite the hardware structure of the invention. Furthermore, FIG. 14

exemplarily illustrates a hardware implementation of the microphone array system 200

recited in claims 9, 21 and 31-35. Furthermore, the microphonearray system 200 is

disclosed in the detailed description of FIG. 2. The hardware implementation comprises

the microphonearray 201 having a numberof sound sensors 301 positionedin a linear,

circular, or other configuration, multiple microphone amplifiers 1401, one or more audio

codecs 1402, a digital signal processor (DSP) 1403, a flash memory 1404, one or more

powerregulators 1405 and 1406, a battery 1407, a loudspeaker or a headphone 1408, and

a communication interface 1409. The audio codec 1402 receives the amplified output

from the microphone amplifiers 1401. The audio codec 1402 then transmits the digital

sound signals to the DSP 1403 for processing ofthe digital sound signals. The DSP 1403

implements the sound source localization unit 202, the adaptive beamforming unit 203,

and the noise reduction unit 207 (see FIG. 14 and paragraphs [0088]-[0095] of

applicant’s original application). Furthermore, the adaptive beamforming unit 203

employsthe filter-and-sum beamforming algorithm that applies independent weights to
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each of the inputs to the microphone array 201 such that directivity pattern of the

microphone array 201 is steered to the spatial location of the target sound signal as

determined by the sound source localization unit 202. Furthermore, the DSP 1403 is

programmed for beamforming, noise reduction, echo cancellation, and USB interfacing

according to the method recited in the claims, and fine tuned for optimal performance.

Therefore, the drawings and the specification clearly disclose the structure of the

hardware elements forming the system recited in the claims.

Applicant therefore respectfully requests that the rejection of claims 9, 21 and 31-

35 under 35 U.S.C. § 112, 6th paragraph be reconsidered and withdrawn.

Claim 23 is dependent on claim 21. Applicant therefore requests that the rejection

of claim 23 under 35 U.S.C. § 112, 6th paragraph be reconsidered and withdrawn.

Theoffice action furtherstates: “Claims 1, 2, 4, 7, 9, 10, 12, 15, 18, 20-22, 24, 29-35

is/are rejected under pre-AIA 35 U.S.C. 103(a) as being unpatentable over Tashev

U.S. Patent Pub. 2004/0252845 in view of Florencio et al. U.S. Patent Pub.

2011/0317522 or Zhan et al. WO 2010/0120162 (published February 25, 2010). (U.S.

Patent Publication 2011/0135125).”’

In responseto the aboverejection, applicant submits that Tashev, in view

Florencio or Zhan, does not teach or suggest all the limitations in applicant’s claim 1.

Claim | recites the limitation:

“determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensorsandsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound sourcethat emits said target sound

signal is in atwo dimensional plane, wherein said delay is represented in terms of

24

Page 226 of 371 SONOS EXHIBIT 1016



Page 227 of 371 SONOS EXHIBIT 1016

number of samples, and wherein said determination of said delay enables

beamforming for said array of sound sensors in a plurality of configurations;”

In paragraph [0062] of applicant’s original application, applicant teaches that the

delay (t) between each of the sound sensors 301 and the origin of the microphone array

201 is determined as a function of distance (d) between each of the sound sensors 301

and the origin, a predefined angle (P) between each of the sound sensors 301 anda

reference axis (Y) as exemplarily illustrated in FIG. 5, and an azimuth angle (0) between

the reference axis (Y) and the target sound signal. The distance between eachof the

sound sensors in the microphonearray and the origin can be same (see FIGS. 16A, 16B

and 18 B), or different (see FIGS. 19A and 19B). The claimed method is applicable for

both cases. The determined delay (t) is represented in terms of number of samples; see

paragraph [0063], which discloses: “the delay (t) can be represented as the productofthe

sampling frequency (f;) and the time delay (t). That ts, t=f;*t. Therefore, the distance

between the sound sensors in the microphone array and the origin correspondsto the

time usedfor the target sound signalto travel the distance and is measured by the

number ofsamples within that time period.” Once the delay is determined, the

microphonearray can be aligned to enhancethe target sound signal from a specific

direction.

In contrast, Tashev discloses, inter alia, a system and process for sound source

localization, by calculating the energy of each frame set of the microphone signal in the

sequence they were captured. This energy value is used for both noise floor tracking and

frame classification. Thus, the frame set passing the minimum energy thresholdtest is

subjected to the beamsteering procedure. This involves computing the full spectrum

energy for each of a prescribed numberof directions. After finding the energy as a

function of the direction angle, the direction exhibiting the maximum energy and a

prescribed numberof its neighboring (i.e., adjacent) search directions are interpolated.

The result of the interpolation process is then designated as the direction identifying the

location of the sound source; see Tashev paragraphs [0072]-[0074].
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Tashev does not teach or suggest a method for determining the delay (1) as a

function of distance (d) between each of the sound sensors 301 and the origin, a

predefined angle (®) between each of the sound sensors 301 and a reference axis (Y) as

exemplarily illustrated in FIG. 5, and an azimuth angle (0) between the reference axis

(Y) and the target sound signal. Furthermore, Tashev does not teach calculation of time

delay as shown in FIG. 5 and Tables 6A, 6B and 7B of applicant’s original application.

Furthermore, Tashev does not teach or suggest that the distance between each ofthe

sound sensors in the microphonearray andthe origin correspondsto the time taken for

the target sound signal to travel the distance between each of the sound sensors and the

origin and is measured by the number of samples within that time period.

Furthermore,claim | recites that the delay is determined in a 2D plane.In

contrast, Tashev usesdistance in his calculations only in the 3D plane. In the 2D plane,

Tashev only uses direction and elevation in his calculations; see Tashev paragraph

[0005], which discloses: “This location can be defined in terms ofone angle (localization

in one dimension), two angles (direction and elevation—localization in 2D) or a full 3D

localization (i.e., direction, elevation and distance).”’).

Zhen discloses a method for controlling sound focusing, where a sound source

locating module computes the position information of a sound sourcerelative to a

reference microphone,that is, how to compute the distance and the azimuth 0 from the

sound source to the reference microphone. The position of a sound source relative to the

microphone array computed by the sound source locating module is the position of the

sound source relative to the reference microphone, where the reference microphoneis in

the center of a linearly configured microphone array. Zhen does not teach or suggest that

the delay (t) between each of the sound sensors and the origin of the microphonearray is

determinedas a function of distance (d) between each of the sound sensors and the origin,

a predefined angle (®) between each of the sound sensors anda first reference axis (Y),

an elevation angle () between a second reference axis (Z) and the target sound signal,

and an azimuth angle (9) between the first reference axis (Y) and the target sound signal.

Furthermore, Zhan does not teach or suggest a method to determine the delay (7) using
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the azimuth angle (9), where the delay (t) enables beamforming for multiple number of

sound sensors distributed not only in linear but also circular or other layout

configurations.

Florencio discloses a method for sound source localization. Florencio discloses in

paragraph [0007] that the signals detected at the uniformly-distributed circular

microphonearray are used to obtain functions comprising distance, azimuth and elevation

data. Florencio does not teach or suggest a method to determine the delay (t) using the

obtained functions comprising distance, azimuth and elevation data, where the delay (7)

enables beamforming for multiple numbers of sound sensors distributed not only in linear

but also circular or other layout configurations.

Furthermore, no reference or combination of references teach or suggest the

integration of the sound source localization unit 202, the adaptive beamforming unit 203,

and the noise reduction unit 207 into a digital signal processor (DSP 1403); see FIG. 14

and paragraph [0090] of applicant’s original application, which teaches: “The DSP 1403

implements the sound source localization unit 202, the adaptive beamforming unit 203,

and the notse reduction unit 207.”

Therefore, even if teaching of Tashev and Zhan or Florencio are combined as

suggested in the office action, the combination that results will be unsuccessful in

arriving at the following limitation in amended claim 1:

“determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound sourcethat emits said target sound

signal is in atwo dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for said array of sound sensors in a plurality of configurations,”
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For the reasons presented above, applicant submits that claim 1 is not anticipated

by Tashev in view of Florencio or Zhan. Applicant therefore respectfully requests that the

rejection of claim 1 under 35 U.S.C. 103(a) be reconsidered and withdrawn.

Claims 2, 4 and claim 7 are dependent on claim 1. Since claim 1 is non-obvious

over a combination of Tashev and Zhan or Florencio, dependent claims 2, 4 and claim 7

are also non-obvious over the combination of Tashev and Zhan or Florencio. Applicant

therefore respectfully requests that the rejection of claims 2, 4 and claim 7 under 35

U.S.C. 103(a) be reconsidered and withdrawn.

Claims 9, 20-22, 26 and 30-35 are analogousto claim 1. Since claim 1 is non-

obvious over a combination of Tashev and Zhan or Florencio, applicant submits that

claims 9, 20-22, 26 and 30-35 are also non-obvious over the combination of Tashev and

Zhan or Florencio. Applicant therefore respectfully requests that the rejection of claims 9,

20-22, 26 and 30-35 under 35 U.S.C. 103(a) be reconsidered and withdrawn.

Claims 10, 12, 15 and 18 are dependent on claim 9. Claim 24 is dependent on

claim 22. Claims 29 is dependent on claim 26. Since the claim 9, 22 and 26 are non-

obvious over a combination of Tashev and Zhan or Florencio, dependent claims 10,12,

15, 18, 24 and 29 are also non-obvious over the combination of Tashev and Zhan or

Florencio. Applicant therefore respectfully requests that the rejection of claims 10, 12, 15

18, 24 and 29 under 35 U.S.C. 103(a) be reconsidered and withdrawn.

The office action further states: “Claim 16 is/are rejected under pre-AIA 35

U.S.C. 103(a) as being unpatentable over Tashev U.S. Patent Pub. 2004/0252845 in

view of Florencioet al. U.S. Patent Pub. 2011/0317522 or Zhan et al. WO

2010/0120162 (published February 25, 2010) (U.S. Patent Publication 2011/0135125

and further in view of Marash U.S. Patent 6,198,693.”
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In response to the above rejection, applicant submits that Tashev, in view of

Florencio or Zhan and further in view of Marash doesnot teach or suggestall the

limitations in claim 1.

In an earlier part of this response, applicant submitted arguments to show that

Tashev, in view of Florencio or Zhan doesnot teach or suggest the following limitation in

claim |:

“determining a delay between each of said sound sensors and an origin of said

array of said sound sensors as a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound source that emits said target sound

signal is in a two dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for said array of sound sensors in a plurality of configurations;”

Applicant further presented an argument to show that claim 9, which is analogous

to claim | is also non-obvious over Tashev, in view of Florencio or Zhan. Marash does

not remedy the deficiencies in the combination of Tashev and Florencio or Zhan.

Therefore, Tashev, in view of Florencio or Zhan and further in view of Marash does not

teach or suggest the following limitation in claim 9:

“a sound source localization unit that estimates a spatial location of said target

sound signal from said received sound signals, by determining a delay between

each of said sound sensors and an origin of said array of said sound sensors as a

function of distance between each of said sound sensors and said origin, a

predefined angle between each of said sound sensors and a reference axis, and an

azimuth angle between said reference axis and said target sound signal, when said

target sound source that emits said target sound signal is in a two dimensional

plane, wherein said delay is represented in terms of number of samples, and
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wherein said determination of said delay enables beamforming for said array of

sound sensors in a plurality of configurations;”

Therefore, claim 9 is non-obvious over Tashev, in view of Florencio or Zhan and

further in view of Marash. Claim 16 is dependent on claim 9. Since claim 9 is non-

obvious over Tashev, in view of Florencio or Zhan and further in view of Marash,

dependent claim 16 is also non-obvious over Tashev,in view of Florencio or Zhan and

further in view of Marash. Applicant therefore respectfully requests that the rejection of

claim 16 under 35 U.S.C. 103(a) be reconsidered and withdrawn.

The office action further states: “Claims 8, 17, 25 and 28is/are rejected under pre-

ATA 35 U.S.C. 103(a) as being unpatentable over Tashev U.S. Patent Pub.

2004/0252845 in view of Florencio et al. U.S. Patent Pub. 2011/0317522 or Zhan et

al. WO 2010/0120162 (published February 25, 2010) (U.S. Patent Publication

2011/0135125) and further in view of Nemer U.S. Patent Pub. 2011/0096915.”

In responseto the aboverejection, applicant submits that Tashev, in view of

Florencio or Zhan and further in view of Nemer does not teach or suggestall the

limitations in claim 1.

In an earlier part of this response, applicant submitted arguments to show that

Tashev, in view of Florencio or Zhan does notteach or suggest the following limitation in

claim |:

“determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound sourcethat emits said target sound

signal is in a two dimensional plane, wherein said delay is represented in terms of
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number of samples, and wherein said determination of said delay enables

beamforming for said array of sound sensors in a plurality of configurations;”

It has been further shown that claims 9, 20-21 and 26, which are analogous to

claim | are also non-obvious over Tashev, in view of Florencio or Zhan. Nemer does not

remedy the deficiencies in the combination of Tashev and Florencio or Zhan. Nemer does

not teach or suggest the following limitations:

In claim 9:

“a sound source localization unit that estimates a spatial location of said target

sound signal from said received sound signals, by determining a delay between

each of said soundsensors and an origin of said array of said sound sensors as a

function of distance between each of said sound sensors and said origin, a

predefined angle between each of said sound sensors and a reference axis, and an

azimuth angle between said reference axis andsaid target sound signal, when said

target sound source that emits said target sound signal is in a two dimensional

plane, wherein said delay is represented in terms of number of samples, and

wherein said determination of said delay enables beamforming for said array of

sound sensors in a plurality of configurations;”

In claim 20:

“determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a first reference axis, an elevation angle between a second reference axis and

said target sound signal, and an azimuth angle betweensaidfirst reference axis

and said target sound signal, when said target sound source that emits said target

sound signal is in a three dimensional plane, wherein said delay is represented in
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terms of number of samples, and wherein said determination of said delay enables

beamforming for said array of sound sensors in a plurality of configurations;”

In claim 21:

“a sound source localization unit that estimates a spatial location of said target

sound signal from said received soundsignals by determining a delay between

each of said sound sensors and an origin of said array of said sound sensors as a

function of distance between eachof said sound sensors and said origin, a

predefined angle between each of said sound sensors anda first reference axis, an

elevation angle between a second reference axis andsaid target sound signal, and

an azimuth angle between said first reference axis and said target soundsignal,

whensaid target sound source that emits said target soundsignalis in a three

dimensional plane, wherein said delay is represented in terms of number of

samples, and wherein said determination of said delay enables beamforming for

said array of sound sensorsin a plurality of configurations;”

In claim 26:

“a sound source localization unit that estimates a spatial location of said target

sound signal from said received sound signals, by determining a delay between

each of said sound sensors and a reference point of said array of said sound

sensors as a function of distance between each of said sound sensors and said

reference point, a predefined angle between each of said sound sensors and a

reference axis, and an azimuth angle between said reference axis and said target

sound signal, when said target sound source that emits said target sound signalis

in atwo dimensional plane, wherein said delay is represented in terms of number

of samples, and wherein said determination of said delay enables beamforming

for two or more of said sound sensors;”
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Therefore, claims 9, 20-21 and 26 are non-obvious over Tashev, in view of

Florencio or Zhan and further in view of Nemer.

Claim 8 is dependent on claim 1. Claim 17 is dependent on claim 9. Claim 25 is

dependent on claim 22. Claim 28 is dependent on claim 26. Since claims 9, 20-22, and 26

are non-obvious over Tashev, in view of Florencio or Zhan and further in view of Nemer,

dependentclaims 8, 17, 25 and 28 are also non-obvious over Tashev, in view of

Florencio or Zhan and further in view of Nemer. Applicant therefore respectfully requests

that the rejection of claims 8, 17, 25 and 28 under 35 U.S.C. 103(a) be reconsidered and

withdrawn.

The office action further states: “Claims 3, 6, 11, 14, 23, 24 and 27is/are rejected

under pre-ATIA 35 U.S.C. 103(a) as being unpatentable over Tashev U.S. Patent Pub.

2004/02528450 in view of Florencio et al. U.S. Patent Pub. 2011/0317522 or Zhan et

al. WO 2010/0120162 (published February 25, 2010) (U.S. Patent Publication

2011/0135125 and further in view of Tashevet al. U.S. Patent Pub. 2008/0232607

(hereinafter Tashev '607).”

In responseto the aboverejection, applicant submits that Tashev, in view of

Florencio or Zhan and further in view of Tashev ‘607 does not teach or suggestall the

limitations in claim 1.

In an earlier part of this response, applicant submitted arguments to show that

Tashev,in view of Florencio or Zhan doesnot teach or suggest the following limitation in

claim |:

“determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensorsandsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound sourcethat emits said target sound

Go Go
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signal is in a two dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for said array of sound sensors in a plurality of configurations;”

It has been further shown that claims 9, 20-21 and 26, which are analogous to

claim | is also non-obvious over Tashevy, in view of Florencio or Zhan. Tashev ‘607 does

not remedy the deficiencies in the combination of Tashev and Florencio or Zhan.

Therefore, claims 9, 20-21 and 26 are non-obvious over Tashev, in view of Florencio or

Zhan and further in view of Tashev ‘607.

Claim 3 and claim 6 is dependent on claim 1; Claim 1 land claim 14 is dependent

on claim 9. Claims 23-24 are dependent on claim 22. Claim 27 is dependent on claim 26.

Since claims 9, 20-22, and 26 are non-obvious over Tashev, in view of Florencio or Zhan

and further in view of Tashev ‘607, dependent claims 3, 6, 11, 14, 23-24 and 27 are also

non-obvious over Tashev, in view of Florencio or Zhan and further in view of Tashev

‘607. Applicant therefore respectfully requests that the rejection of claims 3, 6, 11, 14,

23-24 and 27 under 35 U.S.C. 103(a) be reconsidered and withdrawn.

Conclusion

Applicant respectfully requests that a timely notice of allowance be issued in this

case. In the interest of compact prosecution,if a claim may be made potentially allowable

by an Examiner’s amendment, Examiner Escalante is requested to call the undersigned

with the proposed amendment.

Respectfully submitted,

Date: January 29, 2018
/a tankha/

Ashok Tankha

Attorney for Applicant
Reg. No: 33,802

Correspondence Address
Lipton Weinberger &Husick
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36 Greenleigh Drive
Sewell, NJ 08080
Fax: 856-374-0246

Phone: 856-266-5145

Email: ash @ipprocure.com
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Das Code: REIS .DECL
Ay gy aerint - pes es ae gnBaryprey Fe 5 Nn seyypren CAPT. KATOIC At

Dosument Descriptiors: Reissue Declaration Filed In Accordance With MPEP 1414 PTOIALA/O6 (08-12)
se through 08/31/2013. OMB O65t 0938LS. DEPARTMENT OF COMMERCE

displays 2 valid OME contro} nuinber.
Docket Number (optional

 
Approved torUS. Patent and Tra Lark OFF

Under the Papenvork Reduation Act of 1995. no persons are required to respond to 3 ontteatior of information une:
  

REISSUE APPLICATION GECLARATION BY THE ASSHGNEE CreativeTech_O1RE_US 
i hereby deciare that:

The residence and mailing address of the inventor or joint inventors are stated below.

; rescuti sechasical >
fam authorized to act on behall of the following assignes: Li Creative Technologies, inc.

The entire tile to the patent identified belowis vested in said assignee.

inventor ;; Datars
Li, OW Peter)

Reaidence: C

New Providence en
i; Mailing Address

 225 Runnymede Parkway

Zin Courniry

New Providence OfO74 USA

a] Additional inventors are named on separately numbered sheeis attached hereto.

Patent Number US8861756 | Date of Patent issued 44 october, 2044

 

i believe said inventor(s} ta be the angina P inventor or originad joint inventors of the subject matter which is described and
Claimed in said patent, for which @ reissue patentis sought on theinvention ttled:

Microphiane array system

the specification of which

~~] is attached hereto
tai 5/7O2 BOS

was filed on FOMNSI2016 aS FreIssue aplication number 15/283B26
The above-identiied application was made or authorized to be made by me.

i nareby acknowledge thai any willful false statement made in this declaration is punishabie under 18 U.S.C. 1001 by fine
or imprisonment of not more than five (5) years, ar both.

i believe the original patent to be whally or partly inoperative or invalid, for the reasons described below.
{Check all boxes that apply.)

by reason of a defective specification or drawing.

by reason of the patentee claiming more or less than he nad the right to clairn in the patent.

by reason of othererrors.

 
 
 
 
 

iPage Tot 2]
The information iss required to obtain or retain a benefit by the public whichis fo fle fand by the USFTOUG. 122 and GF CER 1.44 and 1.14. This collection is estimated to take 30D minutes to complete,

the completed apptication form to the USPTO. Time will vary depencing upon the individual case. Any comments on4
Vor suggestions for seducing this burden, should be sent to the Chiat Information Officar,

 
   

US. Patent and

u“oS. Departn ent of Corr P.O. Sox 44459, Alexe fa, VA 22343- 1450. DG NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND TO: Commissioner for Batents, BO. Box 4450, Alexandria, VA 22313-1489.

 
 

 
 

fF you need assistanceint completing the form, calf 7-600-P70-9199 and select option 2.
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PTOJAIACE (06-12)

Approved for uuse ihrough G8/S1/2013. GMB 065
a %. Patent and Trademark SP. 

  } 3 is based is described below. ff the is a broadening
reissue, a claim that the apnication seeks to broaden must be identified and the box below must he checked:

independent claims 1, 9, 20-22, 28, and 30-35 have bean amenced for mare clarity.
1. Changing "arbitrary corfiguration” to “a linear, circular, or other configuration"
2. Integration of sound source jiocalization unl, aclaptive beamfarming unit and noise recluctian unit within a

chgtal siqnal processor is recited in the independent claims.

fAtiach additional sheets, if needed}

The application for the ariginai patent was Filed under 37 CFR 1.46 by the assignee of the antire interest.

ihereby appoint

[| Practitioners associated with Customer Number:CoOR

Practiitioner(s) named helow:

[Ashok Fankha 33802 
as my/our attorney(s) or agent(s} to prosecute the application identified above, and to transact all business in the United
States Patent and Trademark Office corinected therewith 

Correscondence Address: Direct all communications about the ap

P| The addres assaciated with Customer Number:
OR

Firm or
individual|Ashok Tankha
Name

 

38 Greenleigh drive

City

Cauniry

856-266-5445 ash@iporocurement.com

WARRING: ;

Petilicner/apnlicant is cautioned io avoid submitting personal information in documents filed in a patent application that may §
eantribute to identity theft. Personal information such as social security numbers, bank account numbers, or credii card |

numbers (other than a check or credit card authorization form PTO-2038 submitted for payment purposes) is never required by
the USPTO to suppori a pelition or an applicalion. H this type of personal information is included in documents sutmitied io |
the USPTO, petitioners/applicants should consider redacting such personal information from the documents before submitting }
ihern to the USPTO. Peiiticner/applicant is advised ihat the resard of a patent application is avaliable io fhe public after |
publication of the application (unless a non-publication request in comptiance with 37 CFR 1.273(3) is made in the anplication} :
of issliance Gf a patent. Furthermore, the record front an abandoned application may aise be avaiabie to the public if the |
application is referenced in a published application or an issued gatent (see 37 CFR 1.14) Checks and cradi card §
authorization forrns PTO-2038 submiited for cayment purposes are not retained in ihe application file and therefore are nai |
publicly available. i

Signature | Date (Cgtional)January28,2016_

son signing (given name, far name} OH LS

” New Providence, NJ, USA

 
{Page 2 of 2]
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Privacy Act Statement

The Privacy Act of 1974 (PL. 93-879) requires that you be given certain information in cannection
with your submission of the attached form related to a patent application or patent. Accardingly,
pursuant fo the requirements of the Act, please be advised that: (1) the general authority for the
collection of this information is 36 U.S.C. 2{b}(2) (2) furnishing of the information salicited is voluntary:
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is fo process and/or examine your submission related to a gafent application or patent. H you do
nat furnish the requested infarmation, the U.S. Patent and Trademark Office may not be able to
process and/or exarnine your submissian, which mayresult in terrnination of praceedings or
abandonment of te application ar expiration of the patent.

The informaiton providad by you in this form will be subject to the infiowing routine uses:

7. The information on this form will be treated confidentially to the extent allowed under the
Freedam af information Act (6 USC. 552) and the Privacy Act (5 U.S.C 5528). Records frarn
this system of records may be disclosed to ihe Department of Justice to determine whether
disclosure of these records is required by the Freedom of Information Act.
A record from this systern of records may be disclosed, as a routine use, in the course of
presenting evidence to a cour, magistrate, or administrative tribunal, including disclosures fo
opposing counsel in the course of settlement negotiations.

3. A record in this system of records may be cisclosed, as a rouline use, to a Member of
Congress subraitting a request invalving an individual, to whomihe record pertains, when the
individual has raquasted assistance fram ihe Member with respert to the subject matter of the
record,

4. A record in this system of records may be disclosed, as a routine use, to a cantractor of the
Agency having need for the information in order to gserform a contract. Recipienis of
information shall be required to comply with the requirements of the Privacy Act of 1274, as
amended, pursuant to 5 U.S.C. 552a(m).

&. A record related to an International Application filed under the Patent Cooperation Treaty in
this system of records may he disclosed, as a routine use, to the international Bureau of the
Wrorid intelectual Property Organization, pursuani to the Paient Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, io another federal
agency for purposes of National Security review (35 U.S.C. 151) and for review pursuant to
the Atomic Energy Act (42 U.S.C. 27 8{ch}.

7. Arecord from this system of records may be disclosed, as a routine use, fo the Administrator,
General Services, or his/her designee, during an inspection of records conducted by GSA as
gart of that agency's responsiaility to recammend improvements in records management
practices and programs, under authority of 44 US 0. 2904 and 2906. Such disclosure shal
be rnaade in accordance with the GSA regulations governing inspection of records for this
purpose, and any other relavant (_e., GSA or Commerce) directive. Suoh disciosure shall nal
be used io make datarminations about individuals.

&. A record from this system of records may be disclosed, as @ rouline use, to the public aftar
enher publication of the application pursuant ia 35 UUS.C. 122{b} or issuance of a patent
pursuant to 35 U.S.C. 157. Further, a record may be disclosed, subject io the imitations of 37
CFR 1.14, as a routine use, ta the public if the record was filed in an application which
became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open io public inspection or an
issued patent.

9. A record frarn this system of records may be disclosed, as a routine use, to a Federal, State,
or local jaw enforcement agency, if the USPTO becomes aware of a violation ar potential
violation of law or requiation.

N
 

o

an
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PTO/AIA/22 (93-13)
Approved for use through 7/31/2016. OMB 0651-8031

U.S. Patent and Trademark Office: U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995. no persons are required to respond to a coltection of information unjess it displays a valid OMB control number.

Docket Number(Optional)

PETITION FOR EXTENSION OF TIME UNDER37 CFR 1.136(a)|CreativeTech_01RE_US

Application Number4 5/293,626 Filed 40/14/2016

"Microphone Array System
ATAOg5 "en"Escalante, Ovidio
This is a request under the provisions of 37 CFR 1.4136(a) to extend the period forfiling a reply in the above-identified application.

The requested extension and fee are as follows (check time period desired and enter the appropriate fee below):

Fee Smail Entity Fee Micro Entity Fee

One month (37 CFR 1.17{a}{1)} $200 $7100 $50

 Two months (37 CFR 1.17(a)(2)) $600 $300 $450

 Three months (37 CFR 1.17(a\(3)) $1,400 $700

Four months (37 CFR 1.17(a)(4)) $2,200 $1,400

Five months (37 CFR 1.17(aX(5)) $3,000 $1,500
 

Applicant asserts small entity status. See 37 CFR 1.27.

Applicant certifies micro entity status. See 37 CFR 1.29.
Fonn PTO/SB/15A or B or equivalent must either be enclosed or have been submiiied previousty.

 
 

A check in the amountof the fee is enclosed.

Payment by credit card. Form PTO-2038 is attached.
 
 

The Director has already been authorized to charge fees in this application to a Deposit Account.

The Director is hereby authorized fo charge any fees which may be required, or credit any overpayment, to

Deposit Account Number 600314
 

Payment made via EFS-Web.

WARNING: Information on this form may become public. Credit card information should not be included on this form. Provide
credit card information and authorization on PTO-2038.

jam the

fj applicant.
attorney or agent of record. Registration number 33802

[] attorney or agent acting under 37 CFR 1.34. Registration number

/a tankha/ 01/29/2018
Signature Date

Ashok Tankha 856-266-5145

Typed or printed name Telephone Number

  

NOTE: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4 for signature requirements and certifications. Submit
multiple forms if more than one signature is required, see below*.

[| * Total of forms are submitted
This collection of information is required by 37 CFR 1.126(a). The information is required to obtain or retain a benefit by the public, which is to file {and bythe
USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 6 minutes to
complete, including gathering, preparing, and submitting the completed apptication formto the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden should be sent to the Chief Information Officer,
U.S. Patent and Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22343-1456. DO NOT SEND FEES OR COMPLETED FORMS
TO THIS ADDRESS. SEND TO: Mail Stop PCT, Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579} requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the requirements of
the Act, please be advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2{b){2); (2)
furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information is used by the
U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent application or
patent. If you do not furnish the requested information, the U.S. Patent and Trademark Office may not be able to
process and/or examine your submission, which may result in termination of proceedings or abandonmentof the
application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records may
be disclosed to the Department of Justice to determine whether disclosure of these records is required by the
Freedom of Information Act.

A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of
settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance from
the Memberwith respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to comply
with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m)}.
A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(c)).
A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA aspart of that agency’s
responsibility to recommend improvements in records management practices and programs, under authority of
44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing
inspection of records for this purpose, and any other relevant (.e., GSA or Commerce) directive. Such
disclosure shall not be used to make determinations about individuals.

A record from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record
wasfiled in an application which became abandoned or in which the proceedings were terminated and which
application is referenced by either a published application, an application open to public inspection or an issued
patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becomes aware of a violation or potential violation of jaw or regulation.
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Electronic Patent Application Fee Transmittal

Title of Invention: MicrophoneArray System

First Named Inventor/Applicant Name: Manli Zhu

Attorney Docket Number: CreativeTech_01RE_US

Filed as Small Entity

Filing Fees for Utility under 35 USC 111(a)

Sub-Total in

USD(S)

mee
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Description Fee Code Quantity 
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Sub-Total in

Miscellaneous:

Total in USD ($) 
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Electronic AcknowledgementReceipt

Application Number: 15293626

International Application Number:

Confirmation Number: 4199

Title of Invention: MicrophoneArray System

a
a

Paymentinformation:

 
[Pevoitacone——SSSCSCSC~*idSCSS

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpaymentasfollows: 
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File Listing:

Document sigs File Size(Bytes)/ Multi PagesNumber [__PecmmentDesciption[FileName Message Digest (if appl.)
CreativeTech_01RE_US_TransTransmittal Letter :

mittal_Letter.pdf afbb9c7090778a8071738c3f6ed7cl c926c4
473

Information:

170776

Amendment/Reg. Reconsideration-After] CreativeTech_01RE_US_Respo
Non-Final Reject nse.pdf da390c960c765b3df0bddb27aa5fc7017d1

'd06e

Information:

1272180

CreativeTech_01RE_US_Declar
Oath or Declarationfiled ation_aia0006.pdf 3b80d3ffo7ad53b27a587d7489f8a24629b

8Sffaa

843789

CreativeTech_01RE_US_time_e
Extension of Time xtension_aia0022.pdf 7e9e9a277053¢395 bce lbfdc2dc5a92c7e7

Taad5

Fee Worksheet (SB06) fee-info.pdf e3f4ed32354db6065cd6917ec25a1d607d1
049e2

Information:

TotalFiles Size (in bytes) 2339142

 
Page 246 of 371 SONOS EXHIBIT 1016



Page 247 of 371 SONOS EXHIBIT 1016

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re. application of:
Manli Zhu

Application No.: 15/293,626 Examiner: Escalante, Ovidio
Filed: 10/14/2016 Art Unit: 3992

Applicant: Li Creative Technologies, Inc. Atty. Docket No: CreativeTech_O1RE_US
Title: Microphone Array System

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

TRANSMITTAL LETTER

1. Attachments: Weare transmitting herewith the attached papers for the above
identified patent application:

§ Responseto office action (35 pages);
§ Petition for 1 month time extension, Form PTO/ATA/22; and
§ Revised reissue application declaration by the Assignee (3 pages).

2. Fees:

a. $100 for one month time extension.

3. General Authorization to charge or credit fees: The Director is hereby authorized to
charge any underpaymentof fee or any other fee that may be required to deposit account
# 600314.

4. Certificate Of Transmission Under 37 § CFR 1.8: The undersigned hereby certifies
that this Transmittal Letter and the papers as described in paragraph | hereinabove, are
being electronically transmitted to the United States Patent and Trademark Office via the
USPTOelectronic filing system on this 29day of January 2018.

Respectfully submitted,

Date: Jan. 29, 2018 /a tankha/
Ashok Tankha

Attorney For Applicant
Reg. No. 33,802

Correspondence Address
Lipton, Weinberger & Husick
36 Greenleigh Drive
Sewell, NJ 08080
Phone: 856-266-5145

Fax: 856-374-0246
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Email: ash @ipprocure.com
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PTO/SB/06 (09-11)
Approvedfor use through 1/31/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF GOMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PATENT APPLICATION FEE DETERMINATION RECORD[|4ppiication or Docket Number Filing Date
Substitute for Form PTO-875 15/293,626 10/14/2016|L] Tobe mailed

ENTITY: [-]LaRGeE &X smatt [] micro

APPLICATION AS FILED — PART|

(Column 1) (Column 2)

NUMBER FILED NUMBER EXTRA

37 CFR 1.16(a), (b), or (¢

37 CFR 1.16(k), (i), or (m

CL EXAMINATION FEE

TOTAL CLAIMS j .
37 CFR 1.16(i minus 20 =

INDEPENDENT CLAIMS J .
37 CFR 1.16(h minus 3 =

If the specification and drawings exceed 100 sheets
of paper, the application size fee due is $310 ($155
for small entity) for each additional 50 sheets or
fraction thereof. See 35 U.S.C. 41(a)(1)(G) and 37
CFR 1.16(s).

[_] MULTIPLE DEPENDENT CLAIM PRESENT(37 CFR 1,16(j)

LAPPLICATION SIZE FEE
(37 CFR 1.16(s))

* If the difference in column 1 is less than zero, enter “O” in column 2.

APPLICATION AS AMENDED- PARTII

(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST

hereNG p SREYOUSLY PRESENT EXTRA ADDITIONALFEE($)AMENDMENT PAID FOR

C Application Size Fee (837 CFR 1.16(s))

Cc FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

AMENDMENT
(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST
REMAINING NUMBER

AFTER PREVIOUSLY PRESENT EXTRA
AMENDMENT PAID FOR

Total (37 CFR + ; aosCiae
Ind dent * i tik

esCdee
[_] Application Size Fee (37 CFR 1.16(s))

Cc FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))
AMENDMENT
* If the entry in column 1 is less than the entry in column2, write “O” in column 3. LIE
** If the “Highest NumberPreviously Paid For” IN THIS SPACEis less than 20, enter “20”. VIOLA ROGERS
*** If the “Highest Number Previously Paid For’ IN THIS SPACEis less than 3, enter “3”.
The “Highest Number Previously Paid For’ (Total or Independent) is the highest numberfound in the appropriate box in column 1.

 
This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public whichis tofile (and by the USPTOto
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO.Time will vary depending uponthe individual case. Any comments on the amountof time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and TrademarkOffice, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS
ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www .uspto.gov

 
 
  APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKETNO. CONFIRMATIONNO. 

15/293,626 10/14/2016 Manli Zhu CreativeTech_01RE_US 4199

ASHOK TANKHA Denne
36 GREENLEIGH DRIVE ESCALANTE, OVIDIO

SEWELL,NJ 08080
ART UNIT PAPER NUMBER

3992

NOTIFICATION DATE DELIVERY MODE

02/27/2018 ELECTRONIC

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.

Notice of the Office communication was sent electronically on above-indicated "Notification Date" to the
following e-mail address(es):
ASH @IPPROCUREMENT.COM

prosecution @ipprocurement.com
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Application No. Applicant(s)

 
15/293,626 ZHU ET AL.

Office Action Summary Examiner Art Unit AIA (First Inventor to File)
OVIDIO ESCALANTE 3992 StatusNo

-- The MAILING DATEof this communication appears on the cover sheet with the correspondence address--
Period for Reply

A SHORTENED STATUTORY PERIOD FOR REPLYIS SET TO EXPIRE 3 MONTHS FROM THE MAILING DATE OF
THIS GOMMUNICATION.

Extensions of time may be available under the provisions of 37 CFR 1.136(a). In no event, however, may a reply be timely filed
after SIX (6) MONTHS from the mailing date of this communication.

- If NO period for reply is specified above, the maximum statutory period will apply and will expire SIX (6) MONTHS from the mailing date of this communication.
- Failure to reply within the set or extended period for reply will, by statute, cause the application to become ABANDONED (35 U.S.C. § 133).

Any reply received by the Office later than three months after the mailing date of this communication, evenif timely filed, may reduce any
earned patent term adjustment. See 37 CFR 1.704(b).

Status

1) Responsive to communication(s)filed on 1/29/18.
L] A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filedon___

2a)X] This action is FINAL. 2b)L] This action is non-final.
3)L] An election was made bythe applicant in responseto a restriction requirementset forth during the interview on

; the restriction requirement and election have been incorporated into this action.

4)L] Sincethis application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordancewith the practice under Ex parte Quayle, 1935 C.D. 11, 453 O.G. 213.

 

Disposition of Claims*

5) Claim(s) 1-35 is/are pendingin the application.
 

 
5a) Of the above claim(s) is/are withdrawn from consideration.

6)L] Claim(s) is/are allowed.
7)K] Claim(s) 1-35 is/are rejected.
8)L] Claim(s)___ is/are objectedto.
9)L] Claim(s) are subjectto restriction and/or election requirement.

 

* If any claims have been determined allowable, you may beeligible to benefit from the Patent Prosecution Highway program at a

participating intellectual property office for the corresponding application. For more information, please see

nite://www.usoto.dov/patenis/init events/oph/index.isp or send an inquiry to PPHieedback@uspte.dov.  

Application Papers

10) The specification is objected to by the Examiner.
11)[X] The drawing(s)filed on 10/14/16 is/are: a)X] accepted or b)[_] objected to by the Examiner.

Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).

Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).

Priority under 35 U.S.C. § 119

12)L] Acknowledgment is madeof a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
Certified copies:

a)LJ All b)[] Some** c)L] None ofthe:
1.) Certified copies of the priority documents have beenreceived.
2.L] Certified copies of the priority documents have been received in Application No.
3.L] Copies of the certified copies of the priority documents have been receivedin this National Stage

application from the International Bureau (PCT Rule 17.2(a)).

““ See the attached detailed Office action fora list of the certified copies not received.

Attachment(s)

1) CT] Notice of References Cited (PTO-892) 3) TC Interview Summary (PTO-413)
Paper No(s)/Mail Date. .

2) CJ Information Disclosure Statement(s) (PTO/SB/08a and/or PTO/SB/08b) 4 O Other:Paper No(s)/Mail Date . ) ther: .
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Application/Control Number: 15/293,626 Page 2

Art Unit: 3992

1, The present application is being examined underthe pre-AIJAfirst to invent provisions.

DETAILED ACTION

Reissue Applications

2. For reissue applications filed before September 16, 2012, all references to 35 U.S.C. 251

and 37 CFR 1.172, 1.175, and 3.73 are to the law andrules in effect on September 15, 2012.

Where specifically designated, these are “pre-AIA”provisions.

For reissue applications filed on or after September 16, 2012, all references to 35 U.S.C.

251 and 37 CFR 1.172, 1.175, and 3.73 are to the current provisions.

3. Applicant is reminded of the continuing obligation under 37 CFR 1.178(b), to timely

apprise the Office of any prior or concurrent proceeding in which Patent No. 8,861,756 is or was

involved. These proceedings would include interferences, reissues, reexaminations, and

litigation.

Applicantis further reminded of the continuing obligation under 37 CFR 1.56, to timely

apprise the Office of any information which is material to patentability of the claims under

consideration in this reissue application.

These obligations rest with each individual associated with the filing and prosecution of

this application for reissue. See also MPEP §§ 1404, 1442.01 and 1442.04.

Reissue Declaration

4, The reissue oath/declaration filed with this application is defective (see 37 CFR 1.175

and MPEP§ 1414) becauseof the following:
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Application/Control Number: 15/293,626 Page 3

Art Unit: 3992

The examiner notes that in accordance with MPEP 1414,anyerror in the claims must be

identified by reference to the specific claim(s) and the specific claim language wherein lies the

error.

The examiner notes that the reissue declaration recites the following reasons:

Independentclaims 1, 9, 20-22, 26 and 30-35 have been amended for more
clarity.

1. Changing “arbitrary configuration”to “a linear, circular, or other
configuration”

2. Integration of sound source localization unit, adaptive beamforming unit and
noise reduction unit within a digital signal processoris recited in the independent
claims.

The examiner notes this statement does notidentify an error. The statementstates that the

claims have been amended "for more clarity". As a suggestion, the examinernotesthat since the

application has been identified as a broadening reissue, applicant can point out which limitation

in the original claims they seek to broadenin relation to the new claims.

In addition, for a broadening reissue, the declaration must be by madebythe inventors.

The corrected declaration was only signed bythe assignee.

In addition, the applicant has stated that the original patent wasfiled under 37 CFR 1.46

by the assignee.It is noted that this does not apply since the original patent application was not

filed on or after September 16, 2012.
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Application/Control Number: 15/293,626 Page 4

Art Unit: 3992

5. Claims 1-35 are rejected as being based upon a defective reissue declaration under 35

U.S.C. 251 as set forth above. See 37 CFR 1.175.

The nature of the defect(s) in the declaration is set forth in the discussion abovein this

Office action.

Reissue Amendment

The amendmentfiled January 29, 2018 proposes amendments to the claims that do not

comply with 37 CFR 1.173(b), which sets forth the manner of making amendments in reissue

applications.

Asset forth therein, any changesrelative to the patent being reissued must included the

following markings:

(1) The matter to be omitted by reissue must be enclosed in brackets; and

(2) The matter to be added by reissue must be underlined.

In this case, new claims 22-35 are not entirely underlined and the original claims (claims

1-21) do not show matter to be omitted by brackets (the omissions are noted by strikethroughs).

Response to Arguments
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Application/Control Number: 15/293,626 Page 5

Art Unit: 3992

Tashev in view ofFlorencio or Zhan

The Applicant argues Tashev does not teach or suggest a method for determining the

delay (t) as a function of distance (d) between each of the sound sensors 301 andthe origin,

a predefined angle (o) between each of the sound sensors 301 and a reference axis (Y)

as exemplarily illustrated in FIG. 5, and an azimuth angle (8) between the reference axis (Y) and

the target sound signal. Furthermore, Tashev does not teach calculation of time delay as shown

in FIG. 5 and Tables 6A, 6B and 7B of applicant’s original application. Furthermore, Tashev

does not teach or suggest that the distance between each of the sound sensors in the microphone

array and the origin correspondsto the time taken for the target sound signalto travel the

distance between each of the sound sensors and the origin and is measured by the numberof

samples within that time period.

In addition, the applicant argues claim | recites that the delay is determined in a 2D

plane. In contrast, Tashev uses distance in his calculations only in the 3D plane. In the 2D

plane, Tashev only uses direction and elevation in his calculations; see Tashev paragraph [0005],

whichdiscloses: “This location can be defined in terms of one angle (localization in one

dimension), two angles (direction and elevation—localization in 2D) or a full 3D localization

(i.e., direction, elevation and distance).’’).

The examiner acknowledgesthat Teshav does not specially disclose that the delay is

based on a function of distance between each of the sound sensors and a reference point. The

examinernotes that Teshav doesdisclose that the earliest captured frame of each microphone
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Application/Control Number: 15/293,626 Page 6

Art Unit: 3992

signal is selected (and thus closer sound sourceswill arrive first and hence represents a shorter

distance). In addition, Teshav discloses that distance is considered for full 3D localization (see

paragraph [0059] which discloses considering the elevation angle of the sound source in a

teleconferencing situation.

Asset forth in the previous office action, Zhan is directed to a method for controlling

sound focusing (see the abstract). With reference to Figure 2 and paragraph [0033], Zhan

discloses determining a delay between each sound sensor and a reference point of a microphone

array (Zhan discloses M1, M2 and M3 are omnidirectional microphonesat intervals of d. Zhan

explains that the time delay between M1 and M2 and between M2 and M3 are determined). Zhan

discloses that the reference microphone is M2 in one embodiment(see paragraph [0032]). Zhan

discloses that the distance between each soundsensoris referenced by d. That is distance

between M1 and M2is dj2 and the distance between M2 and M3is d23 (with M2 being the

reference point). Zhan explains that figure 2 shows how to obtain the position information of a

sound source relative to a reference microphone by computing the distance and the azimuth from

the sound source to the reference microphone (M2), where the azimuth is an angle between the

rectilinear direction from the sound source to the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).

The applicant states Zhen does not teach or suggest that the delay (t) between each of the

sound sensors and the origin of the microphonearray is determined as a function of distance (d)

between each of the sound sensors and the origin, a predefined angle (o) between each of the

soundsensors anda first reference axis (Y), an elevation angle ("T) between a second reference
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Art Unit: 3992

axis (Z) and the target sound signal, and an azimuth angle (9) between the first reference axis (Y)

and the target sound signal. Furthermore, Zhan does not teach or suggest a method to determine

the delay (i) using 26 the azimuth angle (0), where the delay (r) enables beamforming for

multiple number of sound sensors distributed not only in linear but also circular or other layout

configurations.

Upon further review the examiner agrees that Zhen does not teach or suggest that the

delay (t) between each of the sound sensors andthe origin of the microphonearray is determined

as a function of distance (d) between each of the sound sensors and the origin, a predefined angle

(d) between each of the sound sensors anda first reference axis (Y), an elevation angle (‘T)

between a second reference axis (Z) and the target sound signal, and an azimuth angle (9)

between the first reference axis (Y) and the target sound signal

The examiner notes that Florencio discloses a method for sound source localization.

Florencio discloses in paragraph [0007] that the signals detected at the microphonearray are

used to obtain functions comprising distance, azimuth and elevation data. With reference to

figure 5 and paragraphs [0058-0059], Florencio discloses of two sources that have the same

azimuth and elevation angles. As further shown in paragraph [0041], Florencio discloses using

time delay from the source along with distance to the source as part ofits function.

The applicant states Florencio discloses a method for sound source localization. Florencio

discloses in paragraph [0007] that the signals detected at the uniformly-distributed circular

microphonearray are used to obtain functions comprising distance, azimuth and elevation data.
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Application/Control Number: 15/293,626 Page 8

Art Unit: 3992

Florencio does not teach or suggest a methodto determinethe delay (t) using the obtained

functions comprising distance, azimuth and elevation data, where the delay (t) enables

beamforming for multiple numbers of sound sensorsdistributed not only in linear but also

circular or other layout configurations.

The applicant states that no reference or combination of references teach or suggest the

integration of the sound source localization unit 202, the adaptive beamforming unit 203, and the

noise reduction unit 207 into a digital signal processor (DSP 1403); see FIG. 14 and paragraph

[0090] of applicant's original application, which teaches: "The DSP 1403 implements the sound

source localization unit 202, the adaptive beamforming unit 203, and the noise reduction unit

207."

In view of the above comments, the examinerfinds the patent owner’s arguments

persuasive and will withdraw the rejections to the claims.

Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Ovidio Escalante whose telephone numberis (571)272-

7537. The examiner can normally be reached on Mondayto Friday - 6:00 AM to 2:30 PM.

If attempts to reach the examinerby telephone are unsuccessful, the examiner's

supervisor, Michael Fuelling can be reached on (571) 270-1367. The fax phone number

for the organization where this application or proceedingis assigned is 571-273-9000.
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Application/Control Number: 15/293,626 Page 9

Art Unit: 3992

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on accessto the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a

USPTO CustomerService Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA)or 571-272-1000.

/Qvidio Escalante/

Ovidio Escalante

Reexamination Specialist
Central Reexamination Unit - Art Unit 3992

(571) 272-7537

Conferees:

/Majid Banankhah/

/M. F./

Supervisory Patent Examiner, Art Unit 3992
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re. application of:
Manli Zhu

Application No.: 15/293,626 Examiner: Escalante, Ovidio
Filed: 10/14/2016 Art Unit: 3992

Applicant: Li Creative Technologies, Inc. Atty. Docket No: CreativeTech_01RE_US
Title: Microphone Array System

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

Response under ‘“‘After Final Consideration Pilot Program 2.0”
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Amendmentsto the Claims

Claim 1 (Amended): A method for enhancing a target sound signal from a plurality of

sound signals, comprising:

providing a microphone array system comprising an array of sound sensors

positioned in [an arbitrary] a linear, circular, or other configuration, a sound 

source localization unit, an adaptive beamforming unit, and a noise reduction unit,

wherein said sound source localization unit, said adaptive beamforming unit, and

said noise reduction unit are integrated in a digital signal processor, and wherein

said sound source localization unit, said adaptive beamforming unit, and said

noise reduction unit are in operative communication with said array of said sound

sensors,

receiving said sound signals from a plurality of disparate sound sources bysaid

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a reference axis, and an azimuth angle between said reference axis and said

target sound signal, when said target sound sourcethat emits said target sound

signal is in atwo dimensional plane, wherein said delay is represented in terms of

number of samples, and wherein said determination of said delay enables

beamforming for [arbitrary numbers of] said array of sound sensors [and] in a

plurality of [arbitrary] configurations [of said array of said sound sensors];

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit;
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performing adaptive beamforming for steering a directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target sound

signal by said adaptive beamforming unit, wherein said adaptive beamforming

unit enhancessaid target sound signal and partially suppresses said ambient noise

signals; and

suppressing said ambientnoise signals by said noise reduction unit for further

enhancingsaid target sound signal.

Claim 2 (original): The method of claim 1, wherein said spatial location of said target

sound signal from said target sound source is estimated using a steered response power-

phase transform by said sound source localization unit.

Claim 3 (original): The method of claim 1, wherein said adaptive beamforming

comprises:

providing a fixed beamformer, a blocking matrix, and an adaptivefilter in said

adaptive beamformingunit;

steering said directivity pattern of said array of said sound sensorsin said

direction of said spatial location of said target sound signal from said target sound

source by said fixed beamformer for enhancingsaid target sound signal, when

said target sound sourceis in motion;

feeding said ambient noise signals to said adaptive filter by blocking said target

soundsignal received from said target sound source using said blocking matrix;

and

Go
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adaptively filtering said ambientnoise signals by said adaptive filter in response

to detecting one of presence and absenceof said target sound signal in said sound

signals received from said disparate sound sources.

Claim 4 (original): The method of claim 3, wherein said fixed beamformer performs

fixed beamforming by filtering and summing output sound signals from said sound
Sensors.

Claim 5 (original): The method of claim 3, wherein said adaptive filtering comprises sub-

band adaptive filtering performed by said adaptive filter, wherein said sub-band adaptive

filtering comprises:

providing an analysis filter bank, an adaptive filter matrix, and a synthesis filter

bank in said adaptive filter;

splitting said enhanced target sound signal from said fixed beamformer and said

ambient noise signals from said blocking matrix into a plurality of frequency sub-

bands by said analysis filter bank;

adaptively filtering said ambient noise signals in each of said frequency sub-bands

by said adaptive filter matrix in response to detecting one of presence and absence

of said target soundsignal in said sound signals received from said disparate

sound sources; and

synthesizing a full-band sound signal using said frequency sub-bandsof said

enhancedtarget sound signal by said synthesis filter bank.

Claim 6 (original): The method of claim 3, wherein said adaptive beamforming further

comprises detecting said presence of said target sound signal by an adaptation control

unit provided in said adaptive beamforming unit and adjusting a step size for said

Page 274 of 371 SONOS EXHIBIT 1016



Page 275 of 371 SONOS EXHIBIT 1016

adaptive filtering in response to detecting one of said presence and said absenceof said

target sound signal in said sound signals received from said disparate sound sources.

Claim 7 (original): The method of claim 1, wherein said noise reduction unit performs

noise reduction by using one of a Wiener-filter based noise reduction algorithm, a

spectral subtraction noise reduction algorithm, an auditory transform based noise

reduction algorithm, and a model based noise reduction algorithm.

Claim 8 (original): The method of claim 1, wherein said noise reduction unit performs

noise reduction in a plurality of frequency sub-bands, wherein said frequency sub-bands

are employed by ananalysis filter bank of said adaptive beamforming unit for sub-band

adaptive beamforming.

Claim 9 (Amended): A systemfor enhancing a target sound signal from a plurality of

sound signals, comprising:

an array of sound sensors positioned in [an arbitrary] a linear, circular, or other

configuration, wherein said sound sensors receive said sound signals from a

plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambientnoise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals, by determining a

delay between each of said sound sensors and an origin of said array of

said sound sensors as a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound

sensors and a reference axis, and an azimuth angle between said reference

axis and said target sound signal, when said target sound source that emits
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said target sound signal is in a two dimensional plane, wherein said delay

is represented in terms of number of samples, and wherein said

determination of said delay enables beamforming for [arbitrary numbers

of] said array of sound sensors [and] in a plurality of [arbitrary]

configurations [of said array of said sound sensors];

an adaptive beamforming unit that steers directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target

sound signal, wherein said adaptive beamforming unit enhancessaid target

sound signal and partially suppresses said ambient noise signals; and

a noise reduction unit that suppresses said ambientnoise signals for

further enhancingsaid target soundsignal.

Claim 10 (original): The system of claim 9, wherein said sound sourcelocalization unit

estimates said spatial location of said target sound signal from said target sound source

using a steered response power-phase transform.

Claim 11 (original): The system of claim 9, wherein said adaptive beamforming unit

comprises:

a fixed beamformerthat steers said directivity pattern of said array of said sound

sensors in said direction of said spatial location of said target sound signal from

said target sound source for enhancing said target sound signal, when said target

sound source 1s in motion;

a blocking matrix that feeds said ambient noise signals to an adaptive filter by

blocking said target soundsignal received from said target sound source; and

Page 276 of 371 SONOS EXHIBIT1016



Page 277 of 371 SONOS EXHIBIT 1016

said adaptive filter that adaptively filters said ambient noise signals in response to

detecting one of presence and absence of said target sound signal in said sound

signals received from said disparate sound sources.

Claim 12 (original): The system of claim 11, wherein said fixed beamformer performs

fixed beamforming by filtering and summing output sound signals from said sound
Sensors.

Claim 13 (original): The system of claim 11, wherein said adaptive filter comprises a set

of sub-band adaptive filters comprising:

an analysis filter bank that splits said enhancedtarget soundsignal from said fixed

beamformerand said ambientnoise signals from said blocking matrix into a

plurality of frequency sub-bands;

an adaptive filter matrix that adaptively filters said ambient noise signals in each

of said frequency sub-bandsin response to detecting one of presence and absence

of said target soundsignal in said sound signals received from said disparate

sound sources; and

a synthesis filter bank that synthesizes a full-band soundsignalusing said

frequency sub-bands of said enhancedtarget sound signal.

Claim 14 (original): The system of claim 9, wherein said adaptive beamforming unit

further comprises an adaptation control unit that detects said presence of said target

sound signal and adjusts a step size for said adaptive filtering in response to detecting one

of said presence and said absence ofsaid target sound signal in said sound signals

received from said disparate sound sources.
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Claim 15 (original): The system of claim 9, wherein said noise reduction unit is one of a

Wiener-filter based noise reduction unit, a spectral subtraction noise reduction unit, an

auditory transform based noise reduction unit, and a model based noise reduction unit.

Claim 16 (original): The system of claim 9, further comprising one or more audio codecs

that convert said sound signals in an analog form of said sound signals into digital sound

signals and reconverts said digital sound signals into said analog form of said sound

signals.

Claim 17 (original): The system of claim 9, wherein said noise reduction unit performs

noise reduction in a plurality of frequency sub-bands employed by an analysis filter bank

of said adaptive beamforming unit for sub-band adaptive beamforming.

Claim 18 (original): The system of claim 9, wherein said array of said sound sensors is

one of a linear array of said sound sensors, a circular array of said sound sensors, and an

arbitrarily distributed coplanar array of said sound sensors.

Claim 19 (Amended): The method of claim 1, wherein said delay (1) 1s [determined by a

formula t =fs*t, wherein fs is a sampling frequency and t is a time delay] calculated

based on said number of samples within a time period and a time delay for said target

sound signal to travel said distance between each of said sound sensors in said

microphone array and said origin of said array of said sound sensors, and wherein said

distance between said each of said sound sensors in the microphone array and said origin

of said array of said sound sensors can be same or different.

Claim 20 (Amended): A method for enhancing a target sound signal from a plurality of

sound signals, comprising:

providing a microphonearray system comprising an array of sound sensors

positioned in [an arbitrary] a linear, circular, or other configuration, a sound 

source localization unit, an adaptive beamforming unit, and a noise reduction unit,
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wherein said sound source localization unit, said adaptive beamforming unit, and
 

said noise reduction unit are integrated in a digital signal processor, and wherein

said sound sourcelocalization unit, said adaptive beamforming unit, and said

noise reduction unit are in operative communication with said array of said sound

Sensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source among said disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and an origin of said

array of said sound sensorsas a function of distance between each of said sound

sensors andsaid origin, a predefined angle between each of said sound sensors

and a first reference axis, an elevation angle between a second reference axis and

said target sound signal, and an azimuth angle betweensaidfirst reference axis

and said target sound signal, when said target sound source that emits said target

sound signal is in a three dimensional plane, wherein said delay is represented in

terms of number of samples, and wherein said determination of said delay enables

beamforming for [arbitrary numbers of] said array of sound sensors [and] in a

plurality of [arbitrary] configurations [of said array of said sound sensors];

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit;

performing adaptive beamforming for steering a directivity pattern of said array

of said sound sensors in a direction of said spatial location of said target sound

signal by said adaptive beamforming unit, wherein said adaptive beamforming

unit enhances said target sound signal and partially suppresses said ambient noise

signals; and
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suppressing said ambient noise signals by said noise reduction unit for further

enhancingsaid target soundsignal.

Claim 21 (Amended): A system for enhancing a target sound signal from a plurality of

sound signals, comprising:

an array of sound sensors positioned in [an arbitrary] a linear, circular, or other 

configuration, wherein said sound sensors receive said soundsignals from a

plurality of disparate sound sources, wherein said received soundsignals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target soundsignal from said received sound signals by determining a

delay between each of said sound sensors and an origin of said array of

said sound sensors as a function of distance between each of said sound

sensors and said origin, a predefined angle between each of said sound

sensors and a first reference axis, an elevation angle between a second

reference axis and said target sound signal, and an azimuth angle between

said first reference axis and said target sound signal, when said target

sound source that emits said target sound signal is in a three dimensional

plane, wherein said delay is represented in terms of number of samples,

and wherein said determination of said delay enables beamforming for

[arbitrary numbers of] said array of sound sensors [and] in a plurality of

[arbitrary] configurations [of said array of said sound sensors];

an adaptive beamforming unit that steers directivity pattern of said array

of said sound sensorsin a direction of said spatial location of said target

10
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sound signal, wherein said adaptive beamforming unit enhances said target

sound signal and partially suppresses said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals for

further enhancing said target soundsignal.

Claim 22 (New, amended): A method for enhancing a target sound signal from a plurality

of sound signals, comprising:

providing a microphone array system comprising an array of sound sensors, a

sound source localization unit, a beamforming unit, and a noise reduction unit,

wherein said sound source localization unit, said beamforming unit, and said

noise reduction unit are integrated in a digital signal processor, and wherein said

sound source localization unit, said beamforming unit, and said noise reduction

unit are in operative communication with said array of said sound sensors;

receiving said sound signals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source amongsaid disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and a reference point of

said array of said sound sensors as a function of distance between each of said

sound sensors and said reference point, a predefined angle between each of said

sound sensors and a reference axis, and an azimuth angle between said reference

axis and said target sound signal, when said target sound source that emits said

target sound signal is in a two dimensional plane, wherein said delay is
 

represented in terms of number of samples, and wherein said determination of

said delay enables beamforming for two or more of said sound sensors;
 

11
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estimating a spatial location of said target sound signal from said received sound
 

signals by said sound source localization unit;

performing beamforming for steering a directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal by

said beamforming unit, wherein said beamforming unit enhances said target

sound signal and partially suppresses said ambient noise signals; and

suppressing said ambient noise signals by said noise reduction unit for further

enhancing said target sound signal.

Claim 23 (New, amended): The method of claim 22, wherein said beamforming

comprises:

providing a fixed beamformer, a blocking matrix, and an adaptive filter in said

beamforming unit;

steering said directivity pattern of said array of said sound sensors in said

direction of said spatial location of said target sound signal from said target sound

source by said fixed beamformer for enhancing said target sound signal, when

said target sound source is in motion;

feeding said ambient noise signals to said adaptive filter by blocking said target

sound signal received from said target sound source using said blocking matrix;

and

adaptively filtering said ambient noise signals by said adaptivefilter in response

to detecting one of presence and absenceofsaid target sound signal in said sound

signals received from said disparate sound sources.
 

12
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Claim 24 (New, amended): The method of claim 23, wherein said beamforming further
 

comprises detecting said presence of said target sound signal by an adaptation control

unit provided in said beamforming unit and adjusting a step size for said adaptive

filtering in response to detecting one of said presence and said absenceof said target

sound signal in said sound signals received from said disparate sound sources.

Claim 25 (New, amended): The method of claim 22, wherein said noise reduction unit

performs noise reduction in a plurality of frequency sub-bands, wherein said frequency

sub-bands are employed by an analysis filter bank of said beamforming unit for sub-band

adaptive beamforming.

Claim 26 (New, amended): A system for enhancing a target sound signal from a plurality

of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals, by determining a

delay between each of said sound sensors and a reference point of said

array of said sound sensors as a function of distance between each of said

sound sensors and said reference point, a predefined angle between each

of said sound sensors and a reference axis, and an azimuth angle between
 

said reference axis and said target sound signal, when said target sound

source that emits said target sound signal is in a two dimensional plane,
 

wherein said delay is represented in terms of number of samples, and
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wherein said determination of said delay enables beamforming for two or

more of said sound sensors: 

a beamforming unit that steers directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound

signal, wherein said beamforming unit enhances said target sound signal

and partially suppresses said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals for

further enhancing said target sound signal.

Claim 27 (New, amended): The system of claim 26, wherein said beamforming unit

further comprises an adaptation control unit that detects said presence ofsaid target

sound signal and adjusts a step size for said adaptive filtering in response to detecting one

of said presence and said absence ofsaid target sound signal in said sound signals

received from said disparate sound sources.

Claim 28 (New, amended): The system of claim 26, wherein said noise reduction unit

performs noise reduction in a plurality of frequency sub-bands employed by an analysis

filter bank of said beamforming unit for sub-band adaptive beamforming.

Claim 29 (New, amended): The system of claim 26, wherein said array of said sound

sensors is one of a linear array of said sound sensors, and a circular array of said sound

sensors, and other types of array of said sound sensors.

Claim 30 (New, amended): A method for enhancing a target sound signal from a plurality

of sound signals, comprising:
 

providing a microphonearray system comprising an array of sound sensors, a
 

sound source localization unit, a beamforming unit, and a noise reduction unit,

wherein said sound source localization unit, said beamforming unit, and said

14
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noise reduction unit are integrated in a digital signal processor, and wherein said
 

sound source localization unit, said beamforming unit, and said noise reduction

unit are in operative communication with said array of said sound sensors;

receiving said soundsignals from a plurality of disparate sound sources by said

sound sensors, wherein said received sound signals comprise said target sound

signal from a target sound source amongsaid disparate sound sources, and

ambient noise signals;

determining a delay between each of said sound sensors and a reference point of

said array of said sound sensorsas a function of distance between each of said

sound sensors and said reference point, a predefined angle between each of said

sound sensors andafirst reference axis, an elevation angle between a second

reference axis and said target sound signal, and an azimuth angle between said

first reference axis and said target sound signal, when said target sound source

that emits said target sound signalis in a three dimensional plane, wherein said

delay is represented in terms of number of samples, and wherein said

determination of said delay enables beamforming for two or more of said sound

Sensors,

estimating a spatial location of said target sound signal from said received sound

signals by said sound source localization unit;

performing beamforming for steering a directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound signal by

said beamforming unit, wherein said beamforming unit enhancessaid target

sound signal and partially suppresses said ambient noise signals; and
 

suppressing said ambient noise signals by said noise reduction unit for further
 

enhancing said target sound signal.

15
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Claim 31 (New, amended): A system for enhancing a target sound signal from a pluralit
 

of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received soundsignals

comprise said target sound signal from a target sound source among said disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals by determining a

delay between each of said sound sensors and _a reference point of said

array of said sound sensors as a function of distance between each of said

sound sensors and said reference point, a predefined angle between each

of said sound sensors and a first reference axis, an elevation angle between

a second reference axis and said target sound signal, and an azimuth angle

between said first reference axis and said target sound signal, when said

target sound source that emits said target sound signal is in a three

dimensional plane, wherein said delay is represented in terms of number

of samples, and wherein said determination of said delay enables

beamforming for two or more of said sound sensors;

a beamforming unit that steers directivity pattern of said array of said

sound sensors in a direction of said spatial location of said target sound

signal, wherein said beamforming unit enhancessaid target sound signal

and partially suppresses said ambient noise signals; and
 

a noise reduction unit that suppresses said ambient noise signals for
 

further enhancing said target sound signal.

16
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Claim 32 (New, amended): A system for enhancing a target sound signal from a pluralit
 

of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received soundsignals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals by determining a

delay between each of said sound sensors and _a reference point of said

array of said sound sensors as a function of distance between each of said

sound sensors and said reference point and an angle of each of said sound

sensors biased from a reference axis; 

a beamforming unit that enhancessaid target sound signal and suppresses

said ambient noise signals: and

a noise reduction unit that suppresses said ambient noise signals.

Claim 33 (New, amended): A system for enhancing a target sound signal from a plurality

of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals
 

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;
 

a digital signal processor, said digital signal processor comprising:

17
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a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals by determining a

delay between each of said sound sensors and a reference point of said

array of said sound sensors as a function of distance between eachof said

sound sensors and said reference point, a predefined angle between each

of said sound sensors and a reference axis and an azimuth angle between

said reference axis and said target soundsignal;

a beamforming unit that enhancessaid target sound signal and suppresses

said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals.

Claim 34 (New, amended): A system for enhancing a target sound signal from a plurality

of sound signals, comprising:

an array of sound sensors, wherein said sound sensors receive said sound signals

from a plurality of disparate sound sources, wherein said received sound signals

comprise said target sound signal from a target sound source amongsaid disparate

sound sources, and ambient noise signals;

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals by determining a

delay between each of said sound sensors and a reference point of said
 

array of said sound sensors as a function of distance between each of said

sound sensors and said reference point, a predefined angle between each
 

of said sound sensors and a first reference axis, an elevation angle between

18
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a second reference axis and said target sound signal and an azimuth angle 

between said first reference axis and said target soundsignal;

a beamforming unit that enhances said target sound signal and suppresses

said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals.

Claim 35 (New, amended): A system for enhancing a target sound signal from a plurality

of sound signals, comprising:

an array of sound sensors positioned in a non-circular configuration, wherein said

sound sensors receive said sound signals from a plurality of disparate sound

sources, wherein said received sound signals comprise said target sound signal

from a target sound source amongsaid disparate sound sources, and ambient

noise signals:

a digital signal processor, said digital signal processor comprising:

a sound source localization unit that estimates a spatial location of said

target sound signal from said received sound signals by determining a

delay between each of said sound sensors and a reference point of said

array of said sound sensors as a function of distance between each of said

sound sensors and said reference point and an angle of each of said sound

sensors biased from a reference axis, wherein said distance between each 

of said sound sensors and said reference point varies from a minimum

value to a maximum value, and wherein said minimum value corresponds
 

to zero and said maximum value is defined based on a limitation

associated with size of said system;
 

19
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said ambient noise signals; and

a noise reduction unit that suppresses said ambient noise signals.

20
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Remarks

The Pending Claims

Claims 1-35 are currently pending. Reconsideration and allowance of the pending claims

is respectfully requested.

Summary of the office action

Thereissue oath/declaration filed with this application is defective (see 37 CFR 1.175

and MPEP § 1414).

Claims 1-35 are rejected as being based upon a defective reissue declaration under 35

U.S.C. 251 as set forth above. See 37 CFR 1.175.

Claim Amendments

Claims 1, 9 and 19-2lare amended; claims 2-8 and 10-18 remain as originally presented;

claims 22-35 are new, amended.

Response to the rejections

The office action states: ‘““The reissue oath/declaration filed with this application is

defective (see 37 CFR 1.175 and MPEP § 1414).”

In responseto the aboverejection, application has filed a new reissue declaration

with an attached sheet. The attached sheet identifies the location of the errors, how the

errors are rectified and the reason for the claim amendment. Applicant therefore

respectfully requests reconsideration and acceptance of the new reissue declaration.

21
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The office action further states: “Claims 1-35 are rejected as being based upon a

defective reissue declaration under 35 U.S.C. 251 as set forth above. See 37 CFR

1.175.”

In response to the above rejection, application has filed a new reissue declaration.

Furthermore, applicant has amended the claims as per the requirementsof a reissue

application. Applicant therefore respectfully requests that the rejection of claims 1-35

under 35 U.S.C 251 be reconsidered and withdrawn.

Conclusion

Applicant appreciates examiner’s finding that applicant’s response overcomesthe

cited prior arts. Applicant also appreciates examiner’s suggestion for overcoming the

defects in the reissue declaration and formatting of the amended claims. Applicant has

followed the suggestionsin the office action for overcoming the defects in the reissue

declaration. Applicant has further amended the claims with proper formatting as

suggested in the office action. Applicant therefore respectfully requests that a timely

notice of allowancebe issuedin this case. In the interest of compact prosecution,if a

claim may be made potentially allowable by an Examiner’s amendment, Examiner

Escalante is requested to call the undersigned with the proposed amendment.

Respectfully submitted,

Date: April 18, 2018
/a tankha/

Ashok Tankha

Attorney for Applicant
Reg. No: 33,802

Correspondence Address
Lipton Weinberger &Husick
36 Greenleigh Drive
Sewell, NJ 08080
Fax: 856-374-0246

Phone: 856-266-5145

Email: ash @ipprocurement.com
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Rocket Number (Optonaly

REISSUE APPLICATION DECLARATION BY THE INVENTOR CreativeTech ORE US

{ hanehy declare that
Each inventor's residence and mailing addrega are stated below next to their name.
i balieve | am the original inventor or an original joint inventor of the subject matter which is described and claimed
in patent number UCsRetree¢ Granted[Okeenee |hd far which a
reissue paleci is sought on the invention tiled —_Micrephone Anay System

the specification of which

C4] is-attached hereto

YY] was filed on JOM42018 88 pissue application number 15/293,626 .

The above-identified application was made or authorized to be made by me.

{hereby acknowledge thal any wilful faise statement made in this declaration is punishable under 18 U.S.C. 1004 by fine
or imprisonment of not more than five (&) years, ar both.

1 believe the original patent to be wholly or partly inoperative or invalid, for the raasons described
below. (Check all boxes that apply.)

CI by reason of a defective specification or drawing.

CI by reason of the patentee claiming more or less than he had the right to claire in the patent,

by reason of other errors.

Atleast one error upon which reissue is based is described below. If the reissue is a broadening
reissue, a claim that the application seeks to broaden must be identified:

independent claims 1, 9, 20-22, 26, and 30-35 have been amended for more clarity (see
attached sheets)

 
Page 1 of 2

This calection of infosnstion is raquivad by 37 CFR 1475. The mformation is Seated 2 ubtain os retain a benefit by the publ which isto file (and by ihe USPTO
tO process} an appfication, Conigentiaily is governed by 24 U.S.C. 122 and 27 CFR 1.14 and 1.14. This omlection is extiviste:t 16 texe 2G minutes to complete,
lacluding gathering, priparing, ard submittiig the complied appilasting fore to tHe USPTO. Time wit vary depending upon the ladividual case. Any communis on
ihe amount of tine you yequins to complnte this form andoy suggestions tor reducing this burden, shautd be sant fo the Chief information Officer, U.S, Pistant and
Frademark. Office, US. Dapariment of Commanie, P.O. Sox 1450, Alexandria, VA 22313-1450. OO NOT SEND FEES OR COMPLETED FORMS TO THIS
ADDRESS. SEND Tt Commissioner for Patents, P.O. Box 1460, Alexandria, VA 22343-4450.

if you need assistance in completing ihe fm, call 1-80PTO-G199 and select option 2.
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PTOVAIAIOS (06-42)
Spproved fer use through O13N2026. OMS OSST00as

US, Fatent and Trademark Office, U.S. GEPARTMENT OF COMMERCE
iitder the Papxnsurk Revuction Act of 1995, no persone ore regtired fe respond to. 8. collaction of dvformeting uninss R disnlays a valid OMB coniestnumber.

j Docket Number {Ootional}

{REISSUE APPLICATION DECLARATION BY THE INVENTOR, page2} |CreativeTech OTRE US

Note: To appoint a power of attorney, use form PTOAAIA/S1.

Correspondence Address: Direct all communications. about ihe apofication to:

f| The address associated with Custorner Number: | |OR
Fim or

x individpal Name Ashok Tankha nenenenis
Address 36 Greenleigh Drive

LaeSewell,State|NS—_2|2” | ogogo
SereUSA7 | - |

856-266-5145 ash@ipprocurement.com

WARNING:

Petiionerfepplicant is cautioned to avoid submitting personal information in documents fled in a patent application that may
contribute {9 identity theft. Personal information such as social security numbers, bank account mumbers, or credit card
numbers (other than a check ar credit card authorization form PTO-2038 submitied for payment purpases) is never required by
the USPTO to suppert a petition of an application. If this type of personal information is included in documents submited te
the USPTO, pefitioners/applicants should consider tadacting such personal information from the documents before submitting
thern fo the USPTO. Patitionerfapplicant is advised that the record of @ patent application is available te the public after
publication of the application (unless 2 nen-publicalion request in compliance with 37 CFR 1.215(a) is. made in the application}
or issuance of a patent. Furthermore. the record from an abandoned application may also be available to the public if the
appication is referenced in a published application or an issued patent (see 37 CFR 1.14). Checks and credit card
authorization forme PTO-2038 submitted for payment purposes are not relained in ihe apolication file and therefore are nai
publicly availabls,

 

 
 
 

Lagal name of sole or first inventor (Eg., Given Name(first and middie Uf any} and Family Name ar Sumarma}

iManl Zhu

  
 

 

inventor's Signature i Dats (Ontionall

| 4 Arltpw “13/2018
Residence: City State | Sounty
New City NY USA
Maiing Address

49 Weadside Dr

Ons uppinmentni shanti} PTOVAIGI1S atinehed naewta,wes
{al Adittorial bint inventions ane named an de

iPags 2 of 2!
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Privacy Act Statement

The Privacy Act of 1974 (PLL. 95-679) requires that you be given certain information in connection
with your submission of the attached form related to 3 patent application or patent. Accordingly,
pursuant to the requirements of the Act, please be advised that: (4) the general authority for the
collection of this information js 36 US.C. 2(b}2}; (2) furnishing of the infomation solicited is voluntary;
and (3) the principal purpose for which the information is used by the U.S. Patent and Trademark
Office is to process and/or examine your submission related to a patent application or patent, if you de
not furnish the requested information, the US. Patent and Trademark Office may not Se able te
process and/or examine your submission, which may result in lermination of proceedings or
abandonment of the application or expiration of the patent,

The information provided by you in this form will be subject to the following routine uses:

t. The information or this form wil be treated confidentially to the exten! allawed under the
Freedom of Infarmation Act (6 U.S.C. 552) and the Privacy Act (5 U.S.C 8524}. Records from
this system of records may be disclosed to the Department of Justice to determine whether
disclosure of these records is required by the Freadom of information Act.

2. Arexord fram this system af records may be disciasad, 35 a routine use,in the course of
presenting evidence te a court, magistraie, or administrative tdbunal, inchiding disclosures to
opposing counsel in the course of settlement negotiations.

3. A record inthis system of records may be disciosed, as a routine use, to a Membarof
Cangress submitting a request involving an individual, fo whom the record pertains, when the
individual has requested assistance fram the Member with respect to fhe sublect matter of the
record,

4. A racerd in this system of records may be disclosad, as a routine use, to a cantractor of the
Agensy having need for the information in order fo perfarm a contract. Recipients of
information shall be required to comply with the requirements of the Privany Act of 1974, as
amended, pursuant fo § U.S.C. B52a{m).

5. Arecord ralated to an Intemational Application fled undar the Patent Cooperation Treaty in
this system of records may be disciased, as a routine usa, fo the International Bureau of the
World intellactual Property Ongenization, pursuant te the Patent Cooperation Treaty.

&. A fecord in this system of records may he disclosed, as a routing use, to another federal
agencyfor purposes of National Security review (36 U.S.C. 181} and for review pursuant to
the Atomic Enargy Act (42 1.5.0. 218{e)).
A record fram this system of records may be disclosed, as a routine uge, fo the Administrator,
General Services, or his/her designea, during an Inspection of records canducted by GSA as
pad of thal agency's responsibility fo. racommend mprovements in records management
practices and programs, under authority of 44 U.S.C. 2804 and 2906, Such disclosure shail
be made in accordance with the GSA requiations governing inspection of records for this
purpose, and any other relevant (he., GSA or Commerce) directive, Such disclosure shall sat
be used to make determinations about individuals,

& A recerd from ths system of raoanis may be disclosed, as a routine use, fo the public afer
alther publication of the application pursuant fo 36-U.S.C. 122(6) of issuance of a patent
pursuant io 35 U.S.C. 181. Further, a record may be disclosad, subject iy the limitations of 37
CFR 1.14, a3 a rovine use, to the public if the ssoord was filed in an sppication which
became abandoned or in which the proceedings were terminatad and which application is
teferanced by aither a published application, an application open to public inspection or an
igsued patent.

9. Arecord fromthie sysiemof recerds may be disclosed, 83 8 muting use, to a Federal, Staia,
or local law enfarcement agency, if the USPTO becomes aware of a violation or potential
vigiation of law or regulation.

ond
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Attached Sheet

The limitation: “providing a microphone array system comprising an array ofsound sensors

positioned in [an arbitrary] a linear, circular, or other configuration, a sound source 

localizationunit, an adaptive beamforming unit, and a noise reductionunit, wherein said sound

source localization unit, said adaptive beamforming unit, and said noise reduction unit are
 

integrated in a digital signal processor, and wherein said sound source localization unit, said

adaptive beamforming unit, and said noise reduction unit are in operative communication with

said array ofsaid sound sensors” in claim 1 has been amendedbyreplacing the terms “an

arbitrary” to “a linear, circular, or other’ to add moreclarity. The term “arbitrary” is vague.It

is replaced by “a linear, circular, or other’, which better describes the configuration of the

microphonearray system. Furthermore, in the same limitation, to further add moreclarity to the

structure of the microphonearray system, the terms “said sound source localization unit, said

adaptive beamforming unit, and said noise reduction unit are integrated in a digital signal

processor’ have been added to show theintegration of sound source localization unit, adaptive

beamforming unit and noise reduction unit within a digital signal processor.

Similar amendment has been madein the other independent claims 9, 20-22, 26 and 30-

35.
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Doc Code: A.NE.AFCP

DocumentDescription: After Final Consideration Pilot Program Request

PTO/SB/434 (05-13)

CERTIFICATION AND REQUEST FOR CONSIDERATION UNDER THE

AFTER FINAL CONSIDERATION PILOT PROGRAM 2.0

Practitioner Docket No.: Application No.: Filing Date:

CreativeTech_01RE_US| 15/293,626 10/14/2016
First Named Inventor: Title:

Manli Zhu Microphone Array System

APPLICANT HEREBY CERTIFIES THE FOLLOWING AND REQUESTS CONSIDERATION UNDERTHE AFTER FINAL CONSIDERATION PILOT

PROGRAM2.0 (AFCP 2.0) OF THE ACCOMPANYING RESPONSE UNDER 37 CFR 1.116.

1. The above-identified application is (i) an original utility, plant, or design nonprovisional application filed under
35 U.S.C. 111{a) [a continuing application (e.g., a continuation or divisional application) is filed under 35 U.S.C. 111(a) and is
eligible under (i)], or (ii) an international application that has entered the national stage in compliance with 35 U.S.C. 371(c).

The above-identified application contains an outstandingfinal rejection.

Submitted herewith is a response under 37 CFR 1.116 to the outstandingfinal rejection. The response includes an
amendmentto at least one independentclaim, and the amendmentdoesnot broaden the scopeof the independentclaim in
any aspect.

This certification and request for consideration under AFCP 2.0 is the only AFCP 2.0 certification and requestfiled in
responseto the outstandingfinal rejection.

Applicantis willing and available to participate in any interview requested by the examiner concerning the present response.

This certification and request is being filed electronically using the Office’s electronicfiling system (EFS-Web).

Anyfees that would be necessary consistent with current practice concerning responsesafter final rejection under 37 CFR
1.116, e.g., extension of time fees, are being concurrently filed herewith. [There is no additional fee required to request
consideration under AFCP2.0.]

Byfiling this certification and request, applicant acknowledgesthefollowing:

Reissue applications and reexamination proceedingsare noteligible to participate in AFCP 2.0.
The examiner will verify that the AFCP 2.0 submission is compliant, /.e., that the requirements of the program have been met
(see items 1 to 7 above). For compliant submissions:

o The examiner will review the response under 37 CFR 1.116 to determineif additional search and/or consideration
(i) is necessitated by the amendmentand(ii) could be completed within the time allotted under AFCP2.0.If
additional search and/or consideration is required but cannot be completed within the allotted time, the examiner
will process the submission consistent with current practice concerning responsesafterfinal rejection under
37 CFR 1.116, e.g., by mailing an advisory action.
If the examiner determines that the amendment doesnot necessitate additional search and/or consideration, or if
the examiner determinesthat additional search and/or consideration is required and could be completed within
the allotted time, then the examiner will consider whether the amendmentplaces the application in condition for
allowance(after completing the additional search and/or consideration,if required). If the examiner determines
that the amendment does not place the application in condition for allowance, then the examinerwill contact the
applicant and request an interview.

. The interview will be conducted by the examiner, and if the examiner does not have negotiation
authority, a primary examiner and/or supervisory patent examinerwill also participate.
If the applicant declines the interview, or if the interview cannot be scheduled within ten (10) calendar
days from the date that the examiner first contacts the applicant, then the examiner will proceed
consistent with current practice concerning responsesafterfinal rejection under 37 CFR 1.116.

Signature Date

/a tankha/ 04/18/2018
Name Practitioner

(Print/Typed) Registration No.
Ashok Tankha 33802

Note: This form must be signed in accordance with 37 CFR 1.33. See 37 CFR 1.4(d) for signature requirements and certifications. Submit multiple
forms if more than one signature is required, see below*.

 
[| * Total of forms are submitted.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this information is
35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which
the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission
related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and
Trademark Office may not be able to process and/or examine your submission, which mayresult in termination
of proceedings or abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of
records may be disclosed to the Department of Justice to determine whether disclosure of these
recordsis required by the Freedom ofInformation Act.
A record from this system of records may be disclosed, as a routine use, in the course of presenting
evidence to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in
the course of settlement negotiations.
A record in this system of records may be disclosed, as a routine use, to a Member of Congress
submitting a request involving an individual, to whom the record pertains, when the individual has
requested assistance from the Memberwith respect to the subject matter of the record.
A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency
having need for the information in order to perform a contract. Recipients of information shall be
required to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C.
552a(m).
A record related to an International Application filed under the Patent Cooperation Treaty in this
system of records may be disclosed, as a routine use, to the International Bureau of the World
Intellectual Property Organization, pursuant to the Patent Cooperation Treaty.
A record in this system of records may be disclosed, as a routine use, to another federal agency for
purposes of National Security review (85 U.S.C. 181) and for review pursuant to the Atomic Energy Act
(42 U.S.C. 218(c)).
A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that
agency’s responsibility to recommend improvements in records managementpractices and programs,
under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the
GSA regulations governing inspection of records for this purpose, and anyother relevant (i.e., GSA or
Commerce) directive. Such disclosure shall not be used to make determinations aboutindividuals.
A record from this system of records may be disclosed, as a routine use, to the public after either
publication of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35
U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine
use, to the public if the record wasfiled in an application which became abandonedorin which the
proceedings were terminated and which application is referenced by either a published application, an
application open to public inspection or an issued patent.
A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local
law enforcement agency, if the USPTO becomes aware of a violation or potential violation of law or
regulation.
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Privacy Act Staternent

The Privacy Act of 1974 (FL. 93-579) requires that you be given certain information in connection
with your sghmtission of the attached forn related to & patent eopiination or patent Ancordingly,
nursuent to the requirements of the Act, please be aovisext thal (1) ite general authornty for the
omlaction of this informationis 26 U.S.C. 2(DNS» (2) fumishing of the information solicites! ia volumiary,
and (3) the principal purnosefor which the information is used by the U.S. Patent and Trademark
Office is to process and/or axamine your submission related to a patent apnlication ar patent. H yeu do
not furnish the requested information, ihe U.S. Patent and Trademark Office may not be abie to
process ancdfar examine your submission, whinh may reaalt in termination of proceedings or
abandormment of the application or expirationof the patent.

 
 

The information provided by you im this form will be subject to fhe following routine uses:

4. The information orthis form will be lreater! cornfidantially to the extant allowad urnier the
Freedom of information Act (5 U8.C, 8523) and the Privacy Act (3 US.0 SS2a). Recards from
this syshem of recards may Ge disclosed to the Department af Justios ta cistenmine whether
discipsure of these records is required by the Freecom of information Act
A racard from this system of records may be disclosed, as @ routine use, Inthe course af
presenting evidenceto 4 court, magistrate, or administrative tribunal, inclucing disclosures to
aphosing course! in the course of setiement negotiations.

3. A teoord in this system of records may be diaciosed, as 4 routine use, io a Member of
Congress submitting & request mvolving an individual, io whom the recom periains, when the
individual has requested assistance from the Member with respect to the sublect rnatter of the
record,

4. A record in tiie system of records may be disclosed, as a roubre use, to @ coninactor of ihe.
Agency having reed for the information in order la perform a contract. Recipients of
infornatian stati be required tu comply with the requiraments ofthe Povacy Act of 1974, as
arnended, pursuantto & U.S.C. BS2aim).

& A rpeord related to an international Appiination Med under the Palent Couperation Treatyin
this system of records may be dhachased, as @ routine use, to the Intemational Bureau of the
World niciectual Property Organization, pursuant in ine Patent Cooperation Treaty

6 A record in this sysiem of records may be disclosed, ag a routine use, ic another federal
agencyfor purposes of National Senurity review GS U.S.C. 181) and for review pursuant to
ine Atomic Energy Act (42 5.0, 21Sich.
A peonrd from this systern of recoris may be distlosed, as a rautine use, to the Administrator,
General Services, or his/her dasignes, during an inspection of facorde conducted by GSAas
pari of that agency's respanaibility to recommend imorovemaents in records management
practices and programs, under authority of 44 U Ga. S04and 2o06 Such disclosure shall
he raade in accordance with the GSA requiations governing inspection of recards for this
puspese, and ary ather relevant (ie... GSA ar Corarnerce} directive, Such disclosure shall nol
be used fo rake detenninations abois incdividuais.

A record fram this system of records may be disclosed, as a routine use, to fhe publin after
ether publication of the application pursuant fo 35 U8.0. 12206) of issuance of a patent
pursuant fo 35 U.S.C. 157. Further, a mecord may be discinsed, subject to ine iratetions of If
CFR Td4, as & routine use, fo the public if the reourd was fied in an application whieh
became aberdored of in which ifm orocneedings were termineted ari whinh anplostian is
referenoad by ether a oublshed application, an anmiination oper to public inspection ar an
issued patent.

Q. A regord from this systemof records maybe disolosad, as a routine use, to a Federal, State,
or local law enfercement aqenoy, ifthe USPTO bacames aware of a viclationor potential
Vinlationof law or regulation,

 

Ni
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Electronic AcknowledgementReceipt

Application Number: 15293626

International Application Number:

Confirmation Number: 4199

Title of Invention: MicrophoneArray System

a
a

Paymentinformation:

 
Submitted with Payment

File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

CreativeTech_01RE_US_Trans

mittal_Letter.pdf
Transmittal Letter

ed597fcc5893271 1861bd6a435b4b550600}
4e7c0 
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Information:

ResponseAfter Final Action

Information:

Oath or Declarationfiled

Information:

Miscellaneous Incoming Letter

Information:

After Final Consideration Program
Request

Information:

Oath or Declarationfiled

Information:

Page 302 of 371

CreativeTech_01RE_US_Respo
nse.pdf

CreativeTech_01RE_US_Reissu
eDeclaration_First_Inventor.

pdf

CreativeTech_01RE_US_Attach

ed_Sheet.pdf

CreativeTech_O1RE_US_sb0434

.pdf

CreativeTech_01RE_US_Declar

ation_Second_Inventor.pdf

TotalFiles Size (in bytes)

159311

£40efc73a90b6d5bfc939aa973 be9f7e06f8a}
S5f0

2005436

aa1caa3f691972070884044bd705 765 3486
43a4 po

dc37c8d20ef1 3400cc8068c675cfaab102bd}
b022 —

226515

a50e07f24cf1 37a528cc07dc9b03d093863¢
alfa po

799220

$f1b324454d3c348d5dee632e8bec7bbc77|
ee115 po

3247973
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This AcknowledgementReceipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

In re. application of:
Manli Zhu

Application No.: 15/293,626 Examiner: Escalante, Ovidio
Filed: 10/14/2016 Art Unit: 3992

Applicant: Li Creative Technologies, Inc. Atty. Docket No: CreativeTech_01RE_US
Title: Microphone Array System

Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450

Alexandria, VA 22313-1450

TRANSMITTAL LETTER

1. Attachments: Weare transmitting herewith the attached papers for the above
identified patent application:

° Responseto final office action under “After Final Consideration Pilot
Program 2.0” (22 pages); and

e Form SB434 for consideration under “After Final Consideration Pilot

Program 2.0’;
Reissue application declaration by the inventor, Form PTO/ATA/05;
Supplemental sheet for declaration, Form PTO/ATA/10; and
Attached sheet (1 page).

2. General Authorization to charge or credit fees: The Director is hereby authorized to
charge any underpaymentof fee or any other fee that may be required to deposit account
# 600314.

3. Certificate Of Transmission Under 37 § CFR 1.8: The undersigned hereby certifies
that this Transmittal Letter and the papers as described in paragraph | hereinabove, are
being electronically transmitted to the United States Patent and Trademark Office via the
USPTOelectronic filing system on this 18" day of April 2018.

Respectfully submitted,

Date: April 18, 2018 /a tankha/
Ashok Tankha

Attorney For Applicant
Reg. No. 33,802

Correspondence Address
Lipton, Weinberger & Husick
36 Greenleigh Drive
Sewell, NJ 08080
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Phone: 856-266-5145

Fax: 856-374-0246

Email: ash @ipprocurement.com
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PTO/SB/06 (09-11)
Approvedfor use through 1/31/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF GOMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PATENT APPLICATION FEE DETERMINATION RECORD[|4ppiication or Docket Number Filing Date
Substitute for Form PTO-875 15/293,626 10/14/2016|L] Tobe mailed

ENTITY: [-]LaRGeE &X smatt [] micro

APPLICATION AS FILED — PART|

(Column 1) (Column 2)

NUMBER FILED NUMBER EXTRA

37 CFR 1.16(a), (b), or (¢

37 CFR 1.16(k), (i), or (m

CL EXAMINATION FEE

TOTAL CLAIMS j .
37 CFR 1.16(i minus 20 =

INDEPENDENT CLAIMS J .
37 CFR 1.16(h minus 3 =

If the specification and drawings exceed 100 sheets
of paper, the application size fee due is $310 ($155
for small entity) for each additional 50 sheets or
fraction thereof. See 35 U.S.C. 41(a)(1)(G) and 37
CFR 1.16(s).

[_] MULTIPLE DEPENDENT CLAIM PRESENT(37 CFR 1,16(j)

LAPPLICATION SIZE FEE
(37 CFR 1.16(s))

* If the difference in column 1 is less than zero, enter “O” in column 2.

APPLICATION AS AMENDED- PARTII

(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST

hereNG p SREYOUSLY PRESENT EXTRA ADDITIONALFEE($)AMENDMENT PAID FOR

C Application Size Fee (837 CFR 1.16(s))

Cc FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

AMENDMENT
(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST
REMAINING NUMBER

AFTER PREVIOUSLY PRESENT EXTRA
AMENDMENT PAID FOR

Total (37 CFR + ; aosCiae
Ind dent * i tik

esCdee
[_] Application Size Fee (37 CFR 1.16(s))

Cc FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))
AMENDMENT
* If the entry in column 1 is less than the entry in column2, write “O” in column 3. LIE
** If the “Highest NumberPreviously Paid For” IN THIS SPACEis less than 20, enter “20”. PATRICIA F. LEWIS
*** If the “Highest Number Previously Paid For’ IN THIS SPACEis less than 3, enter “3”.
The “Highest Number Previously Paid For’ (Total or Independent) is the highest numberfound in the appropriate box in column 1.

 
This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public whichis tofile (and by the USPTOto
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO.Time will vary depending uponthe individual case. Any comments on the amountof time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and TrademarkOffice, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS
ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/SB/06 (09-11)
Approvedfor use through 1/31/2014. OMB 0651-0032

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF GOMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

PATENT APPLICATION FEE DETERMINATION RECORD[|4ppiication or Docket Number Filing Date
Substitute for Form PTO-875 15/293,626 10/14/2016|L] Tobe mailed

ENTITY: [-]LaRGeE &X smatt [] micro

APPLICATION AS FILED — PART|

(Column 1) (Column 2)

NUMBER FILED NUMBER EXTRA

37 CFR 1.16(a), (b), or (¢

37 CFR 1.16(k), (i), or (m

CL EXAMINATION FEE

TOTAL CLAIMS j .
37 CFR 1.16(i minus 20 =

INDEPENDENT CLAIMS J .
37 CFR 1.16(h minus 3 =

If the specification and drawings exceed 100 sheets
of paper, the application size fee due is $310 ($155
for small entity) for each additional 50 sheets or
fraction thereof. See 35 U.S.C. 41(a)(1)(G) and 37
CFR 1.16(s).

[_] MULTIPLE DEPENDENT CLAIM PRESENT(37 CFR 1,16(j)

LAPPLICATION SIZE FEE
(37 CFR 1.16(s))

* If the difference in column 1 is less than zero, enter “O” in column 2.

APPLICATION AS AMENDED- PARTII

(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST

hereNG p SREYOUSLY PRESENT EXTRA ADDITIONALFEE($)AMENDMENT PAID FOR

C Application Size Fee (837 CFR 1.16(s))

Cc FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))

AMENDMENT
(Column 1) (Column 2) (Column 3)

CLAIMS HIGHEST
REMAINING NUMBER

AFTER PREVIOUSLY PRESENT EXTRA
AMENDMENT PAID FOR

Total (37 CFR + ; aosCiae
Ind dent * i tik

esCdee
[_] Application Size Fee (37 CFR 1.16(s))

Cc FIRST PRESENTATION OF MULTIPLE DEPENDENTCLAIM (37 CFR 1.16(j))
AMENDMENT
* If the entry in column 1 is less than the entry in column2, write “O” in column 3. LIE
** If the “Highest NumberPreviously Paid For” IN THIS SPACEis less than 20, enter “20”. PATRICIA F. LEWIS
*** If the “Highest Number Previously Paid For’ IN THIS SPACEis less than 3, enter “3”.
The “Highest Number Previously Paid For’ (Total or Independent) is the highest numberfound in the appropriate box in column 1.

 
This collection of information is required by 37 CFR 1.16. The information is required to obtain or retain a benefit by the public whichis tofile (and by the USPTOto
process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete, including gathering,
preparing, and submitting the completed application form to the USPTO.Time will vary depending uponthe individual case. Any comments on the amountof time you
require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and TrademarkOffice, U.S.
Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMSTO THIS
ADDRESS. SEND TO: Commissionerfor Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

 
NOTICE OF ALLOWANCE AND FEE(S) DUE

 
   

64188 7590 05/02/2018

ASHOK TANKHA ESCALANTE,OVIDIO
36 GREENLEIGH DRIVE

SEWELL, NJ 08080
3992

DATE MAILED:05/02/2018

15/293 ,626 10/14/2016 Manli Zhu CreativeTech_O1REUS 4199

TITLE OF INVENTION: Microphone Array System

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE|PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $500 $500 08/02/2018

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCEIS NOT A GRANT OF PATENT RIGHTS.

THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE
MAILING DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS
STATUTORY PERIOD CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES
NOT REFLECT A CREDIT FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS

PREVIOUSLY BEEN PAID IN THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM
WILL BE CONSIDERED A REQUEST TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW
DUE.

HOW TO REPLYTO THIS NOTICE:

I. Review the ENTITY STATUSshownabove.If the ENTITY STATUSis shown as SMALL or MICRO,verify whether entitlement to that
entity status still applies.

If the ENTITY STATUSis the same as shown above, pay the TOTAL FEE(S) DUE shown above.

If the ENTITY STATUSis changed from that shown above, on PART B - FEE(S) TRANSMITTAL,complete section number5 titled
"Change in Entity Status (from status indicated above)".

For purposes of this notice, small entity fees are 1/2 the amount of undiscounted fees, and micro entity fees are 1/2 the amountof small entity
fees.

II. PART B - FEE(S) TRANSMITTAL,orits equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE(if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed and an extra copy of the form should be submitted. If an equivalent of Part B isfiled, a
request to reapply a previously paid issue fee must be clearly made, and delays in processing may occur due to the difficulty in recognizing
the paper as an equivalentof Part B.

IH. All communications regarding this application must give the application number. Please direct all communications prior to issuance to
Mail Stop ISSUE FEE unless advisedto the contrary.

IMPORTANT REMINDER: Maintenancefees are due in utility patents issuing on applications filed on or after Dec. 12, 1980. It is
patentee's responsibility to ensure timely payment of maintenance fees when due. More informationis available at
www.uspto.gov/PatentMaintenanceFees.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450
or Fax (571)-273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE(if required). Blocks 1 through 5 should be completed where
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
indicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS"formaintenance fee notifications.

 

Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying

CURRENT CORRESPONDENCE ADDRESS(Note: Use Block 1 for any changeof address) apers. Each additional paper, such as an assignment or formal drawing, must
have its own certificate of mailing or transmission.

Certificate of Mailing or Transmission
64188 7590 05/02/2018 I hereby certify that this Fee(s) Transmittal is being deposited with the United

ASHOK TANKHA States Fostal Service with sutficient postage for first class mailin an envelopeaddressed to the Mail Stop ISSUE FEE address above, or being facsimile
36 GREENLEIGH DRIVE transmitted to the USPTO (571) 273-2885, on the date indicated below.
SEWELL, NJ 08080 (Depositor's name)

(Signature)

(ate) 
 
  APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKETNO. CONFIRMATION NO.

15/293,626 10/14/2016 Manli Zhu CreativeTech_O1REUS 4199

TITLE OF INVENTION: Microphone Array System

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE|PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $500 $500 08/02/2018

 

EXAMINER ART UNIT CLASS-SUBCLASS

ESCALANTE, OVIDIO 3992 381-300000

1. Change of correspondence addressor indication of "Fee Address" (37 2. For printing on the patent front page,list  
CFR 1.363). : 1(1) The namesofup to 3 registered patent attorneys

LI Change of correspondence address (or Change of Correspondence or agents OR,alternatively,
Address form PTO/SB/122) attached. 2

 
(2) The nameofa single firm (having as a member a
registered attorney or agent) and the namesof up to
2 registered patent attorneys or agents. If nonameis 43
listed, no namewill be printed.

LI "Fee Address" indication (or "Fee Address” Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Numberis required.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT(printor type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

(A) NAMEOF ASSIGNEE (B) RESIDENCE:(CITY and STATE OR COUNTRY)

   
Please check the appropriate assignee category or categories (will not be printed on the patent) : LV individual LJ Corporation or other private group entity (J Government

  
4a. The following fee(s) are submitted: 4b. Paymentof Fee(s): (Please first reapply any previously paid issue fee shown above)

L] Issue Fee LIA checkis enclosed.

_] Publication Fee (No small entity discount permitted) Lj Paymentby credit card. Form PTO-2038 is attached.
LT Advance Order - # of Copies [I The directoris hereby authorized to charge the required fee(s), any deficiency, or credits any

overpayment, to Deposit Account Number (enclose an extra copy ofthis form).

5. Change in Entity Status (from status indicated above)

| Applicantcertifying micro entity status. See 37 CFR 1.29 NOTE:Absenta valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue
fee paymentin the micro entity amountwill not be accepted at the risk of application abandonment.

 

Lj Applicant asserting small entity status. See 37 CFR 1.27 NOTE:If the application was previously under micro entity status, checking this box will be taken
to be a notification ofloss of entitlement to micro entity status.

  
Lj Applicant changing to regular undiscounted fee status. NOTE: Checking this box will be taken to be a notification ofloss of entitlement to small or micro

entity status, as applicable.

NOTE:This form mustbe signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 14 for signature requirements and certifications.

Authorized Signature Date
  

Typed or printed name Registration No.
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UNITED STATES PATENT AND TRADEMARK OFFICE
UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450
Alexandria, Virginia 22313-1450
www.uspto.gov

APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKETNO. CONFIRMATION NO.

 
 
   

15/293 ,626 10/14/2016 Manli Zhu CreativeTech_O1REUS 4199

64188 7590 05/02/2018

ASHOK TANKHA ESCALANTE,OVIDIO
36 GREENLEIGH DRIVE

SEWELL, NI 08080
3992

DATE MAILED: 05/02/2018

Determination of Patent Term Extension or Adjustment under 35 U.S.C. 154 (b)

A reissue patent is for "the unexpired part of the term of the original patent." See 35 U.S.C. 251. Accordingly, the
above-identified reissue application is not eligible for Patent Term Extension or Adjustment under 35 U.S.C. 154(b).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or (571)-272-4200.
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OMB Clearance and PRA Burden Statement for PTOL-85 Part B

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and
Budget approval before requesting most types of information from the public. When OMB approves an agency
request to collect information from the public, OMB (i) provides a valid OMB Control Number and expiration
date for the agency to display on the instrument that will be used to collect the information and (ii) requires the
agency to inform the public about the OMB Control Number’s legal significance in accordance with 5 CFR
1320.5(b).

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain
or retain a benefit by the public whichis to file (and by the USPTO to process) an application. Confidentiality is
governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 12 minutes to complete,
including gathering, preparing, and submitting the completed application form to the USPTO. Time will vary
depending upon the individual case. Any comments on the amount of time you require to complete this form
and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, Virginia 22313-1450. DO NOT
SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box

1450, Alexandria, Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to
respondto a collection of information unlessit displays a valid OMB control number.

Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the
requirements of the Act, please be advised that: (1) the general authority for the collection of this informationis
35 U.S.C. 2(b)(2); (2) furnishing of the informationsolicited is voluntary; and (3) the principal purpose for which
the information is used by the U.S. Patent and Trademark Office is to process and/or examine your submission
related to a patent application or patent. If you do not furnish the requested information, the U.S. Patent and
Trademark Office may not be able to process and/or examine your submission, which mayresult in termination of
proceedings or abandonmentof the application or expiration of the patent.

The information provided by youin this form will be subject to the following routine uses:
1. The information on this form will be treated confidentially to the extent allowed under the Freedom of

Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records
may be disclosed to the Department of Justice to determine whether disclosure of these records is required
by the Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of
settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a
request involving an individual, to whom the record pertains, when the individual has requested assistance
from the Memberwith respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to
comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes
of National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C.
218(c)).

7. A record from this system of records may be disclosed, as a routine use, to the Administrator, General
Services, or his/her designee, during an inspection of records conducted by GSA as part of that agency's
responsibility to recommend improvements in records managementpractices and programs, under authority
of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations
governing inspection of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive.
Such disclosure shall not be used to make determinations about individuals.

8. A record from this system of records may be disclosed, as a routine use, to the public after either publication
of the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a
record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the
record was filed in an application which became abandoned or in which the proceedings were terminated
and which application is referenced by either a published application, an application open to public
inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
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Application No. Applicant(s)
15/293,626 ZHU ET AL.

: aye i i AIA (First Inventor to File)
Notice of Allowability ExaminerSCALANTE too Status

No

-- The MAILING DATEof this communication appears on the cover sheet with the correspondence address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSEDin this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANTOF PATENT RIGHTS. This application is subject to withdrawal from issue atthe initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1. KJ This communication is responsive to 4/18/18.

LIA declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/werefiled on

2. (J An election was madeby the applicant in response to a restriction requirement set forth during the interview on ; the restriction
requirement and election have been incorporated into this action.

3. K] The allowed claim(s)is/are 1-35. As a result of the allowed claim(s), you maybeeligible to benefit from the Patent Prosecution
Highwayprogram at a participating intellectual property office for the corresponding application. For more information, please see

htto:/Awww.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

4. 1] Acknowledgmentis madeof a claim for foreign priority under 35 U.S.C. § 119(a)-(d)or(f).

Certified copies:

a)OJ All =b)LJSome “*c) (J Noneofthe:

1. [] Certified copies of the priority documents have been received.

2. [] Certified copies of the priority documents have been received in Application No.

3. [J Copiesof the certified copies of the priority documents have been receivedin this national stage application from the

International Bureau (PCT Rule 17.2(a)).

“ Certified copies not received:

Applicant has THREE MONTHS FROM THE “MAILING DATE?”of this communicationto file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENTofthis application.
THIS THREE-MONTH PERIODIS NOT EXTENDABLE.

5. L] CORRECTED DRAWINGS( as “replacement sheets”) must be submitted.

(1 including changes required by the attached Examiner’s Amendment / Commentorin the Office action of
Paper No./Mail Date_ tj

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawingsin the front (not the back) of
each sheet. Replacement sheet(s) should be labeled as suchin the header according to 37 CFR 1.121(d).

6. [] DEPOSIT OF and/or INFORMATIONaboutthe deposit of BOLOGICAL MATERIAL must be submitted. Note the
attached Examiner’s comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)
1. [J] Notice of References Cited (PTO-892) 5. Examiner's Amendment/Comment

2. ( Information Disclosure Statements (PTO/SB/08), 6. KJ] Examiner's Statement of Reasonsfor Allowance
Paper No./Mail Date

3. [] Examiner's Comment Regarding Requirement for Deposit 7. OJ Other .
of Biological Material

4. [] Interview Summary (PTO-413),
Paper No./Mail Date .

/Ovidio Escalante/

Primary Examiner
Art Unit: 3992 

U.S. Patent and Trademark Office

PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20180420
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Application/Control Number: 15/293,626 Page 2

Art Unit: 3992

1, The present application is being examined underthe pre-AIJAfirst to invent provisions.

DETAILED ACTION

Reissue Applications

2. For reissue applications filed before September 16, 2012, all references to 35 U.S.C. 251

and 37 CFR 1.172, 1.175, and 3.73 are to the law andrules in effect on September 15, 2012.

Where specifically designated, these are “pre-AIA”provisions.

For reissue applications filed on or after September 16, 2012, all references to 35 U.S.C.

251 and 37 CFR 1.172, 1.175, and 3.73 are to the current provisions.

3. Applicant is reminded of the continuing obligation under 37 CFR 1.178(b), to timely

apprise the Office of any prior or concurrent proceeding in which Patent No. 8,861,756 is or was

involved. These proceedings would include interferences, reissues, reexaminations, and

litigation.

Applicantis further reminded of the continuing obligation under 37 CFR 1.56, to timely

apprise the Office of any information which is material to patentability of the claims under

consideration in this reissue application.

These obligations rest with each individual associated with the filing and prosecution of

this application for reissue. See also MPEP §§ 1404, 1442.01 and 1442.04.

Response to Arguments

The examiner acknowledges the applicant’s corrected reissue declaration. The corrected

declaration addresses the issues set forth in the previous office action. Therefore, the rejection to

the claims under 35 U.S.C. 251 will be withdrawn.
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Application/Control Number: 15/293,626 Page 3

Art Unit: 3992

The examiner also acknowledgesapplicant’s corrected claim formatting. The revised

claim formatting is acceptable.

Allowable Subject Matter

4, Claims 1-35 are allowed.

5. The following is an examiner’s statement of reasons for allowance:

Tashev in view ofFlorencio or Zhan

The Applicant argues Tashev does not teach or suggest a method for determining the

delay (t) as a function of distance (d) between each of the sound sensors 301 andthe origin,

a predefined angle (o) between each of the sound sensors 301 and a reference axis (Y)

as exemplarily illustrated in FIG. 5, and an azimuth angle (8) between the reference axis (Y) and

the target sound signal. Furthermore, Tashev doesnot teach calculation of time delay as shown

in FIG. 5 and Tables 6A, 6B and 7B of applicant’s original application. Furthermore, Tashev

does not teach or suggest that the distance between each of the sound sensors in the microphone

array and the origin correspondsto the time taken for the target sound signalto travel the

distance between each of the sound sensors and the origin and is measured by the numberof

samples within that time period.

In addition, the applicant argues claim | recites that the delay is determined in a 2D

plane. In contrast, Tashev uses distance in his calculations only in the 3D plane. In the 2D

plane, Tashev only uses direction and elevation in his calculations; see Tashev paragraph [0005],

whichdiscloses: “This location can be defined in terms of one angle (localization in one
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Application/Control Number: 15/293,626 Page 4

Art Unit: 3992

dimension), two angles (direction and elevation—localization in 2D) or a full 3D localization

(i.e., direction, elevation and distance).’’).

The examiner acknowledges that Teshav does not specially disclose that the delay is

based on a function of distance between each of the sound sensors and a reference point. The

examinernotes that Teshav doesdisclose that the earliest captured frame of each microphone

signal is selected (and thus closer sound sources will arrive first and hence represents a shorter

distance). In addition, Teshav discloses that distance is considered for full 3D localization (see

paragraph [0059] which discloses considering the elevation angle of the sound source in a

teleconferencing situation.

Asset forth in the previous office action, Zhan is directed to a method for controlling

sound focusing (see the abstract). With reference to Figure 2 and paragraph [0033], Zhan

discloses determining a delay between each sound sensor and a reference point of a microphone

array (Zhan discloses M1, M2 and M3 are omnidirectional microphonesat intervals of d. Zhan

explains that the time delay between M1 and M2 and between M2 and M3 are determined). Zhan

discloses that the reference microphone is M2 in one embodiment(see paragraph [0032]). Zhan

discloses that the distance between each sound sensoris referenced by d. That is distance

between M1 and M2is dj2 and the distance between M2 and M3is d23 (with M2 being the

reference point). Zhan explains that figure 2 shows how to obtain the position information of a

sound source relative to a reference microphone by computing the distance and the azimuth from

the sound source to the reference microphone (M2), where the azimuth is an angle between the

rectilinear direction from the sound source to the reference microphoneandthe vertical direction

(See paragraphs [0032] — [0035]).
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The applicant states Zhen does not teach or suggest that the delay (t) between each of the

sound sensors and the origin of the microphonearray is determined as a function of distance (d)

between each of the sound sensors and the origin, a predefined angle (o) between each of the

sound sensors anda first reference axis (Y), an elevation angle ("T) between a secondreference

axis (Z) and the target sound signal, and an azimuth angle (9) between the first reference axis (Y)

and the target sound signal. Furthermore, Zhan does not teach or suggest a method to determine

the delay (i) using 26 the azimuth angle (0), where the delay (r) enables beamforming for

multiple number of sound sensors distributed not only in linear but also circular or other layout

configurations.

Upon further review the examiner agrees that Zhen does not teach or suggest that the

delay (t) between each of the sound sensors andthe origin of the microphonearray is determined

as a function of distance (d) between each of the sound sensors and the origin, a predefined angle

(o) between each of the sound sensors anda first reference axis (Y), an elevation angle (‘T)

between a second reference axis (Z) and the target sound signal, and an azimuth angle (9)

between the first reference axis (Y) and the target sound signal

The examiner notes that Florencio discloses a method for sound source localization.

Florencio discloses in paragraph [0007] that the signals detected at the microphonearray are

used to obtain functions comprising distance, azimuth and elevation data. With reference to

figure 5 and paragraphs [0058-0059], Florencio discloses of two sources that have the same
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azimuth and elevation angles. As further shown in paragraph [0041], Florencio discloses using

time delay from the source along with distance to the source as part ofits function.

The applicant states Florencio discloses a method for sound source localization. Florencio

discloses in paragraph [0007] that the signals detected at the uniformly-distributed circular

microphonearray are used to obtain functions comprising distance, azimuth and elevation data.

Florencio does not teach or suggest a method to determine the delay (t) using the obtained

functions comprising distance, azimuth and elevation data, where the delay (t) enables

beamforming for multiple numbers of sound sensorsdistributed not only in linear but also

circular or other layout configurations.

The applicant states that no reference or combination of references teach or suggest the

integration of the sound source localization unit 202, the adaptive beamforming unit 203, and the

noise reduction unit 207 into a digital signal processor (DSP 1403); see FIG. 14 and paragraph

[0090] of applicant's original application, which teaches: "The DSP 1403 implements the sound

source localization unit 202, the adaptive beamforming unit 203, and the noise reduction unit

207."

In view of the above comments, the examinerfinds the applicant’s arguments persuasive

and will withdraw the rejections to the claims.

Any comments considered necessary by applicant must be submitted no later than the

paymentof the issue fee and, to avoid processing delays, should preferably accompanythe issue

fee. Such submissions should be clearly labeled “Comments on Statement of Reasons for

Allowance.”
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Conclusion

Any inquiry concerning this communication or earlier communications from the

examiner should be directed to Ovidio Escalante whose telephone numberis (571)272-

7537. The examiner can normally be reached on Mondayto Friday - 6:00 AM to 2:30 PM.

If attempts to reach the examinerby telephone are unsuccessful, the examiner's

supervisor, Michael Fuelling can be reached on (571) 270-1367. The fax phone number

for the organization where this application or proceedingis assigned is 571-273-9000.

Information regarding the status of an application may be obtained from the

Patent Application Information Retrieval (PAIR) system. Status information for

published applications may be obtained from either Private PAIR or Public PAIR.

Status information for unpublished applications is available through Private PAIR only.

For more information about the PAIR system, see http://pair-direct.uspto.gov. Should

you have questions on access to the Private PAIR system, contact the Electronic

Business Center (EBC) at 866-217-9197 (toll-free). If you would like assistance from a

USPTO CustomerService Representative or access to the automated information

system, call 800-786-9199 (IN USA OR CANADA)or 571-272-1000.

/Qvidio Escalante/

Ovidio Escalante

Reexamination Specialist
Central Reexamination Unit - Art Unit 3992

(571) 272-7537
Conferees:

/Majid Banankhah/

/M. F./

Supervisory Patent Examiner, Art Unit 3992
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Filed: 10/14/2016 Art Unit: 3992
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Mail Stop Amendment
Commissioner for Patents

P.O. Box 1450
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Response under “After Final Consideration Pilot Program 2.0”

Examiner Escalante:

In response to the final office action mailed 27 February 2018, please amend the
above-referenced application as follows:

Amendments to the Claims begin on page 2of this response.

Remarksbegin on page 21 ofthis response.
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‘i(@rlad< = "20100924" or
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4(@rlad< ="20100924" or 4US- PGPUB;
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420118/04/20   JUS-PGPUB:
JUSPAT; USOCR;|
‘DERWENT

‘idelay same distance same (origin
#or source or reference adj point)
same angle and beamformer and

%S$110 and microphone adj array§4{US-PGPUB; :
4USPAT; USOCR; }
iDERWENT

[(@rlad<="20100924"or [USPGPUB;
|@ad<="20100924") and $109 |USPAT; USOCR;|
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Yor source or reference adj point) 4YUSPAT; USOCR; }
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‘isame (origin or source or reference}USPAT; USOCR; }

DERWENTSaved hiRREEEEEEEEEEEEEEEEEEEEEEEEEEFREEEEEE fhBetEEE
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Application/Control No. Applicant(s)/Patent Under Reexamination

Issue Classification| , .o93606 ZHU ET AL.

OVIDIO ESCALANTE 3990

cPc

 
 

 

 

  
Version

 
Total Claims Allowed:

35
(Assistant Examiner)
/OVIDIO ESCALANTE/

Primary Examiner.Art Unit 3992 4/20/2018 O.G. Print Claim(s) O.G. Print Figure

 
(Primary Examiner) (Date) 22 1

U.S. Patent and TrademarkOffice Part of Paper No. 20180420
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Issue Classification| , .o93606 ZHU ET AL.
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US ORIGINAL CLASSIFICATION INTERNATIONAL CLASSIFICATION

fetid Pa[svoowoen[TT[To
|

CROSS REFERENCE(S) peTPP 
Total Claims Allowed:

35
(Assistant Examiner)
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Primary Examiner.Art Unit 3992 4/20/2018 O.G. Print Claim(s) O.G. Print Figure 
(Primary Examiner) (Date) 22 1
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Issue Classification| , .o93606 ZHU ET AL.

OVIDIO ESCALANTE 3990

Xl Claims renumbered in the sameorderas presented by applicant O T.D.
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PART B - FEE(S) TRANSMITTAL

Complete and send this form, together with applicable fee(s), to: Mail Mail Stop ISSUE FEE
Commissioner for Patents
P.O. Box 1450

Alexandria, Virginia 22313-1450
or Fax (571)-273-2885

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE(if required). Blocks 1 through 5 should be completed where
appropriate. All further correspondence including the Patent, advance orders and notification of maintenance fees will be mailed to the current correspondence address as
indicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new correspondence address; and/or (b) indicating a separate "FEE ADDRESS"formaintenance fee notifications.

 

Note: A certificate of mailing can only be used for domestic mailings of the
Fee(s) Transmittal. This certificate cannot be used for any other accompanying

CURRENT CORRESPONDENCE ADDRESS(Note: Use Block 1 for any changeof address) apers. Each additional paper, such as an assignment or formal drawing, must
have its own certificate of mailing or transmission.

Certificate of Mailing or Transmission
64188 7590 05/02/2018 I hereby certify that this Fee(s) Transmittal is being deposited with the United

ASHOK TANKHA States Fostal Service with sutficient postage for first class mailin an envelopeaddressed to the Mail Stop ISSUE FEE address above, or being facsimile
36 GREENLEIGH DRIVE transmitted to the USPTO (571) 273-2885, on the date indicated below.
SEWELL, NJ 08080 (Depositor's name)

(Signature)

(ate) 
 
  APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKETNO. CONFIRMATION NO.

15/293,626 10/14/2016 Manli Zhu CreativeTech_O1REUS 4199

TITLE OF INVENTION: Microphone Array System

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE|PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

$0 $0nonprovisional SMALL $500 $500 08/02/2018

 

EXAMINER ART UNIT CLASS-SUBCLASS

ESCALANTE, OVIDIO 3992 381-300000

1. Change of correspondence addressor indication of "Fee Address" (37
CFR 1.363).

LI Change of correspondence address (or Change of Correspondence
Address form PTO/SB/122) attached.

LI "Fee Address" indication (or "Fee Address” Indication form
PTO/SB/47; Rev 03-02 or more recent) attached. Use of a Customer
Numberis required.

. ASSIGNEE NAME AND RESIDENCE DATATO BE PRINTED ON THE PATENT(printor type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document has been filed for
recordation as set forth in 37 CFR 3.11. Completion of this form is NOT a substitute for filing an assignment.

2. For printing on the patent front page,list
, Ash Tankha(1) The namesofup to 3 registered patent attorneys

or agents OR,alternatively,

 

3 Lipton, Weinberger & Husick (2) The nameofa single firm (having as a member a
registered attorney or agent) and the namesof up to
2 registered patent attorneys or agents. If nonameis 43
listed, no namewill be printed.

   
os)

  

(A) NAME OF ASSIGNEE (B) RESIDENCE:(CITY and STATE OR COUNTRY)

LI Creative Technologies, Inc. Florham Park, NJ (US)
Please check the appropriate assignee category or categories (will not be printed on the patent) : LJ individual 2 Corporation or other private group entity (J Government

4a. The following fee(s) are submitted: 4b. Paymentof Fee(s): (Please first reapply any previously paid issue fee shown above)
KI Issue Fee LIA checkis enclosed.

_] Publication Fee (No small entity discount permitted) Lj Paymentby credit card. Form PTO-2038 is attached.
LT Advance Order - # of Copies [I The directoris hereby authorized to charge the required fee(s), any deficiency, or credits any

overpayment, to Deposit Account Number (enclose an extra copy ofthis form).

5. Change in Entity Status (from status indicated above)

| Applicantcertifying micro entity status. See 37 CFR 1.29 NOTE:Absenta valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue
fee paymentin the micro entity amountwill not be accepted at the risk of application abandonment.

 

Lj Applicant asserting small entity status. See 37 CFR 1.27 NOTE:If the application was previously under micro entity status, checking this box will be taken
to be a notification ofloss of entitlement to micro entity status.

  
Lj Applicant changing to regular undiscounted fee status. NOTE: Checking this box will be taken to be a notification ofloss of entitlement to small or micro

entity status, as applicable.

NOTE:This form mustbe signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 14 for signature requirements and certifications.

/a tankha/ August 02, 2018Authorized Signature Date

Ashok Tankha 33802
Typed or printed name Registration No.
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Electronic Patent Application Fee Transmittal

Title of Invention: MicrophoneArray System

i

Filing Fees for Utility under 35 USC 111(a)

Sub-Total in

USD(S)

Basic Filing:

Description Fee Code Quantity

Miscellaneous-Filing:

Patent-Appeals-and-Interference:

Post-Allowance-and-Post-Issuance:
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Extension-of-Time:

Miscellaneous:

Total in USD ($) 
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Electronic AcknowledgementReceipt

Application Number: 15293626

International Application Number:

Confirmation Number: 4199

Title of Invention: MicrophoneArray System

a
a

Paymentinformation:

 
[Peoitacoune——SSSCSCSC~*idSCSSS

The Director of the USPTO is hereby authorized to charge indicated fees and credit any overpaymentasfollows: 
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File Listing:

Document DocumentDescription File Size(Bytes)/ Multi Pages
Number P Message Digest|Part/.zip| (if appl.)

380888

1 Issue Fee Payment (PTO-85B) CreativeTech_01RE_US_Issue_ 1
Fee.pdf a7aa66d09736b6c1 cSac6b0fbdc0470383d

238ee

Information:

2 Fee Worksheet (SB06) fee-info.pdf 2254f095 347b382e8cc106b459f1f6558cb21
9025

Information:

This AcknowledgementReceipt evidences receipt on the noted date by the USPTO ofthe indicated documents,
characterized by the applicant, and including page counts, where applicable.It serves as evidence of receipt similar to a
Post Card, as described in MPEP 503.

New Applications Under 35 U.S.C. 111
If a new application is being filed and the application includes the necessary componentsfora filing date (see 37 CFR
1.53(b)-(d) and MPEP 506), a Filing Receipt (37 CFR 1.54) will be issued in due course and the date shownonthis
AcknowledgementReceiptwill establish the filing date of the application.
National Stage of an International Application under 35 U.S.C. 371
If a timely submission to enter the national stage of an international application is compliant with the conditions of 35
U.S.C. 371 and other applicable requirements a Form PCT/DO/EO/903indicating acceptanceof the application as a
national stage submission under35 U.S.C. 371 will be issued in addition to the Filing Receipt, in due course.
New International Application Filed with the USPTO as a Receiving Office
If a new internationalapplication is being filed and the international application includes the necessary components for
an internationalfiling date (see PCT Article 11 and MPEP 1810), a Notification of the International Application Number
and of the International Filing Date (Form PCT/RO/105)will be issued in due course, subject to prescriptions concerning
nationalsecurity, and the date shownon this AcknowledgementReceiptwill establish the internationalfiling date of
the application.
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Application/Control No. Applicant(s)/Patent Under
Reexamination

15/293,626 ZHU ET AL.
Notice of References Cited

Examiner Art Unit

OVIDIO ESCALANTE 3992 Page 1 of 1
U.S. PATENT DOCUMENTS

Florencio; Dinei Afonso Ferreira

 
Date

MM-YYYY

09-2008

09-2010

04-2011

06-2011

12-2011

Document Number
Country Code-Number-Kind Code

US-2008/0232607 At

US-2010/0241426 At

US-2011/0096915 At

US-2011/0135125 At

US-2011/0317522 At

*
A

QO

m cyc}]cl|clc}c}]cfc PIPIPLPIPE)Pele?
FOREIGN PATENT DOCUMENTS

Document Number Date oo.SEs|=|=ia
|odNN WO 2010020162 A1 02-2010 WANG DONGQI H04R 1/403

PepeOT 
*A copyof this reference is not being furnished with this Office action. (See MPEP § 707.05(a).)
Dates in MM-YYYYformat are publication dates. Classifications may be US orforeign.
U.S. Patent and Trademark Office

PTO-892 (Rev. 01-2001) Notice of References Cited Part of Paper No. 20170825
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UNITED STATES DEPARTMENT OF COMMERCE

United States Vatent and TrademarkOfficeAddress: COMMISSIONER FOR PATENTS
P.O. Box 1450

Alexandria, Virginia 22313-1450www.uspto.g:

APPLICATION NO. ISSUE DATE PATENT NO. ATTORNEY DOCKETNO. CONFIRMATION NO.

15/293,626 09/18/2018 RE47049 CreativeTech_O1REUS 4199

 
64188 7590 08/29/2018

ASHOK TANKHA
36 GREENLEIGH DRIVE

SEWELL,NJ 08080

ISSUE NOTIFICATION

The projected patent numberandissue date are specified above.

Determination of Patent Term Extension or Adjustment under 35 U.S.C. 154 (b)

A reissue patent is for "the unexpired part of the term of the original patent." See 35 U.S.C. 251. Accordingly,
the above-identified reissue application is not eligible for Patent Term Extension or Adjustment under 35
U.S.C. 154(b).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the
Office of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee
payments should be directed to the Application Assistance Unit (AAU) of the Office of Data Management
(ODM)at (571)-272-4200.

APPLICANT(s)(Please see PAIR WEBsite http://pair.uspto.gov for additional applicants):

Manli Zhu, Pearl River, NY;
LI Creative Technologies, Inc., Florham Park, NJ, Assignee (with 37 CFR 1.172 Interest);
Qi Li, New Providence, NJ;

The United States represents the largest, most dynamic marketplace in the world andis an unparalleled location
for business investment, innovation, and commercialization of new technologies. The USA offers tremendous
resources and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation
worksto encourage andfacilitate business investment. To learn more about why the USAis the best country in
the world to develop technology, manufacture products, and grow your business, visit SelectUSA.gov.
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Case 2:19-cv-00123-JRG Document 2 Filed 04/16/19 Page 1 of 1PagelD#: 135

AO 120 (Rev. 08/10}

Mail Stop8 : REPORTON THE
Birector of the U.S. Patent and Trademark Office | FILING OR DETERMINATION OF AN

TO:

P.O. Box 1456 ACTION REGARDING A PATENT OR

Alexandria, VA 22313-1450 TRADEMARK 
in Compliance with 35 U.S.C. § 290 and/or 15 U.S.C. § 1116 vou are hereby advised that a court action has been

filed inthe U.S. District Court for the Eastern District of Texas - Marshall Division on the following 

[_] Trademarks or [4 Patents. ( (] the patent action involves 35 U.S.C. § 292):

DOCKET NO, DATE FILED U.S. DISTRICT COURT

2:19-Gv-123 April1§, 2019 | Eastern District of Texas - Marshall Division
PLAINTIFF | DEPENDANT
VOCALIFE LLCO AMAZON.COM, INC. and AMAZON.COM LLC

PATENT OR DATE OF PATENT HOLDER OF PATEN RADEMARKTRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEM:

8,881,756 October 14, 2014 VOCALIFE LLC

REA049 September 18, 2018 VOCALIFE LLC 
In the above—cnititied case, the following patent(s)/ trademark(s) have been included:

DATE INCLUDED INCLUDED BY

Li] Amendment Li Answet [i] Cross Bill [| Other Pleading
PATENT OR DATE OF PATENT t Ee PATENT R ATIEMARK

TRADEMARK NO. OR TRADEMARK HOLDER OF PATENT OR TRADEMARK 
in the above-—entitied case, the following decisionhas been renderedor judgement issued:

DECISIONJUDGEMENT

(BY) DEPUTY CLERE 
Copy i-—Upon initiation of action, mail this copy te Director Copy 3-—Uposterminatingof action, mail this capy to Director
Copy 2--Upon filing document adding patent(s), mail this copy to Birector Copy 4-—Case fe copy
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Trials@uspto.gov Paper 22
$71-272-7822 Entered: October 28, 2020

UNITED STATES PATENT AND TRADEMARK OFFICE

BEFORE THE PATENT TRIAL AND APPEAL BOARD

AMAZON.COM,INC.,
Petitioner,

V.

VOCALIFE LLC,
Patent Owner.

IPR2020-00864

Patent RE47,049 E

Before AMANDA F. WIEKER, MONICA S. ULLAGADDI,and
JASON M. REPKO,Administrative Patent Judges.

REPKO,Administrative Patent Judge.

DECISION

DenyingInstitution of Inter Partes Review
35 U.S.C. § 314
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IPR2020-00864

Patent RE47,049 E

I. INTRODUCTION

Amazon.com,Inc.(“Petitioner”) filed a petition to institute inter

partes review of claims 1-8, 19, 20, 22-25, and 30 ofU.S. Patent No.

RE47,049 E (Ex. 1001, “the ’049 patent”). Paper 1 (“Pet.”). Vocalife LLC

(“Patent Owner”) filed a Preliminary Response. Paper 8 (Prelim. Resp.”).

Weauthorized additional briefing to address Patent Owner’s argumentthat

weshould denyinstitution of the Petition under § 314(a). Paper 9. Petitioner

filed a Reply. Paper 10 (“Reply”). Patent Ownerfiled a Sur-reply. Paper 12

(“Sur-reply”). After the conclusion ofthe parallel trial in district court, we

authorized the parties to file another set of briefs. Paper 19 (“Pet. Post-Trial

Brief’), Paper 21 (“PO Post-Trial Brief”).

To institute an inter partes review, we must determine“that thereis a

reasonable likelihood that the petitioner would prevail with respectto at least

1 of the claims challenged in the petition.” 35 U.S.C. § 314(a). But the

Board has discretion to deny a petition even whena petitioner meets that

threshold. Jd.; see, e.g., Cuozzo Speed Techs., LLC v. Lee, 136 S. Ct. 2131,

2140 (2016) (“[T]he agency’s decision to deny a petition is a matter

committed to the Patent Office’s discretion.”); NHK Spring Co. v. Intri-Plex

Techs., Inc., TPR2018-00752, Paper 8 (PTAB Sept. 12, 2018) (precedential);

Patent Trial and Appeal Board Consolidated Trial Practice Guide 64 (Nov.

20, 2019), http://www.uspto.gov/TrialPracticeGuideConsolidated

(identifying considerations that may warrant exercise of this discretion).

For the reasons discussed below, we exercise our discretion under

§ 314(a) to denyinstitution.
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IPR2020-00864

Patent RE47,049 E

A. Related Matters

Accordingto the parties, the ’049 patent is involved in Vocalife LLC

v. Amazon.com, Inc., No. 2:19-cv-00123-JRG (E.D.Tex.filed Apr. 16,

2019). Pet. 90; Paper4, 2.

B. The ’049 Patent

The ’049 patent generally relates to enhancing a target sound signal,

such as a speech signal, while suppressing ambient noise. See Ex. 1001, 2:5-

11. This enhancement can be applied to signals from a microphonearray,

like those in mobile phones, for example. See, e.g., id. at 18:49-S5.

According to the patent, conventional microphonearrays are used for radar

and sonar. Id. at 1:42-46. Narrow-band techniques used by these systems,

though, are unsuitable for speech signals captured by smaller devices

because those signals have an extremely wide bandwidthrelative to the

center frequency. /d. at 1:46-50. And conventional arrays for broadband

speech are too bulky to be used in mobile devices. Jd. at 1:50—55.

To enhancethe target sound signal in broadband-speechapplications,

the 049 patent uses sound-source localization, adaptive beamforming, and

noise reduction. /d. at 2:11—14. Figure 2, below, shows an example system.

Id. at 3:66-67.
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FIG. 2

Figure 2, above, shows system 200 with sound-sourcelocalization unit
202, adaptive-beamforming unit 203, and noise-reduction unit 207.

Id. at 6:32-38.

In system 200, array 201 receives the soundsignal. Jd. at 6:48—-53. Sound

source localization unit 202 estimates a target sound signal’s location.

Id. at 6:54-56. Adaptive beamforming unit 203 steers the array’s directivity

pattern to the target soundsignal. Jd. at 6:60-64. This enhancesthetarget

sound signal and partially suppresses ambient noise signals. Jd. Noise

reduction unit 207 then further suppresses the ambientnoise signals. Jd. at

7:9-11.

Claims 1, 20, 22, and 30 are independent. Claim 1 is reproduced

below.

1. A method for enhancinga target sound signal from a plurality
of soundsignals, comprising:

providing a microphone array system comprising an array of
soundsensors positioned in [an arbitrary] a linear, circular,

4
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or other configuration, a sound source localization unit, an
adaptive beamforming unit, and a noise reduction unit,
wherein said sound source localization unit, said adaptive
beamforming unit, and said noise reduction unit are
integrated in a digital signal processor, and wherein said
sound source localization unit, said adaptive beamforming
unit, and said noise reduction unit are in operative
communication with said array of said sound sensors;

receiving said sound signals from a plurality of disparate sound
sources by said sound sensors, wherein said received sound
signals comprise said target sound signal from a target sound
source among said disparate sound sources, and ambient
noise signals;

determining a delay between each of said sound sensors and an
origin of said array of said sound sensors as a function of
distance between each of said sound sensors and said origin,
a predefined angle between each of said sound sensors and a
reference axis, and an azimuth angle between said reference
axis and said target sound signal, when said target sound
source that emits said target sound signal is in a two
dimensional plane, wherein said delay is represented in terms
ofnumberofsamples, and wherein said determination of said
delay enables beamforming for [arbitrary numbers of] said
array of sound sensors [and] in a plurality of [arbitrary]
configurations [of said array of said sound sensors];

estimating a spatial location of said target sound signal from said
received soundsignals by said sound sourcelocalization unit;

performing adaptive beamforming for steering a directivity
pattern of said array of said sound sensors in a direction of
said spatial location of said target sound signal by said
adaptive beamforming unit, wherein said adaptive
beamforming unit enhances said target sound signal and
partially suppresses said ambient noise signals; and

suppressing said ambient noise signals by said noise reduction
unit for further enhancing said target sound signal.

Ex. 1001, 21:27-22:3

Page 348 of 371 SONOS EXHIBIT1016



Page 349 of 371 SONOS EXHIBIT 1016

IPR2020-00864

Patent RE47,049 E

C. Evidence

Exhibit No.

WO2008/041878 A2, published April 10,|1005
2008

Dmochowski| Jacek Dmochowskiet al., Direction of 1006
Arrival Estimation Using the Parameterized

;

Spatial Correlation Matrix, 15 IEEE
Transactions on Audio, Speech, and
Language Processing 4,

Brandstein|Michael Brandstein & Darren Ward (Eds.),|1010
MicrophoneArrays: Signal Processing .
Techniques And Applications (Springer-
Verlag Berlin Heidelberg 2001

2004

Greenberg Julie E. Greenberget al., Evaluation ofan 1012
Adaptive Beamforming Methodfor Hearing
Aids, Journal of the Acoustical Society of
America 91 (3

Qi (Peter) Li et al., A Portable USB-Based

Osamu Hoshuyamaet al., A Realtime Robust|1013

   

 
    

 
   

    
 

  
 

   
 

 

    
   
 

 
 

 
 
  

 

Microphone Array Devicefor Robust Speech
Recognition, 2009 IEEE International
Conference on Acoustics, Speech, and
Signal Processing (ICASSP 2009), 1301-04

Hoshuyama
Adaptive Microphone Array Controlled by
an SNR Estimate, Proceedings of the 1998
IEEE International Conference on

Acoustics, Speech and Signal Processing
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D. Asserted Grounds

Petitioner asserts that claims 1—8, 19, 20, 22-25, and 30 are

unpatentable on the following grounds. Pet. 10-11.

Pre-AIA! .
Claims Challenged 35 U.S.C.§ Reference(s)/Basis

1,7, 19, 20, 22, 30 Saric, Dmochowski

30 Brandstein

esfei° Brandstein, Greenberg

aCe° Brandstein, Hoshuyama

pose7 Brandstein, Abutalebi

mn

3

103

103

103

103

103

I

 
 

  

  
 
 

 
 
 

 
 

 
Li, Brandstein, Dmochowski,

6, 24
Greenberg

Li, Brandstein, Dmochowski,
6, 24

Hoshuyama

Li, Brandstein, Dmochowski,

. ANALYSIS

A. 35US.C. § 314(a)

Under§ 314(a), the Director has discretion to denyinstitution. In

determining whetherto exercise that discretion on behalf of the Director, we

are guided by the Board’s precedential decision in NHK Spring Co.v. Intri-

Plex Technologies, Inc., 1PR2018-00752, Paper 8 (PTAB Sept. 12, 2018).

' Congress amended § 103 whenit passed the Leahy-Smith America Invents
Act (AIA). Pub. L. No. 112-29, § 3(c), 125 Stat. 284, 287 (2011). Here, the
previous version of § 103 applies.
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In NHK, the Board found that the ‘advancedstate of the district court

proceeding” wasa “factor that weighs in favor of denying”the petition

under § 314(a). NHK,Paper8 at 20. The Board determined that “[i]nstitution

of an inter partes review underthese circumstances would not be consistent

with ‘an objective of the AIA ... to provide an effective and efficient

alternative to district court litigation.’” Jd. (citing Gen. Plastic Indus. Co. v.

Canon Kabushiki Kaisha, IPR2016-01357, Paper 19 at 16-17 (PTAB Sept.

6, 2017) (precedential as to § II.B.4.1).

“(T]he Board’s cases addressing earlier trial dates as a basis for denial

under NHK have soughtto balance considerations such as system efficiency,

fairness, and patent quality.” Apple Inc. v. Fintiv, Inc., IPR2020-00019,

Paper 11 at 5 (PTAB Mar.20, 2020) (precedential) (collecting cases) (“the

Fintiv Order”). The Fintiv Order sets forth six non-exclusive factors for

determining “whetherefficiency, fairness, and the merits support the

exercise of authority to deny institution in view ofanearlier trial date in the

parallel proceeding.” Jd. at 6. These factors consider

1. whether the court granted a stay or evidence exists that one
maybegranted if a proceedingis instituted;

2. proximity of the court’s trial date to the Board’s projected
statutory deadline for a final written decision;

3. investment in the parallel proceeding by the court and the
parties;

4. overlap between issues raised in the petition and in the
parallel proceeding;

5. whether the petitioner and the defendant in the parallel
proceeding are the sameparty; and

6. other circumstances that impact the Board’s exercise of
discretion, including the merits.
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