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PREFACE

This book is derived from material used at short courses given by the author on active
noise control and was written after several requests were received for a simple text on
the subject that could be understood easily by graduate and undergraduate science and
engineering students as well as researchers interested in the topic. There are many
other people who wish toread a brief text on active noise control so that they.can gain
enough understanding and knowledge to evaluate potential applications without
necessarily having to become an expert practitioner. It is the intention of the text to
provide the reader with an overview of the discipline of active noise control, with
detail provided where necessary to enable those interested readers to gain a deeper
understanding. A basic familiarity with noise control (see, for example, Bies and
Hansen, 1996) is necessary to be able to understand most of this book.

The material in the book is intended as a precursor to more complex books
available on the subject and may also be expected to provide sufficient background
for the reader to understand more advanced discussions at conferences and in other
books. Practical applications are emphasized and control algorithms and structures
are discussed to the extent necessary to .Enable the reader to implement them,

The book begins with a brief introduction to active noise control followed by a
sketchy overview of its history from the first patent to the present time. Possible
future directions are also discussed. In the second chapter, physical mechanisms that
result in noise reduction are explained in simple terms. This is followed by a
description of the basic structure of feedforward and feedback control systems (both
adaptive and non-adaptive) and the process of control system optimisation.

In chapter 3, various parts of the electronic control system and control algorithms
are discussed in sufficient detail to allow a full understanding of the principles
involved and how such controllers may be implemented in practice. Various practical
implementation issues are also discussed. In chapter 4, suitable active control sound
source types and their practical implementation are discussed. In chapter 5, error
sensing strategies, error sensors and reference sensors, and practical issues associated
with their implementation are discussed. In chapter 6, applications of the technology
are discussed as are a number of commonly mentioned potential applications which
are impractical. Inchapter 7, current and future research directions are discussed and
information on relevant web sites is provided.

It is hoped that this book will provide the background necessary for the reader to
understand the principles underlying active noise control, to apply the principles to the
evaluation of potential applications and to use, with a good understanding,
commercially available hardware and software to implement active noise control for
the identified applications.
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CHAPTER ONE

A LITTLE HISTORY

1.1 INTRODUCTION

Active noise cancellation, also known as “anti-noise” and “active noise control”
involves the electro-acoustic generation (usually with loudspeakers) of a sound field
to cancel an unwanted existing sound field. The preferred term to describe the
phenomenon is “active noise control”, because in many cases it is arguable that
cancellation is the true mechanism causing the unwanted noise to diminish.

Is active noise control ever likely to find widespread application in industry and
consumer goods, or is it forever destined to be a laboratory tool and a rich source of
research activity for underpaid academics? Hopefully, this question will be one of
many that will be answered as the tale in this book unfolds. For now, suffice it to say
that there are many systems installed in industry to reduce low frequency fan noise
emanating from air exhaust ducts and quite a few propeller aircraft are already
benefiting from the technology. In addition, mining equipment and truck
manufacturers are in the process of applying the technology to their vehicles to reduce
noise in the driver’s cabin and radiated exhaust poise.

A typical single-channel active noise cancellation system consists of:

« a microphone reference sensor to sample the disturbance to be cancelled,

an electronic control system to process the reference signal and generate the control

signal,

aloudspeaker driven by the control signal to generate the cancelling disturbance and

» an error microphone to provide the controller with information so that it can adjust
itself to minimise the resulting sound field.

The active noise cancellation system just described is known as an “adaptive”
system as it can adapt itself to changing characteristics of the noise to be cancelled and
changing environmental conditions that affect the acoustic field. Non-adaptive systems
are not very useful in practice (except in active noise cancelling headsets and ear
muffs) and are only discussed bricfly in this book.

In the discussions that follow, single-channel systems (one loudspeaker control
source and one microphone error sensor) are used as a basis for describing the
underlying principles. However, many active noise cancellation systems that are
implemented in practice are multi-channel systems, consisting of a number of
microphones and loudspeakers to generate the required cancelling sound field.
Extension of the single-channel system to a multi-channel systemis relatively complex
because of the interaction between all of the microphones and loudspeakers. Means
for implementing multi-channei systems and the associated elcctronic control system
will be discussed briefly here for completeness.

Who has benefited most from all the effort and hundreds of miltions of dollars
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Who has benefited most from all the effort and hundreds of millions of dollars
that have so far been spent on developing active noise control technology? Perhaps
the profession that has so far benefited most from the invention of active noise control
is the legal profession, which has been involved in a number of patent infringement
law suits as well as the preparation of numerous patent applications. The number of
patent applications has been increasing exponentially for the past 15 years and far
exceeds the number of commercial applications of the technology. Nevertheless the
many hundreds of patents granted indicate that many individuals and companies see
the day eventually coming when active noise control systems will be widespread in
industry and consumer goods.

Why is active noise cancellation of any interest to industry? It is because it offers
a possible lower cost alternative to passive noise control for the control of low
frequency noise that has traditionally been difficult and expensive and in many cases
not feasible to control, because of the long acoustic wavelengths involved. If only
passive control techniques are considered, these long wavelengths make it necessary
to use large mufflers and heavy enclosures for noise control, and very soft isolation
systems and/or extensive structural damping treatment for vibration control.

Many of the techniques described in this book for active noise cancellation apply
equally well to active vibration cancellation. In many cases the two types of
disturbance are very closely related, as structures often radiate unwanted sound as a
result of their vibration .

The purpose of this book is to provide the reader with some insight into how
active noise cancellation systems work. It is written so that most of it can be
inderstood by a technically competent lay reader who has some understanding of
10ise control; however, there are some parts where the treatment goes‘a bit deeper
including a few mathematical equations) and these parts are intended for a reader
vith a scicnce or engineering degree. However, readers without the background
«ducation necessary to understand these parts can skip them and still obtain a basic
nderstanding of how aclive noise cancellation works and for what applications it is
uitable.

.2 EARLY HISTORY

Ithough the first observation of sound cancellation (using two Bell telephones) was
sted by Thompson in 1878, it was not until 1930 that the French engineer, H. Coanda
930) documented and then patented the idea of sound cancellation by destructive
terference. He described an electro-acoustic system (microphone, amplifier and
udspeaker) to generate a signal of opposite phase to the unwanted noise. A few
ars later a German physicist, P, Lueg (1933) described and patented the idea of
ing active sound cancellation as an alternative lo passive control for low frequency
und in a duct. His idea was to use a transducer (control source) to introduce a
*ondary (control) disturbance into the duct to cancel the existing (primary)
iturbance, thus resulting in an attenuation of the original sound as illustrated in
gure 1.1, The cancelling disturbance was to be derived electronically based upon a
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Figure 1.1 Figures derived from Lueg’s patent (after P. Lueg, 1937)

measurement of the primary disturbance. However, neither Cf)anda nor Lueg ever
demonstrated a successful system and the technology lapsed into oblivion for t;vo
decades. One of the problems with Lueg’s system was that there was no allow;m}::‘: or
the controller to adapt to system changes that would occur as a result of such things
i erature changes.
® mizoézellr;pSOs the idea %vas rekindled by a man najtme(‘i Olson (1?53, 1956) :;vl}o
investigated possibilities for active sound cancellation in 'rooms, in qﬁc{stra:ldﬁ
headsets and earmuffs using feedback control. One of Olsop s.patents is illustrated i
Figure 1.2. Unfortunately Olson’s system proyided very llnuteq attenuation ovefsz
very limited frequency range and suffered frominstability due 50 hlgh. frelr:lugncg n(;lin
for which the phase delays through the system exceedeq 1§0 g Aga.un, mutz: tcl;n
the available electronic control hardware as vytallll as llnglésanons in control theory
i ology from being commercially realised.
prcveAI}tggntgl:t:;zltntlhe siyme time as gOlson was experirr.]enting in his labo.ratory, W.
Conover (1956) of General Electric demonstrated an active noise cancellation ;ysteer(ril
for transformer noise (see Figure 1.3). Unfortunately the controller had to be ? Justh
manually and only reduced the sound over a very narrow z.mg]e subtended rorlnt 1e
loudspeaker to the measurement microphone. Oflcourse, this system was c;)lmp e eiz
impractical because it had to be continually adjusted manually due to changes
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ntal conditions affecting the sound field. It was also of limited benefiteven
ted to its optimum performance due to the very localised area of reduced
ough there are now commercially available active noise control systems
for electric power transformer noise control, a large number of loudspeakers and
microphones (as well as vibration actuators on the transformer tank) are needed. Even
then the achievement of a significant amount of global noise reduction is difficult
even though 15-20 dB is possible at the specific error microphone locations).

In the carly 1980s, a number of researchers extended Olson’s work 1o produce
feedback systems that were more robust (Eghtesadi et al., 1983; Hongetal., 1987). At
the same time, Chaplin (1980) and Chaplin and Smith (1983) reported a waveform
synthesis technique to cancel periodic noise and Warnaka.et al. (1981, 1984), Ross
(1981) and Burgess (1981) developed a duct cancellation system based on adaptive

filter theory.

en Vil'ann:!e
when adjus
sound. Alth

1.3 LATER HISTORY

Since the original idea was conceived in those very early days, the active control of
sound as a technology has been characterised by transition: transition from a dream
to practical implementation and from a laBoratory experiment to mass production. This
transition has taken a long time, partly because of the time it took to develop
sufficiently powerful signal processing electronics, partly because of a lack of
understanding of the physical principles involved and partly because of the multi-
disciplinary nature of the technology, which combines a wide range of technical
disciplines including Control, Signal Processing, Electronics, Acoustics and Vibration.
Being a collection of pieces, in which the strength of the chain is only as strong as its
weakest link, it is little wonder that the technology has been characterised by advances
that have come in a series of spurts rather than in a continuous flow. It was not until
the early 1990s that regular implementations of active noise cancellation outside of the
laboratory were reported (Ericksson, 1990, 1991) and Wise et al. (1992). Since that
time numerous practical implementations have been reported, including systems for
reducing helicopter and aircraft cabin noise.

The resurgence of interest in the technology is reflected in the exponentially
increasing number of research publications on active control: the number of technical
papers published on the topic since Coanda’s and Lueg's work in the 1930s has
increased from approximately 240 before 1970 to 850 in the 1970s to 2,

200 in the 1980s, and to over 4,000 in the 1990s.

1.4 CURRENT COMMERCIAL APPLICATIONS
Although there are many companies and universities currently undertaking research

and development of active noise control applications, only a few applications have
actually reached the commercialisation stage. Those applications include:
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low frequency tonal noise from mid-size propeller aircraft (many systems currently

installed);

* headsets and ear muffs that actively reduce low frequency noise at the ear (many
thousands of units manufactured monthly);

* helicopter cabin noise (by actively controlling the transmission of rotor and gearbox
vibration through the support structure);

* industrial air handling systems and large office building air conditionin 2 systems
(hundreds of installed systems, mainly in the USA);

* diesel engine exhausts on stationary equipment and buses (only a few systems
installed); and

* automobile engine vibration isolation (currently restricted to one or two models of

vehicle in Japan).

1.5 THE FUTURE

Potential applications of active noise cancellation that we could potentially see on a
daily basis in the future are numerous and may include:

* Consumer goods such as refrigerators, washing machines, air conditioners, lawn
mowers, personal computers, range hoods, chain saws and vacuum cleaners;
Cars - engine noise (both using loudspeakers in the passenger compartment and
active vibration isolation of the engine) and road noise;

Trucks and mining equipment - exhaust noise and cabin noise; .

Air handling systems in industry are likely to become more common candidates for
active control - applied to ductwork carrying the noise;

* Public phone booths;

Aircraft and helicopter cabin noise control will become more widespread and will
include aerodynamic noise as well as propeller noise;

* Naval ships and pleasure boats; and

* Diesel locomotives.

Many of the applications mentioned above have seen successful laboratory
demonstrations, but that seems to be where they stall.

The main reason that active noise control systems have yet to be commonly found
in consumer products is their cost, A complete system includes a DSP and assocjated
electronics as well as loudspeakers and microphones. The cost of these components
is acceptable to the aircraft industry but not currently to the automotive or consumer
goods industry. Especially in the automotive industry, successful implementations
have been developed (for low frequency engine and road noise, including active
engine vibration isolation), but have not found widespread use because of their cost.
Perhaps the key to more widespread application will be the integration of active noise
control systems with existing hardware. For example the electronic signal processing
for an automotive system could be done with the engine management computer
(provided it was made sufficiently powerful) and use could be made of the stereo
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system ]oudspeai'lcirs :;1& :n;ﬂii‘gs as active noise cancellation generators (without
e {?fec%l;? ;cf]uiremen!s of complete systems can be brought in line with what
the ;E:fl:at is prepared to pay, we must never lose sight of the. fact lh‘al }I_\ere ;r:e
jcal limitations which make the application of the l.echnolog.y impractical in many
: hysmceS. Examples of impractical applications are d1s?ussed in Cpapter 6.
msta; rhaps the main reason for the lack of industrial appllcauqn examples (as
gszd to mass produced consumer goods) is the seemingly excessive cost of such
Ppp llations, which may easily exceed the actual hardware cost by one or tw_o orders
n l'tud;: The high cost of the labour component is associated with the high le.ve!
4 mag'meerin;g expertise and high level of understanding of the principles _of active
& . ngégntrol that are required if the installation is to be siccessful. ‘As active noise
l.Imst:‘:ol expertise includes acoustics, signal processing, automatic control and
c:n:;tronics the number of true experts throughout the world who are capgblf: of
Zeeveloping, and successfully installing active noise cqntro] systems is very hrmt.ed.
This also serves to limit the spread and comercialisatlon of the technology. Ad:l'nﬁ
to the cost of the labour component is the unique nature of most problerns'to wl t;cm
active noise control is applied, thus tending to preclude the use of a generic sysf om
that can be installed by non-expert technicians. In many cases, the unique naturf;= to e
problems involved requires a large injec}ion of development funds just to get to
nstration stage. o
laborl?;ofl;)yn(li.l‘:'lr:lll?’:ly, an inexpeisive, clever, commfe-rcial control system, which mcludfs
a selection of source and sensor transducers to satisfy most problems, and software. :)
guide users in the correct choice and location of such tl_'ansducers, does not y'e:1 e‘)jus .
The word “clever” used above to describe the comme_rc1al control system,.whlc oe:
not yet exist, needs some explanation. If a controller is to be useful ‘f’ a wide r[ahn gtet [?e
people, the effort involved in setting it up must be very small. This means zlx( e
controller must itself be controlled by a high level expefl s‘ystem or neural net.wor
automatically sets input and output gains to maximise system Q)fnamlcd ran fgf:
convergence coefficients to optimise convergence 'speed anfj Stabllll)i] trz\1 e-l(za é
control filter type and weight numbers to optimise noise reduction, as well as leakag
coefficients and system ID algorithms, filter types and configurations to maxll)rlmie
controller performance and stability. In addition, the controller should also bZ ab]e t0
perform as an adaptive feedforward or adaptive feedbgck c?ntroller, be extenda c?do
alarge number of channels simply by adding together identical modules, and prgvx g
advice on the suitability of feedforward control cqmpared to feedback conutol ;;se
on the quality of the available reference signal. Finally the f:ontroller/user vl;te; ac:,
during set-up (which should really be a question/answer session) should be ml ow
based for maximum flexibility. The ability to connect a modem to the controller to
allow remote access and interrogation of current performance and tl?e state of
transducers and other system components is also an important labour saving device.
Recently, low cost active noise control hard\f\/are and so-ftware has bf:icomg
commercially available. As a result, the implementation complgxnty has been ]red uce ;
somewhat, putting it in the reach of people with an understanding and knowledge o
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acoustics and/or vibration, but only a superficial knowledge of signal processing
control and electronics. However, much remains to be done to make lht;
implementation of active noise control sufficiently simple that it can be installed by
the same technicians that install passive noise control hardware.

Inaddition to the development of more user friendly control systems to implemeng
applications that are already proven such as low frequency tonal noise control inga
range of situations outdoors and indoors and low frequency random noise control in
ducts, current research is directed at extending the applications even further. It is
expected that more effort will be focussed on feedback control systems for random
noise, especially for passengers in aircraft. Effort will also be directed at extending the
frequency range to higher limits, particularly for the control of gearbox and engine
noise in Naval vessels and aircraft. With this type of control, it will be necessary to
implement the active cancellation as close to the source as possible, probably using
vibration actuators to control the vibration that is subsequently transmitted through a
structure and radiated as noise,

Unfortunately, the past history and credibility of active noise control as a viable
alternative control measure has been tainted with a minority of commercial companies
making premature public claims regarding its application, which were far in excess of
what was realistic (or what they could deliver). This has resulted in the technology
being viewed with suspicion by key manufacturers of particular mass market products
that have potential to benefit from the judicious application of active noise control
technology. The field has also been tainted by the unscrupulous patenting by some
companies of technology that had been published by other unrelated researchers in
journal papers or consulting reports years before the filing of the subject patents. This
unscrupulous patenting is often followed up with equally unscrupulous threats of
indefensible legal action against users of the technology. Unfortunately, this activity
is still continuing in some cases, and it is very likely that many of the current 800 to
1000 patents relevant to active noise or vibration control can be shown to be invalid.
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CHAPTER TWO

FOUNDATIONS OF ACTIVE
CONTROL

2.1 PHYSICAL MECHANISMS

To appreciate the physica.I problems lhall limit the apglicalion of active no?se control,
it will be useful to first discuss the physical mechanisms lhat. are respons:hlic for l'hc
noise reduction achieved by an "anti-noise" source. In applications of active noise
control, the cancelling signal is generated electronically and immc'iuc‘ed into thesystem
using transducers such as loudspeakers that convert the e]ectromlc signal to sound. In
many cases, the physical mechanism responsible for the reduction of the unwanted
noise is a little more subtle than mere cancellation. In cases where cancellation is the
only control mechanism, the noise level may be reduced at some locations, but will be
increased at others so that the total energy of the unwanted noise and the cancelling
sound is conserved. This type of controlis known as "local cancellation". Examples
of applications employing this mechanism are active headsets, (where the noise is
cancelled at the entrance to the ear canal but increased at other locations) and noise
cancelling headrests in aircraft and other transportation vehicles.

Other possible physical mechanisms responsible for the successful application of
active noise control include a change in the acoustic radiation impedance of the
unwanted noise source as a result of introducing the "anti-noise" sources, absorption
of sound by the “anti-noise" sources or, in the case of a confined space such as a duct,
reflection of sound by the "anti-noise" sources.

The suppression of the primary source sound radiation by a change in its radiation
impedance may be understood on the basis of the following considerations. If it were
possible to make the entire cancelling sound field (or almost all of it) 180° out of
phase with the original (primary) field, then the sound radiated by the primary source
would be effectively "cancelled" leaving one to wonder where all the energy had gone.
The answer is that in this case, the control mechanism is not really cancellation; the
sound field generated by the control (or cancelling) sound sources has effectively
‘unloaded" the primary source, changing the acoustic radiation impedance that it
“sees” so that it radiates much less sound (even though the motion of the physical
source, such as a vibrating surface, may remain unchanged). In this case, the control
Sources act to suppress the sound power radiated by the primary source. To achieve
?ffective suppression of the primary source output by presenting a purely reactive
Impedance to it, the control sources must be sufficiently large and located such that
"}BY are capable of presenting the required impedance to the primary source. In one
dimensional wave guides, such as air conditioning ducts, these constraints are
telatively €asy to satisfy and the distance between the control and primary sources is

NOLINO imnartant Linueasar in 2 TN anaoca tha annteal canrecs in aeneral will noad tn
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be close to the primary source to affect its radiation impedance significantly. It will
also need to be of similar size with a similar volume velocity output (or source
strength).

An example of a change in radiation impedance is the active control of a periodic
plane wave propagating in a duct and originating from a source somewhere in the duct,
The active control source generates a sound field that chan ges the radiation impedance
"seen" by the original sound source, thus reducing its sound output. An electrica]
analogy to this situation is a power point in a wall, which may be considered to be 3
source of electrical energy. If a light is plugged into it, the power point will supply the
power for which the light is designed, which may be 60 W. On the other hand, if 3
radiator is plugged into the power point, 1500 W may be produced (depending, of
course, on the rating of the radiator). Thus, the power produced by the power point js
dependent on the load impedance that it "sees". A similar argument holds for the
radiation impedance of an acoustic source, where the radiation impedance can be
altered by the introduction of another sound source.

Another example, this time a free field example, is that of two loudspeakers
placed in close proximity to one another. If the first loudspeaker is excited with tona]
sound, then it is possible to tune the amplitude and phase of the excitation to the
second loudspeaker so that the pressure directly in front of the first loudspeaker is
cancelled. Conversely, the first loudspeaker will then cancel the pressure in front of
the second and there will then be no net flow of energy, just a sloshing back and forth
of fluid between the two loudspeakers, due to the change in radiation impedance
"seen" by both of the speakers. The result is that no sound pressure is radiated to the
far field, but rather a local sound field just exists between the two speakers. Of course,
the preceding scenario assumes that the second loudspeaker sound field can

completely cancel the first and vice versa. In practice, small differences in speaker
construction as well as harmonic distortion of the excitation signal prevent this and the
result is usually a reduced noise level, but not complete silence! The best possible
result obtainable with the source suppression mechanism for a source radiating into
free space is when the control source amplitude is adjusted for zero sound pressure
immediately in front of it. This results in some suppression of the primary source
power output and no control source power output.

Returning to the duct example, if the propagating sound is random or transient in
nature, then it seems clear that the control mechanism is NOT a change in radiation
impedance of the original source by the "anti-noise" sources. This is because the noise
to be cancelled is not periodic; thus the required sound field at the location of the
undesired sound source to produce a change in radiation impedance will not be
predictable in advance. In this case, the "anti-noise" source either absorbs energy or
reflects it back from whence it came where it is eventually dissipated. When the "anti-
noise" loudspeaker absorbs sound, it will still need electrical power to drive it to the
correct displacement for energy absorption, as the acoustical energy it absorbs is
insufficient to overcome the source mechanical impedance and move the cone
significantly. This is because the acoustical efficiency of loudspeakers and other
artificial sound sources is so poor. Thus, in practice, the electrical power requirement
to drive a loudspeaker control source is not noticeably different when the speaker is
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2.2 BASIC STRUCTURE OF ACTIVE NOISE CONTROL SYSTEMS

ound control systems consist of one or more control sburcgs use(d to
introduce a secondary (or controlling) dlslurb_ance into ttlm structur]!acousug szrlsm earrn
< disturbance suppresses the unwanted noise originating fromone or more p y
g The (control) signals that drive the control actuators are generated by an
e wroller, which uses as inputs, measurements of the residual field
electrc_m.lc cmfl in duction of the control disturbance) and in the case of
e lmtro - i i rimary disturbance.
feedforward adaptive systems, a measure of th_e incoming p : y ; il
Active noise control systems are ideﬁ!'Iy suited for useml'he ow rc]quen y i fvé
below approximately 500 Hz. Although h1g_hcr frequency active contrp srysmn;sm Ie
been built, a number of technical difficulties, both strucmrallacous‘uc ( Er cxhi [.')1 e;
more complex vibration and radiated sou_nd fields) and eieclrgmcd (where :,vcm
sampling rates are required) limit their efﬂcneqcy, so they are restricted to very srli; co; 1
applications. Also, at higher frequencies, passive systems generally becorr_lc rn? e cos
effective. A "complete” active noise control system \lvould usually gonstst o
control for low frequencies and passive contrql for higher frequencies. -
Animportant property of many modern active sound_contml systems (pamzu atrty
feedforward systems) is that they are self-tuning (adaptive) so that they can ?-1 z;p 0
small changes in the system being controlled. These changes are a result of suc dt : mfi
as a changing acoustic environment and transducer wear. Changes_ only nee ;}J
small to cause a non-adaptive feedforward control systemto beco_me ineffective. ro;—
adaptive controllers are generally confined to the feedback type in cases wh‘cre. fs: igl t
changes in the environmental conditions will not be reﬂectefi in s1gr(111 1Cfm
degradation in controller performance. One exampl.e of an effective non-a aptllve
feedback control application is in active ear protection and hea(.lsels whfere analog
feedback control systems have been used successfully. for some time. An interesting
aside is that an adaptive feedforward controller is effectively a closed loop
implementation of a non-adaptive feedforward controller. _ i
Asintegrated microprocessors dedicated to signal processing become cheaper an 1
faster (the speed having doubled every 18 months for t'hc last 10 years), potentﬁa
active control applications increase in number. However, it should not be assumed that
more processing power will extend the applications endlessly.' The.re are some
supposedly potential applications (for example, control of traffic noise in living

Modern active s
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rooms), which will remain impractical, no matter how much processing power is
available, because the limitations are a result of the structural/acoustic characterisn'(;s
of the problem. Although more powerful signal processing electronics help to alleviage
the electronic problems associated with extending the application of active contro] t,
higher frequencies and to more complex multi-channel problems, (the
structural/acoustic limitations mentioned remain. For the example cited above, tq
provide significant (or any) attenuation of the unwanted disturbance, a vast array of
sensors and actuators would be required: it would be cheaper and more convenient to
build a thicker wall!

Two major types of active noise control system will be considered; adaptive
filtering (either feedforward or feedback) and waveform synthesis (a type of
feedforward control that is suited only to periodic noise). In addition, both time
domain and frequency domain versions of the feedforward adaptive filtering form and
the time domain version of the feedback form of controller will be discussed.

Itis useful to begin with an overview of single channel adaptive feedforward and
feedback control. Non-adaptive feedforward systems are generally impractical for
most industrial applications, because of the time-variability in the physical system
being controlled, and thus will not be considered further here. However, non-adaptive
feedback systems are often used for ear-muffs and sometimes for the control of noise
propagating in ducts. Waveform synthesis will be discussed later in Section 2.2.3.

The simplest example to consider for the illustration of the principles of
feedforward and feedback control is the active control of plane wave sound
propagation in a duct.

An adaptive feedforward active noise control system (the most common type)
consists of a reference sensor, a control source, an error sensor, a control algorithm
and an electronic controller, as illustrated in Figure 2.1(a). The controller usually
consists of an adaptive digital filter, and an adaptive algorithm that sets the weights
in the adaptive digital filter. These components are discussed in detail in Chapter 3.
The electronic controller part in Figure 2.1(a) is the only component that is different
for a time domain compared to a frequency domain system and this is discussed in
detail in Chapter 3.

A feedback system is illustrated in Figure 2.1(b). For an adaptive system, the
electronic controller is an adaptive filter and algorithm, whereas for a non-adaptive
system, the electronic controller consists of a fixed low pass filter and an amplifier.

2.2.1 Adaptive Feedforward Control

Referring to Figure 2.1(a) (feedforward control), a reference sensor (usually a
microphone) samples the incoming signal, which is filtered by the electronic controller
to produce the output signal to drive the control source (loudspeaker in this case). The
controller effectiveness is measured by the error sensor, which provides a signal for
the control algorithm to use in adjusting the controller output so that the sound
pressure at the error microphone is minimised. The signal processing time of the
controller must be less than the time for the acoustic signal to propagate from the
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Figure 2.1 Basic active noise control systems.
(a) Feedforward system
(b) Feedback system

reference sensor to the control source for broadband noise control, but for tonal noise
control, the maximum permitted processing time can be much larger (as the signal is
repetitive), but it is limited by the rate at which the amplitude and frequency of the
tones change.

The cancellation path is the electro-acoustic path from the loudspeaker input to
the error microphone output. The transfer function of this path must be taken into
account in most controller algorithms and thus it must be measured for every installed
system. Indeed, it is essential in most practical commercial systems that some means
is implemented in the controller to measure this transfer function regularly while the
controller is operating as it can change quite quickly in some cases. This will be
discussed in more detail in Chapter 3.

Because of their inherent stability, feedforward controllers are generally preferred
over feedback controllers when a reference signal, which is correlated with the error
signal, is available. One exception is the active ear muff case, for which it has been
found that an adaptive feedback controller seems to cope better than an adaptive
feedforward controller to head movement of the wearer (Bao and Pan, 1996).
However, most active hearing protection is made using non-adaptive feedback
systems. This arrangement minimises cost and maximises performance. One
disadvantage of feedforward controllers that is not shared by feedback controllers is
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the often encountered problem of feedback of the control source output to the
reference sensor via an acoustic path. Unless this is compensated for in the controller
adaptation algorithm and control filter, instability is likely to result. Appropriate
algorithms and filters are discussed in Chapter 3. One way of avoiding the problem
is to use a non-acoustic reference sensor such as a tachometer on the machine causing

the noise, as shown in Figure 2.2

e e e
= ~ Error
NS T microphone
Tachometer
Signal
Ref Csontrol
eference ignal
-y A Signal N 9 Error
Conditioning Electronic Signal
electronics Controller

Figure 2.2 Basic active noise control system with tachometer reference signal.

A tachometer reference signal is only useful if it is desired to only control the
harmonics or sub-harmonics of the machine rotational frequency. All other noise
detected by the error sensor will be uncorrelated with the reference signal and thus
will not affect the control system output (unless a specially developed non-linear filter
and algorithm is used - see Chapter 3).

For a feedforward system used to control more than one sound source, a reference
signal is required for each source, but all reference signals need to be symmed together
to form one signal for use by the controller.

The simple duct systems shown in the figures involve just one "anti-noise" source
and one error sensor. More complex systems (such as those designed to control 3-
dimensional sound fields) may require many sources and sensors. In this case the
control algorithm becomes much more complex, as it must take into account the
interactions between all sources and error sensors and provide the optimal cancelling
signal to each control source. Such a system is referred to as a multi-channel system.

The objective of the control system is clear; it must minimise the signal detected
by the error sensor. However, to derive the appropriate control source signal to
achieve this objective, the change in the disturbance during propagation from the
reference microphone to the control source must be accounted for, as must the change
in the control signal as it progresses through filters, amplifiers, and speakers. The
characteristics of these changes will alter significantly over time, with changing
environmental conditions (such as temperature) and transducer wear. Therefore to be
useful in practice, a feedforward control system must be adaptive (self-tuning);
continually tuning itself to provide the optimal result. Thus, in practice, a feedforward
controller must be implemented using digital electronics. To facilitate self-tuning, the
signal from the error microphone is used together with an adaptive algorithm to
continually update the characteristics of the control filter (shown as “digital filter” in
Figure 2.3). Note that analog to digital (A/D) converters, anti-aliasing filters, digital
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Figure 2.3 Feedforward active controller with adaptive algorithm.

toanalog (D/A) converters and reconstruction filters are needed for practical operation
of the system. Reconstruction filters are just low pass filters that “smooth out” the
edges of the digital signal, thus preventing the passage of the high frequency
components that are not desired in the control signal. With the adaptive algorithm, the
filter weights are updated in a time frame of the order of the digital sampling rate, and
much better results are obtained than if the filter is updated off-line. However, in
practical implementations, an update rate of similar order to the cancellation path
delay seems to work as well for a much smaller load on the digital signal processor.
This aspect is discussed in more detail in Chapter 3. Various aspects that need to be
taken into account in the filter weight update algorithm, such as the electroacoustic
transfer functions of the loudspeaker and error microphone are also discussed in detail
in Chapter 3.

Simply providing the basic system components shown in Figure 2.3 will not
necessarily ensure that a successful active noise control installation will be achieved;
thatis, there is no guarantee of either local or global noise reduction. The achievement
of noise reduction depends upon the design of, and harmony of operation between,
two major subsystems; the "physical" system, and the electronic control system. The
physical system encompasses the required transducers; the "control sources" for
inducing the secondary disturbance, and the "error sensors” that monitor the
performance of the active control system by providing some measure of the residual
noise and/or vibration field. Thus, the physical system provides the structural/acoustic
interface for the active control systems, and the electronic control system drives the
physical systemin such a way that the unwanted primary source noise and/or vibration
field is attenuated.

The quality of the design of these two major subsystems is the critical factor in
determining the ability of the active control system to produce the desired results. The
design of the physical system, comprising the arrangement of control sources and error
sensors, limits the maximum noise control that can be achieved by an ideal active
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controller. The control electronics limit the ability of the active control systemtoreach
this maximum achievable result. Thus, no active control system can function
efficiently with an inefficient physical or electronic subsystem.

The design requirements for the electronic and physical subsystems are very
different from, although not completely independent of, one another. Similarly, the
design of these subsystems varies from application to application, in that the
appropriate control strategy is dependent upon the control objective, whether it be
vibration control, radiated sound power control, sound transmission control or some
other objective. For example, the physical control system for an aircraft is not the
same as the physical control system for an air handling duct or the system for vibration
isolation of an electron microscope. However, the underlying principals of efficient
design for each subsystem are the same.

Whether the sound field to be controlled is one dimensional or three dimensional
makes a large difference to the complexity of the required controller and the extent of
the noise reduction that may be achieved. In both 1- and 3-dimensional systems, the
noise reduction achieved will be dependent on the physical arrangement of control
sources and error sensors. Moving the locations of the control sources and sensors
affects both system controllability (the achievable level of noise reduction) and
stability (the rate at which the controller adapts to system changes while remaining
stable). For feedforward systems, the physical system arrangement can be optimised
independently of the controller, but for feedback systems, the physical system
arrangement is an important part of the controller design.

Also of importance is the size of the source to be controlled compared to an
acoustic wavelength at the lowest frequency to be controlled. Clearly, one small
control source will NOT be effective in achieving GLOBAL control of a primary
source that is many wavelengths in dimension because of the inability of the control
source to significantly change the primary source radiation impedance.

To be able to decide on the best control system, it is necessary to know the
characteristics of the noise to be controlled. Is the noise transient or continuous? Is
it periedic (tonal) or random? It is always much easier to control periodic noise;
practical control of random or transient noise is restricted to applications where the
sound field is confined, such as in a duect.

2.2.2 Feedback Control

Feedback control systems differ from feedforward systems in the manner in which the
control signal is derived. Whereas feedforward systems rely on some predictive
measure of the incoming disturbance to generate an appropriate "cancelling"
disturbance, feedback systems aim to attenuate the residual effects of the disturbance
after it has passed. Feedback systems are thus better at reducing the transient response
of systems, while feedforward systems are better at reducing the steady state response.
Instructures and acoustic spaces, feedback controllers effectively add modal damping,
and in the duct system shown in Figure 2.1(b) the feedback controller also reflects
incoming waves by modifying the duct wall impedance at the control loudspeaker.
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i 1996).
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When the phase shift (or delay) through the control system (inclu ing the p y
from the control source to the error sensor) exceeds .l 80°, and the overall gain efcge \;
unity, the system will become unstable, prodl.fcmg positive feedbac!( 1'“8:;; ﬂ:}e
negative feedback, resulting inever increasing noise lcvc-..ls that are only 1.1 mile: yst_c
output capacity of the loudspeaker and its ampltﬁerl. 'I‘hls_c:m cause serious acc:)u s Il|
noise problems in the presence of high frequency noise or if the physical §ysltr:md te;,l E
controlled changes too much from the design co!ldtuon (for non-adaptive fee acl
control) or too rapidly between states (for adaptive fc?edback cont{ol). An examu[? ?
may be the unstable oscillation (or screeching) in an active hea_dset withanalog contro
as the head set is adjusted on the head of the wearer or if the wearer enters an
environment characterised mainly by impulsive or high frequency noise. _
The instability problems of feedback conlrollers: are usually mlmmlsedvby‘ k.eeplgg
the controller gain within reasonable bounds, (which has the efft?ct of limiting the
controller noise reduction performance) and using low pass filters to atte.r}uak:e
incoming high frequency signals that cannot be controlled. Unfortunately if the
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amplitude “roll-off” characteristic of the high pass filter is too steep, the phase at
lower frequencies is affected adversely and this further limits the useful bandwidth of
the controller.

To minimise acoustic delays and thus maximise feedback control system
performance and stabilily, the physical locations of the control source and error sensor
should be as close together as possible. The disadvantage of placing the error sensor
close to the control source is that because of near field effects, the sound pressure at
large distances from the error microphone may not be significantly reduced. This is
not a problem, of course for active ear muffs because of the close proximity of the ear
drum to the error sensor. The delays in the signal processing circuitry should also be
as small as possible, usually resulting in the requirement for analog rather than digital
circuitry for non-adaptive systems.

For feedback systems, the delay between the control source and error sensor can
only be reduced to a certain limit. This is because of the near field effects that exist
close to a loudspeaker, so that placing the microphone too close will reduce the far
field performance of the controller, as it will be possible to achieve cancellation only
at a very local area near the microphone, due to the non-uniformity of the near field,
One consequence of the acoustic delay is that feedback controllers can only cancel
periodic noise by a large amount. Following from this, one may conclude that for
random noise, the feedback controller will perform better for noise that has a high
auto-correlation coefficient for delays equal to and less than the delay through the
controller and cancellation path. Non-adaptive feedback control is also effective in
controlling transient noise to a certain extent, as it adds damping to an acoustic system.

Examples of the practical use of a feedback controller include active ear muffs (or
active head sets), active vehicle suspension systems and active control of structural
vibration.

Adaptive feedback control can really only be implemented with a di gital filter and
as a result it exhibits considerable processing delays. Such a system is thus suitable
only for periodic noise. This type of controller is only preferred over feedforward
control if it is impossible to obtain a reference signal of any type (and this is relatively
uncommon) and a fixed, non-adaptive feedback controller is unsuitable.

2.2.3 Waveform Synthesis

Waveform synthesis uses a similar configuration to that shown in Figure 2.2. In this
case, the pulses from the tachometer signal are used directly by the electronic
controller to generate the cancelling signal. Each pulse from the tachometer is
converted to a corresponding output amplitude by the electronic controller. The
controller must be programmed with the number of pulses that will be provided for
one complete cycle at the fundamental frequency to be controlled, In that way the
controller can assign appropriate output amplitudes corresponding to each pulse, and
then update the values after each cycle based on the error signal value. The error
signal is sampled synchronously once for each pulse received by the controller. A gear
wheel is usually needed to provide the required number of pulses per revolution from
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.rcgrgases. This is because the accuracy of the output waveform shape is dependent on
E umber of pulses (and correspondingly the number of steps) per period (see Figure

then
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Figore 2.4 Arrangement of waveform synthesis controller,

The waveform synthesis systemcan attenuate noise at the fundamental frequency
of the waveformand all its harmonics, buypothing in between. More details about this
approach can be found in the discussion in Chapter 3.

2.3 CONTROL SYSTEM OPTIMIZATION

In general, the performance of an active noise control system is governed by a number
of related factors that must be addressed in the appropriate order during the design
procedure. Referring to Figure 2.5, it can be seen that the absolute maximum levels
of (global) attenuation that are possible with a particular active noise control system
are determined first by the placement of the control sources. This means that no matter
how well the error sensors have been placed or how good are the electronics, an active
control system will not function properly if the control source placement is not
satisfactory. Even for the simple single channel case involving the control of plane
waves in a duct, there are preferred locations for the control source that will give
better results (in terms of power needed to drive the loudspeakers as well as noise
reduction) than other locations.

After the control source placement has been optimised, the maximum
performance achievable with the active control system will be determined by the
locations of the crror sensors, which must be such that they can effectively sense all
parts of both the primary and control signals. For example, if the target of the control
System is the reduction of noise Ievels in a reverberant space, the error sensors must
be capable of adequately sensing all acoustic modes driven by the primary and controf
Sources. Similarly, if the aim is to reduce the noise inside automobiles, the error
Sensors must be capable of sensing all acoustic modes excited in the vehicle cabin.
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Limit to noise reduction detsrmined
by control system performance

se reduction determined

Lirit 1o
by control source arrangement

—»>
Global noise reduction (dB)

Figure 2.5 Performance hierarchy of an active noise control system.

After both control source and error sensor placements have been optimised, the
maximum achievable performance of a feedforward control system will be limited by
the quality of the reference signal. The control signal can only act to cancel that part
of the error signal that is correlated (or coherent) with the reference signal. Thus, if
the reference signal contains components that are not in the error signal, the dynamic
range of the controller will be effectively reduced, with correspondingly poorer noise
reduction results. On the other hand, if the error signal contains components that are
not present in the reference signal, then the noise reduction measured by the error
sensor will be proportionally reduced.

The final performance limiting factor for a feedforward control system is the
performance of the electronic control system, which in turn is related to its calculation
accuracy and dynamic range as well as the algorithms it uses. The dynamic range is
determined by the number of bits characterising the A/D converters as well as the
adjustment of the input amplifiers to ensure that the maximum possible signal level
corresponds to the maximum digital output. Usually 16-bit A/D converters are
adequate. The calculation accuracy depends on whether the processor is fixed point
(16 bit) or floating point (32 bit). The floating point processor is much easier to use

and set up than the fixed point processor due to its greater calculation accuracy making
itmore forgiving of the selection of parameters that impact on the calculation process.
Thus, the floating point processor is recommended for use in all but low cost mass
market implementations. Note that DSPs are used rather than ordinary micro-
processors because most of the operations done by the adaptive algorithm are
multiplication and addition.

Each of the performance limiting factors illustrated in Figure 2.5 and mentioned
above (except for controller performance) will now be discussed in detail. The
discussion of the influence of controller performance is left to Chapter 3.

The sources needed to generate the anti-noise field (control sources) must be
capable of producing noise levels similar to those produced by the unwanted noise
source. The control sources must also be able to survive in the particular industrial
environment in which they are used. Typical control sources include loudspeakers,
horn drivers or vibration actuators (piezoelectric patches, piezoelectric stacks,
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ictive actuators, electrodynamic shakers, electromagnetic actuators, inertial

draulic shakers and pneumatic shakers). The vibration actuators are used

to control the vibration of surfaces that are radiating the unwanted sound.

magnelostr
sh akers, hy!
sometimes

2.3.1 Control Source Output Power and Placement

ieving optimal control source placement is a complex process. To obtain global
ke the basic requirement is that the control source arrangement must be able
aﬂenuafw:l- the unwanted sound field with some fidelity. For single control source
Lo ech as the control of plane waves in a duct, the optimal control source
systEFIS ‘i:l\l.vherc the required displacement amplitude (of the control loudspeaker) is
Ioca'u?“um. This location can be determined theoretically or experimentally by trial
2 mlmn-]r If the control source is not placed at the optimal location, the same amount
e 01_’;2 ;eduction may be possible in some cases, but the control loudspeaker will
EZ\Z’,O:O be driven much harder and in practice, there are likely to be Io<.:at.ion.s where
it simply cannot be driven hard enough (due to loudspeaker power limitations) to

i xpected noise reduction. .
aCh“;v:r::)epTicgtions where many control SOUTCes are necessary, the optimal locat;ons
can be determined by a numerical procedure }nVQlVlng_ ﬁnlte element (or t_;oyn arz
element) analysis and genetic algorithm!optimnsatlpn. Finite element analysis is us;:1
to calculate the system modal characteristics, which are then u.sed to calculate the
sound field generated by the primary and control sources. For s_lmple systems, (g.g.,
a simply supported panel radiating noise) the theoretical mgdelhng may be ba.se Fon
an exact analysis using classical mechanics rather than finite element analyst. or
each possible control source configuration, the control source stren.gths req}nred to
minimise the sum of the squared sound pressures at all possible sensing locations are
calculated using quadratic optimisation (Hansen and Snyder, 1997, Chapter 8). For
enclosed sound fields, total potential energy, rather than th.e sum of s.ql'lar_ed sound
pressures at a number of focations may be used as the quantity to be'mlmmlsed (cost
function). For sound radiated by a source outdoors, the cqst f}ll’lCllOﬂ may be total
radiated sound power. The minimum value of the cost function is calcylated for each
control source configuration tested. The best control source configuration can then be
determined by trial and error or a more sophistica.tcd search procedure such as a
genetic algorithm may be used as described by Simpson and Hansen (1996) and
Hansen et al. (1996, 2000). ‘

It should be noted that the modelling does not have to be purely analytical or
numerical. Experimental data, namely transfer function measur(?menls, between an
array of possible sensing locations and the primary and posmble.control source
locations, can be used to model active noise control performance. FII‘SF the primary
sound field (with no controlled field operating) is measured at the locations where it
is desired to minimise the sound field. The number of locations can be much grgater
than the number of error sensors that are planned to be used. Next, transfer functions
are measured (in the frequency domain, using a spectrum :?na]yser) between all
possible control source locations and the locations where the primary sound field was
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measured. For a particular control source configuration, the optimum control source
strengths that minimise the sum of the squared sound pressures at the specified
sensing locations can then be calculated using commercial multiple regression
packages as described in the literature (Snyder and Hansen, 1991c).

Note that the optimisation procedures outlined in the preceding paragraphs strictly
apply only to a single frequency. Each frequency of interest will be characterised by
a different optimum set of control source locations. If only one or a few tones are to
be controlled (or if the frequency ranges to be controlled are narrow band in nature),
the optimum locations may be calculated for each tonal frequency (or centre frequency
of a particular narrow band) and a compromise determined to obtain the best overall
noise reduction. However, if the noise to be controlled is broadband in nature, it is
impractical to concentrate on optimising control source locations using the procedures
Jjustoutlined unless one part of the spectrum is more important than all the other parts.
Alternatively, it may be possible to divide the frequency range of interest into a
number of narrow bands and determine optimum source locations for each band. The
actual control source locations that are used may then be a compromise between the
various optimal locations corresponding to the centre frequencies of each band and
more control sources than originally expected may have to be used as well. What is
likely to happen in practice is that some parts of the frequency spectrum will be
controlled to a greater extent than other parts of the spectrum for a particular control
source configuration.

One way of coping with broadband noise is to use more control sources than
theoretically necessary for a single frequency source. An example is controlling sound
propagating in a duct. If a single control source is used, there will be certain
frequencies at which it cannot generate sufficient output to achieve significant control.
In this case, it would be beneficial to have a second control source separated from the
first axially along the duct by a distance corresponding to a third of a wavelength at
the highest frequency of interest.

There are a few general rules that apply to control source placement. First, it is
generally more difficult to obtain significant levels of global sound attenuation in free
space than in an enclosed space. To duplicate the unwanted acoustic radiation pattern
in free space generally requires the control sources (usually loudspeakers) to be placed
in close proximity to the source of the unwanted noise. As an example, if the source
of unwanted noise is a simple monopole and the control source is a second monopole,
then to achieve a reduction of 10 dB in radiated power, the two sources must be no
greater than one tenth of an acoustic wavelength, A, apart, a constraint that is more
easily satisfied at low frequencies. This constraint is clearly illustrated in Figure 2.6,
which shows the attenuation as a function of distance, r, between the two sources
(Nelson et al., 1987b).

If the excitation frequency is 100 Hz, and the primary source size is small
compared to a wavelength of sound (less than A/5), and if the control source is within
approximately 30 cm of the source of the unwanted noise, 10 dB of global sound
attenuation is the maximum that can be obtained. However, if the excitation frequency
is 500 Hz, the control source must be within a few centimetres of the unwanted noise
to achieve the same attenuation. Global sound attenuation refers to a reduction in the
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Figure 2.6 Maximum possible attenuation in sound power
for a single monopole source by another monopole source
as a function of separation distance.

total sound power radiated by the combined primary and cont_ro_l sources compan?d
to that radiated by the primary source alone. On the other hand, it is possible to obtain
wloeal atteniuation” using a control source remote from the prim?ry source. Iln this case,
the sound levels at other locations are likely to increase with a resultmlg overall
increase in the radiated sound power, as a result of the reduction in a localised area.

If the source of unwanted noise is greater in size than about one fifth of a
wavelength, it will be necessary to use more than one independent co.ntrol source to
obtain appreciable global sound attenuation, and the larger the physical 31zc.0f the
unwanted noise source, the greater will be the number of control sources r(?q{.ured. It
is also important to note that unless the noise being generated is topal, it is often
difficult to obtain a reference signal, representing the impending upwamed
disturbance, in sufficient time to generate the required control signal. This is not so
much of a problem for periodic noise (such as electrical transformer hum) because in
most cases, it may be assumed that the reference signal does not vary much from one
cycle to the next. ) _

In summary, we may conclude that to obtain a substantial amount of noise
reduction, the control source signal must be coherent with the primary source output
(that is, no extraneous noise may exist in cither signal), the separation between lh‘e two
sources must be small and the control source must be of similar size to the.prlmary
source and capable of generating a similar volume velocity at the frequencies to l?e
controlled. OF course, if the primary and control sources are in a duct, rather than in
free space, the source separation and size constraints do not apply.

The effect of control source location on the maximum achievable sound power
reduction in a duct is illustrated in Figure 2.7 for a constant pressure primary source
(e.g. a fan for which the acoustic pressure generated is independent of the acoustic
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Figure 2.7 Total acoustic power reduction as a function of
primary/control source separation for a constant pressure, non-
rigid primary source (Hansen and Snyder, 1997).

load impedance that it sees) and a non-infinite impedance in the plane of the primary
source. For an infinite impedance in the plane of the primary source, an infinite
amount of control is achievable regardless of source location.

Note that the downstream duct impedance has no effect on the optimum control
source location. It is also interesting to note that the best location for the control sound
source in a duct turns out to be at one of the pressure maxima, so the best location may
be determined by measurement of the sound pressure in the duct if the primary source
termination impedance cannot be determined.

Figure 2.8 is interesting in that it shows how much volume velocity is required
from the control source in relation to the primary source to achieve optimal control.
It is clear that source location has a large influence on how hard it must be driven to
achieve optimal control.

As previously explained, control source optimisation procedures usually only
optimise at a single frequency. There are many industrial applications where this is
inadequate and even in cases where a single frequency tone only is to be controlled,
the frequency or wavelength is likely to shift with process changes or temperature
changes. In these cases, it may be prudent to explore optimum control source locations
at a number of frequencies and temperatures in the range to be controlled. The
conclusion may then be that a number of control sources may be required to maximise
the noise reduction in cases for which, theoretically, only one source should be
sufficient.

An example is the control of a tonal noise in an industrial exhaust stack. The
wavelength of the noise typically may change by about 20% due to process
temperature changes and fan speed changes. Although a single control source is all
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Figure 2.8 Relative control source volume velocity as a
function of primary/control source separation for optimal
control and constant pressure primary source (Hansen and
Snyder, 1997).
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----------- rigid tgrmination at primary source

that is required to control a single frequency noise in a duct in which no higher order
modes are cut-on, there are source locations that would require excessive source
output. These locations vary as the wavelength varies and to cover all possibilities, it
may be necessary to use up to three control sources spaced axially along the duct at
intervals of one sixth of a wavelength at the highest frequency of interest.

Sometimes, one is interested in obtaining just local cancellation, rather than global
control; for example, around the driver’s head in the cabin of mobile mining
equipment. The size of the “zone of quiet” achievable is a function of error sensor
type and arrangement as well as the number and arrangement of control sources. Thus,
the local cancellation case will be discussed in the next section.

2.3.2 Influence of Error Sensor Placement

As the control source configuration generally affects the optimum error sensor
placement, it is important that the error sensor configuration only be optimised after
the desired control source configuration has been determined.

With a theoretical or numerical analysis or with measured data that allows both
the primary sound field and optimaily controlled sound field to be calculated (or
measured in the case of the primary field), it is possible to calculate the optimum error
sensor locations. The optimally controlled sound field may be one that minimises the
sum of the squared sound pressures at specified locations or it may be the sound
Power radiated by a source or the total potential energy in an enclosed space or in a
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sub-volume of an enclosed space. The optimum error sensor locations are the locations
of greatest difference in acoustic pressure levels between the primary and controlled
sound fields.

Care must be taken to locate acoustic pressure error sensors in the far field of the
control or primary sources (if possible), otherwise good control may not be achieved
at large distances from the sources. At very low frequencies and for large sound
sources, the near field can extend a long way from the primary and control sources,
In this case, the result of using far field error sensors is a large delay in the control
system cancellation path, which reduces controller stability and tracking speed. In
these cases, better overall control system performance may be obtained by placing the
error sensors in the near field of the control sources (for example in the control of the
hum generated by large substation power transformers).

Better overall system performance is usually obtained if the error sensors are not
placed symmetrically around the sources. However, the sensitivity of the control result
to error sensor placement reduces as the primary and control source separation
distance is reduced. Note that if sound intensity sensors are used, it is not necessary
that they be placed in the far field of the control and primary sources. However, to
date, poor results have been obtained using sound intensity sensors rather than simple
sound pressure sensors, so the added complexity is not only not justified, it produces
a poorer noise reduction performance, even when compared with that obtained with
near field pressure sensors.

In many cases the optimum error sensor locations (as well as optimum control
source locations) are frequency dependent, which means that more sensors must be
used if a reasonable frequency bandwidth is to be covered. Also in some cases it may
be adequate to use bandpass filtering, so that the error signal is only present at
frequencies where its location is close to optimal. In the case of noise radiating
structures, it is possible to replace microphone error sensors with PVDF film bonded
to the noise radiating structure as the etror sensors.

PVDF film, which is piezoelectric, may be cut to shapes, which resuit in them
only sensing the structural vibration that is contributing to the radiated sound. This
work is the subject of current research (see Cazzolato and Hansen, 1998, 1999).

For the case of local cancellation using a single error microphone, the size of the
“zone of silence” in which a greater than 10dB sound reduction is obtained, is
approximately one tenth of a wavelength. However, if the sound field is in an enclosed
space and an energy density probe is used that detects the total energy in the acoustic
field, the size of the “zone of silence” extends to one half of a wavelength, although
the maximum attenuation obtained is a little less. Note that the total energy is made up

of the sum of the kinetic energy (proportional to the square of the acoustic particle
velocity) and the potential energy (proportional to the square of the acoustic pressure).

The preceding discussion applies mainly to feedforward control systems.
Feedback systems have additional stability constraints, which usually require that the
error sensor and control source be located close together. Also, for random noise, it
is essential that the noise autocorrelation coefficient, corresponding to the delay
through the controller, is greater than about 0.9 if the performance is to be at all
useful.
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23.3 Influence of Reference Signal Delay and Quality

ote that feedback systems do not have a reference sensor, so lh_c following
cussion applies only to feedforward systems. The lrefercnce signal influence on
feedforward control system performance is twofold. F{rst the delay for the unwan.tcd
noise signal to travel between the reference sensor location and control source location
must be greater than the electronic delay through the control system or the controller
rformance for random noise control will be degraded. For example, a measurement
of random noise at an upstream point in an ai.r l?andling dyct may be used to.prec[m
the noise at some downstream point in 3 milliseconds time (if the two points are
separated by approximately one meter); however, the measu_re'mem canqol be us;d l_o
redict the noise at the downstream point in, say, 10 or 20 mnll,seconds? !llme. Penodt_c
signals, which are slowly varying, need not satisfyl this causalglg-r cond:t;op because it
may be assumed that the characteristics of one pen_od are sufficiently similar to those
of the periods preceding it. Causality is even more important for feedback c9ntrollers
pecause they have no reference signal. Instead, they rely on the autocorrelation of the
noise to be controlled to be high for delays greater than the delay through the control
system. ) ) )
The total delay through the controller includes the delays associated with the A/D
interface (significant delay), the signal processing (usually small) and the
electroacoustic conversions associated with reference sensors (small) and control
sources or loudspeakers (often large). The delays through each of these components
may be characterised in terms of group delay, which is a measure qf the time it takes
for a given signal 1o propagate through a component. It is quite likely for the path
between the reference signal input and control signal output to have a group delay of
between 3 and 10 milli-seconds. The delay can easily be much larger' f0'r lf)w
frequency signals, as components designed to operate atlow frequencies (anti-aliasing
and reconstruction filters which cut off at low frequencies, and control sources that
have maximum output levels at low frequencies) typically have group d_eiays that are
longer than similar components designed to operate at higher frequenme_s. Note that
a group delay of 10 milli-seconds corresponds (o the need for approximately 3.4
metres of space (at room temperature) between the reference sensor and control source

in a duct full of air. o )
Regarding reference signal quality, the following characteristics are important:

N
dis

«  coherence between the reference and error signals;
o+ feedback of the control signal to the reference signal; and the
+ relative magnitude and character of the main frequency components that

make up the reference signal.
First, in terms of coherence (which can be measured with most audio spectrum
analysers), the maximum possible fractional reduction in the power spectrum of the
system error signal is defined by:

S0Pty wy, @n
S, (®)unc
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where S, (w) is the power spectrum of the error signal, opt and unc denote optimally
controlled and uncontrolled signals, and y* is the coherence coefficient between the
error signal and reference signal. Clearly, the coherence coefficient must be close (g
one for significant attenuation to be possible as a result of active noise control. For
example, using the above equation, the required minimum value of v to achieve »
20 dB noise reduction is 0.990.

Acoustic feedback can occur in a feedforward active noise control system if g
microphone is used to provide the system reference signal and some of the noijse
generated by the control source reaches the microphone. If the acoustic feedback js
small relative to the primary noise signal at the reference microphone location, then
one is just restricted in the choice of control filter types that may be used (see Chapter
3). If the feedback signal is relatively large (the exact size is system dependent), then
the control system may become unstable, regardless of whether an FIR or an IIR filter
is used. Thus, it is important to find alternative reference sensors when possible, so
that the feedback of the control signal to the reference signal is minimised. When only
periodic noise generated by rotating equipment is to be controlled, a popular
alternative for a reference sensor is a tachometer. Other possibilities for random noise
include a microphone located near the noise source or an accelerometer mounted on
a structure attached to the noise source. When microphones are used as reference
sensors the influence of the control sources on the reference signal may be minimised
by using directional microphone or control source arrangements.

For active noise control systems that operate in the time domain, the controller
acts on the time varying reference signal, rather than explicitly on its frequency
components. The control system operates so as to remove that part of the reference
signal that is correlated with the error signal. This means that the control system will
attempt to remove the dominant frequency component of the reference signal, which
is also present in the error signal, even if this is not the desired result, For example,
if the target of an active noise control implementation is a 30 Hz signal, and a 20 Hz
signal (which need not be controlled in this particular application) is also present in
both the reference and error signals, then the controller will attempt to minimise both
the 20 Hz and 30 Hz components. If the amplitude of the 20 Hz component of the
reference and error signals is 10 dB above that of the 30 Hz component, then the
controller will attempt to attenuate the 20 Hz component by 10 dB before it explicitly
attenuates the 30 Hz component. The control system can be viewed as having a
“flattening” affect on the spectrum, where the frequency components in the error
signal that are also present in the reference signal will be "pushed" down to
approximately equal amplitudes. The control system can also be viewed as being able
to subtract a limited amount of "energy” from the reference signal; the attenuation per
frequency component is reduced as the number of frequency components requiring
attenuation is increased. For example, assuming that the control system can attenuate
both the 20 Hz and 30 Hz signal components, and if the amplitude of the 20 Hz
component of the signals is 10 dB above the 30 Hz component, then the 20 Hz
component may be attenuated 15 dB, while the 30 Hz component is attenuated 5 dB
(the final spectrum is "flattened"). If the 20 Hz component is removed, the 30 Hz
component may be attenuated 15 dB. However, if the controller cannot attenuate the
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omponent, perhaps because the transducers were designed to operate at 30 Hz
not provide adequate output levels for attenuamn'at 20 Hz, and th'e 2.0 Hz
onent of the signals is dominant, the control systerm will go unstable as it tries to

i e the impossible task of attenuating the dominant signal component. To optimise
S wroller performance, the relative amplitudes of the frequency components in the
e conce signal should be the same as the relative amounts of attenuation required for
refﬁ‘?gquency component, That is, if 25 dB of control is required at frequency f, and
e:l}ch is required at f;, then the amplitude of the reference signal power spectrum at
; ¢ 15 dB higher than the amplitude at f; . In many cases this requires some
filtering of the reference signal prior to it being used by the .conlrf)ller. TI’!‘IS
nenomenon can be explained by reference to the filter update equations discussed in

Chapter 3 and the explanation will be discussed there.

20Hz¢
ﬂnd can
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CHAPTER THREE

THE ELECTRONIC CONTROL
SYSTEM

3.1 INTRODUCTION

A number of alternative types of electronic control system will be described in detail
here. First an overview of the different types will be given, then control filter types will
be discussed followed by a discussion of the algorithms used for optimising them.
Programming an electronic control system is a complex task and optimal performance
requires that most of the programming be done in assembler code. Fortunately, with
the advent of reasonably priced commercial controllers, it is probably not necessary
for most users to know how to program them. Nevertheless even tuning a commercial
active noise control system is an acquired art that takes quite a bit of practice to master.

Figures 2.2 and 2.3 show where the electronic controller fits into an adaptive
feedforward active noise control system. In practically all feedforward
implementations, the controller is digital. In some feedback systems that are non-
adaptive, analog electronics are still used due to, the minimal delays associated with
them. The feedforward electronic controller is made up of three major components
with two inputs and one output as shown in Figure 3.1.

Reference Error
(5_"9"3‘|) Cpmr(IJl signal
Input signal il
(output) (input)
Digital Cancellation path
filter transler function
modeller

3

Adaptive
algorithm

2

Figure 3.1 Basic components of the electronic part of a single-channel feedforward
active noise control system.

Multi-channel controllers are similar in architecture to single channel controllers
asshown in Figure 3.2; the major difference is in the adaptation algorithm. Adaptation
algorithms for multichannel controllers are discussed in detail by Hansen and Snyder
(1997) and Kuo and Morgan (1996) and will only be briefly mentioned here. In
Figures 3.1 and 3.2, the input and output signals (reference, error, and control) are
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Figure 3.2 Basic components of the electronic part of a multi-channel feedforward
active noise control system.

assumed to be digital (the analog to digital and digital to analog converters are not
shown). The three major components of the controller shown in Figures 3.1 and 3.2
are: a digital filter, an adaptive algorithm, and a cancellation path impulse response
modeller. Each of these will be discussed in detail in the sections to follow.

Adaptive feedback controllers differ from the structure shown in Figures 3.1 and
3.2 in that there is no external reference signal for a feedback system. Instead a
pseudo-reference signal is synthesized from the error signal as will be seen later. Non-
adaptive feedback controllers are usually based on analog electronics and consist
solely of a filter and an amplifier as the electronic controller in Figure 2.1(b). For the
waveform synthesis implementation, the cancellation path transfer function modeller
is not needed and the digital filter is replaced with a waveform synibesizer.

3.2 DIGITAL FILTERS (ADAPTIVE CONTROL FILTERS)

The digital filter component of the feedforward or adaptive feedback controller
(sometimes referred to as a control filter) is responsible for generating a control signal
output from the reference signal input. The control signal is fed to a control source
(such as a speaker) that generates the cancelling sound. The control filter takes
discrete samples of current and past reference inputs (and possibly filter outputs),
multiplies them by a set of coefficients or weights, and adds the results to produce an
output sample. The values of the filter weights determine how the reference signal is
modified by the control filter to produce the required control output. To drive the
loudspeaker, consecutive output samples are converted to an analog signal using a
reconstruction filter.

The control filter may take a number of forms, the most common of which is the
finite impulse response (FIR) filter. An FIR filter may be represented as in Fi gure 3.3,
where z"' represents a delay of one (input) sample and w; represents filter weight i.

The structure in Figure 3.3 is sometimes referred to as a transversal filter, or a
tapped delay line. The number of "stages" in the filter (the number of present and past
input samples used in the output derivation) is usually referred to as the number of
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Figure 3.3 FIR filter architecture.

filter "taps". When subject to a unit step input, the filter output will c‘ventually'dc:ay
to zero, thus its name, finite impulse respons.e ﬁlt?r. FIR filters are ideally r:ulle .to
mn.al noise problems, where the refereru?c sxgr.ral is one or perhaps a fevy smusmds;
robably the most common reference s:gna_l in active noise and vibration cc_mr.ro
work), and where the control signal does not in any way‘corrupt the reference signal.
In some cases, especially when there are resonances in the system to be comrol}ed
orif there is acoustic feedback from the control source to the reference sensor, leading
to corruption of the reference signal, the FIR filter is not .l}}c best‘ choice and the
infinite impulse response (IIR) filter is often chosc:? for its ability to directly model the
poles in the system resulting from the above me:nuoned effects. Such a filter has the
architecture illustrated in Figure 3.4 and may be considered as being made up of two

FIR filters.
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Figure 3.4 IR filter architecture.
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The output value of the IIR filter is equal to the weighted sum of present and pag;
inputs and is defined by:

Y(k) = bx(k) + by x(k=1) + -+ b x(k-n) + a,y(k~1) + a,y(k-2) + - +a, y(k-m) 3.
The equation for an FIR filter is obtained by setting all of the “a” coefficients to zerq
in the above equation.

The main advantage of the IIR filter (in addition to its ability to accurately mode]
the acoustic feedback path and system resonances) is that it can model complex
systems with much fewer weight coefficients than required by an FIR filter, thug
reducing computational load. This advantage comes at the cost of inherent instability,
slower convergence and the possibility of convergence to alocal minimum in the error
surface instead of a global minimum. This is in contrast to the existence of only one
minimum for an FIR filter when a gradient descent algorithm is used (see Section
3.4.1). The lack of inherent stability in the IIR filter is a result of the presence of the
feedback section of the filter: if the (feedback) loop gain becomes too great the system
becomes unstable, as opposed to the case of the FIR filter for which the gain can
become extremely large without causing instability. When an IIR filter is subjected
to a unit step input, the feedback section ensures that its output will never decay to
zero; thus its name, infinite impulse response filter.

IIR filters are preferred over FIR filters where the noise to be controlled is
broadband in nature especially if the system to be controlled has resonances in the
control frequency range or where the phase speed is not independent of frequency
(such as higher order modes propagating in air handling ducts). IIR filters are also
preferred over FIR filters in feedforward control systems where there is feedback from
the control source to the reference microphone resulting in contamination of the
reference signal. This problem often occurs in air handling ducts, where the reference
signal is provided by a microphone in the duct. Although the problem can be reduced
by using directional sound source and microphone arrangements, it can never be
eliminated entirely when a microphone is used to provide a reference signal. System
resonances and acoustic feedback from the control source to the reference microphone
result in poles in the transfer function of the optimum control filter. These poles can
be modelled easily with an IIR filter, as its transfer function is characterised by a
denominator as well as a numerator, but as an FIR filter transfer function has no
denominator, it takes a very long FIR filter to even approximately model the poles.

In some cases, particularly when there are non-linear acoustic control sources or
non-linear systems to be controlled, neither of the IIR or FIR filter architectures are
suitable. One possibility that addresses the non-linear problem is to use a non-linear
filter such as illustrated in Figure 3.5 where x is the input signal, W, are the filter
weight coefficients and x* and x° are the input signal raised to the 4th and 5th powers
respectively. A second type of non-linear filter is a neural network, which is illustrated
in Figure 3.6. An important characteristic of non-linear filters is that they can generate
signals at frequencies that do not exist in the reference signal and thus they are ideal
for controlling systems for which the control actuators suffer from significant
harmonic distortion.

Each of the filter types just discussed requires a different algorithm for adjusting
its weights to achieve a control signal that will minimise the error signal.
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Figure 3.5 Non-linear polynomial (P4P5) filter for control of non-linear systems.
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Figure 3.6 Non-linear neural network filter for control of non-linear systems.

In summary, there are three parameters that affect the performance of a digital
filter in an active noise cancelling system: the type of filter, the filter weight values
and the number of weights. For a single tone, in theory, only 2 weights are needed
with an FIR filter to generate the required cancellation signal. In practice, a very large
difference in the two weight values may occur, especially if the sampling rate is more
than 20 times the frequency of the sine wave. This can result in less noise reduction
being achieved, as there are inaccuracies associated with subtracting large numbers
to calculate a small difference. It has been found that an FIR filter with between 4 and
20 weights is usually adequate. For multiple tones, 4 to 20 weights per tone should be
used, with the actual number required being dependent on how different the sample
rate is from 10 times the frequency to be controlled. The greater the difference, the
greater the number of filter weights necessary for optimum performance. For random
noise, several hundred filter weights are necessary and often an IIR filter gives better
results (with less weights in the feedback path than in the feedforward path) for a
fixed allowed number of weights. If acoustic resonances exist in the physical system,
then 4 to 10 weights per resonance in the feedforward and in each of the feedback
parts of an IIR filter are likely to be required for good control.
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3.3 ADAPTATION ALGORITHMS FOR ADAPTIVE FILTERS

The adaptation algorithm component of the controller is responsible for tuning (pe

digital filter weights so that the resulting control signal minimises the error signa)
received by the controller. Another adaptive algorithm is responsible for obtaining a
model of the cancellation path impulse response (time domain equivalent o the
frequency domain transfer function) as discussed in Section 3.3.2. To be able 14
accomplish the tuning task, the adaptive algorithm requires three inputs: the error
signal(s) corresponding to the sound level where the sound is to be minimised; the
reference signal; and the electroacoustic impulse response(s) between the electrica)
input to the control source and electrical output from the error sensor(s) (cancellation
path impulse response(s)). The error signals can be provided by microphones, or by
some other transducer that can measure the unwanted disturbance (such as gy
accelerometer for vibration control). The cancellation path impulse response must be
determined as described in Section 3.3.2 for the path between each control source ang
each error sensor.

Adaptive algorithms used to optimise the FIR or IIR filter weights “on-line” in
active noise and vibration control systems are essentially derivations of the adaptive
algorithms used in systems such as telephone echo-cancellers and adaptive optics in
telescopes to cancel unwanted optical “noise” and thus enhance signals from distant
stars. The main difference in active noise control systems is the existence of a
cancellation path impulse response, which exists because we are now dealing with
sound (and its corresponding slow wave speed) rather than electromagnetic waves,
Estimation of the cancellation path impulse response is discussed in Section 3.3.2.
Here we will derive the FXLMS (filtered-x, least mean squares) élgm'ilhm for
adapting the weights of an FIR filter, which includes the effects of the cancellation
path impulse response. The LMS (least mean squares) algorithm has been used for
many years in telephone echo cancelling systems. The addition of the “FX” to make
it the “FXLMS" algorithm is a result of the need to include the effects of the acoustic
cancellation path (Morgan, 1980: Burgess, 1981). Itis called the “filtered-x" algorithm
because it requires a filtered version of the reference signal as input, with the filter
having the same (or estimated) impulse response as the cancellation path. Of course,
the adaptive algorithmused for determining the weights of the FIR filter used to model
the cancellation path impuise response does not include the “filtered-x" part; it is the
same as the LMS algorithm used in echo-cancellers in telephone systems.

3.3.1 Single-Channel FXLMS Algorithm for FIR Filter Weight Adaptation

3.3.1.1 Feedforward Control

The LMS algorithm is a gradient descent algorithm that operates by adding to the
aurrent value of the filter weights a small percentage of the negative gradient of the
wrror surface (the error criterion plotted as a function of the filter weights) to calculate
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the “error bowl” to the optimum set of weight coefficients by adding to its existing
estimate a portion of the negative gradient of the error surface at the location defineq
by this estimate. Mathematically, the process may be expressed as:

wk+1) = w(k)-uVI k) (3.2)
where VJ is the gradient of the error surface at the location given by the current weight
coefficient vector, w(k), and u is the convergence coefficient (a positive numbery),
which defines the portion of the negative gradient to be added. The weight coefficient
vector elements are the control filter weights and it can be written as:

wk) = [wy(k) wy(k) wy(k) o w, (1 (.3)

For the two weight error surface shown in Figure 3.7, the weight coefficient vector
will only have 2 elements; that is, L = 2 in Equation (3.3).

Consider for simplicity a system with only a single error sensor. Let the
contribution to the error signal e(k) at any time instant k be p(k) from the primary (or
unwanted) noise source and s(k) from the control source. Then at any time, k, the error
signal is given by:

e(k) = p(k) + s(k) (34)

The gradient of the error surface (error criterion plotted as a function of the filter
weights as in Figure 3.7) is calculated by differentiating the error criterion, J(k) =
€ (k), (square of the error signal) with respect to the filter weights. For a single error
sensor system, noting that the unwanted noise component p(k) of the error signal is
independent of the digital filter weights, differentiation produces the following
expression:

_ oe’(ky _ 20 98K 2,19 550

Aw(k
W) (k) ow(k) ow(k) (3.5

The preceding equation shows that the gradient of the error surface at the location of
the current filter weight values is equal to twice the product of the current error signal
sample e(k) and the partial derivative ds(k)/Ow(k) of the control source component of
the error signal with respect to the filter weights. The error signal component of the
gradient estimate is obtained simply by sampling the error signal. However, obtaining
the second term s a little more complicated and requires the following procedure. The
controller output signal, y(k) (at time sample k) is given by:

L-1
Y& = w Tk *x(k) = z; w (k) xCk - i) 3.6)

where x(k) = [x(k) x(k-1) ......... x(k-L+1)]" represents the reference signal samples,
w(k) represents the filter weights and was defined in Equation (3.3), and L is the
number of filter weights for the main control filter. Referring to Figure 3.8, the control
source contribution, s(k), to the error signal, e(k) at time & is given by:

M-

stk) = [w TUx(R)] * e(k) = y(k) * k) = Y. Ck)ylk - i)
where, y(k) = [y(k) y(k-1) ......... y(k-M+1)] and
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) = [&,0k) BB s &) ]T are the coefficients of the FIR ﬁllcr'uscd
1o model the cancellation path (between the control output and the error sensor 1nput
1o the controller) and M is the number of filter weights for that filter. 'I'he_quanuty.
k), represents the estimated (with ¢(k) the actual) impulse response function of the
cancellation path (the time domain equivalent of the transfer funcum} inthe freqi{ency
domain) and * is the convolution operator. If there were no cance.llanon path (as is the
case for the algorithm used to estimate the cancellation path impulse response or
impulse response), then s(k) = y(k). _ ‘
Referring to Equation (3.7), the quantity, s(k) may also be written as:

s(k) = [w Tox (k)] * c(k) = w (k) *f(k) (3.3
where f(k) is the filtered reference signal given by:
[k = [ fk-1) e flk-M+1)]" and the j term in f(k) is given by:
M-1 _
fke-j = ZOI &k i - j) 3.9)
The filtered reference signal, f(k), is obtained by passing the reference signal through

an FIR filter that models the impulse response of the cancellation path (from the input
to the control source to the output from the error sensor) as shown in Figure 3.8.
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Figure 3.8 Typical control system layout with on-line cancellation path identification.

At this point something needs to be said about notation. Actual quantities are
differentiated from estimates of the actual quantities by putting a* above the estimated
Quantities. In the figures, filters are represented by capital letters followed by (z), such
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as W(z) or C(z), as they are really tapped delay lines. In the equations, the filtey.
coefficients at time k are represented by vectors such as w(k) and ék).
The error signal component of the gradient estimate is obtained Simply p.

sampling the error signal. Using Equation (3.8), the error surface gradient with mspeé_l_-:

to the filter weight coefficients may be written as:

Os(k)
VI = 260028 - 2k
“ )aw(k) e(k)f(k) .

Using Equations (3.2, 3.6 and 3.10), the adaptive weight update equation cap be
written as:

wk+1) = wk)-2pe(k) f(k) (.11

This is the standard FXLMS algorithm, which is used with an adaptive FIR filter. The
equation for updating the j weight of the filter is then:

wik+1) = wk)-2ue(k) f(k - )
where £ represents the kth time sample.

The algorithm is implemented in practice by first passing the reference signal, x(k)
through an FIR filter, which is a direct copy of the cancellation path estimation filter
(FIR filter model) shown in Figure 3.8. The output of the filter is then multiplied by
the error signal and the convergence coefficient (see Equation (3.11)) to give the
estimate of the change required for each filter weight. The adaptive algorithm
effectively calculates the “slope” of the error surface and calculates weights that will
cause the error to move down the slope to a smaller value. When the slope is zero, the
algorithm will stop con verging. Note that for an FIR filter and EXLMS algorithm there
is only one minimum on the error surface as opposed to the IIR filter case for which
there may be several minima and for which only one of the minima will represent the
smallest error.

The filtering of the signal samples in the process of derivi ng the gradient estimate
is what differentiates the active noise and vibration control implementation of adaptive
filtering from the other adaptive control implementations, such as those used in
telephone echo cancellation. In the latter implementations there is no cancellation path,
and so the signal samples in the digital filter are also used in the gradient caleulation.
The requirement to filter the signal samples to derive the gradient in the active noise
and vibration control implementation has led to adaptive algorithm names such as the
"filtered-x LMS (or EXLMS) algorithm", which is the active noise and vibration
control version of the standard "LMS algorithm".

Selection of a suitable value of convergence coefficient, u, is extremely important,
as it controls both the speed of adaptation and the stability of the adaptive algorithm.
If the value of « is too small, the weights will adapt slowly, and possibly stop adapting
before the optimum values are reached. This is because if both the gradient estimate
and convergence coefficient are small, then the product (which controls the algorithm)
will be even smaller and is likely to become less than the precision of the digital system
used for the calculations. If the value of the convergence coefficient is too large, the
weights will either oscillate with too large an amplitude around the optimum values or

(3.12)
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are discussed by Kuo and Morgan (1996). The most common method is to use the
normalised FXLMS algorithm, which uses the following equation to adjust the
convergence coefficient, essentially weighting it in proportion to the reference si gnal
power.

x "(k)x(k) (3.13)
The quantity x(k) is the reference signal vector equal in length to the number of taps
in the control filter and is defined following Equation (3.6). The quantity B is
constant between 0 and 2 that depends on the particular application and is set by trial
and error as the control system is set up. In practice, it is necessary (o set a lower
allowable limit on the product x"(k) Xx(k) to ensure that the convergence coefficient
does not get too large.

3.3.1.2 Delayed FXLMS Algorithm

IFa single sinusoidal signal is to be controlled, the cancellation path can be modelled
as a pure delay, z. The purpose of the delay is to align the reference signal to the error
signal for use by the control filter weight update algorithm. The weight update
expression for the delayed FXLMS algorithm is then:

wlk + 1) = w(k) - 2uek)x(k - A) (3.14)

3.3.1.3 Feedback Control

A very similar algorithm as discussed in Section 3.3.1.1 may also be used with an
adaptive feedback system, as illustrated in Figure 3.9. Note that for the adaptive
feedback algorithm shown in Figure 3.9, no reference signal is required. In fact, a
pseudo-reference signal is synthesised from the error signal. The FIR (control) filter
weight update equation is written as:

wik+ 1) = wik) - 2ue)lck)xx ()] = w(k) - 2 e(k)f 'tk - 1) (3.15)

Note that the adaptive feedback controller just discussed cancels only the predictable
parts of the primary signal, whereas, feedforward controllers cancel all components of
the noise that appear in both the reference and error signals.

The cancellation path modeller shown in the figure is used to estimate the impulse
‘esponse, c(k) (transfer function in the frequency domain), between the control signal
>ut of and the error signal into the electronic controller. The operation of this part of
he system is discussed in detail in Section 3.3.2.

A multi-channel version of the adaptive feedback algorithm is discussed by Kuo
ind Morgan (1996).
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Figure 3.9 Adaptive feedback controller with on-line cancellation path identification.
)

3.3.1.4 Hybrid Feedforward / Feedback Control

Hybrid feedforward/feedback systems are combined systems that use both a reference
and error signal to generate the control output. Note that a feedforwa.rd system gs;:s
only a reference signal to generate the control output; the error signal is only 1us.e ly
the filter weight update algorithm and is not used filre.ctly to generate the contro signal.
A configuration for a hybrid system is illustrated in Figure 3. lO..The long acoustic time
delay between the control source and error sensor for the hybru.:l configuration meansf
that the feedback part of the controller can only act on the predictable cgmponents o
the noise. The feedforward part will cancel those parts of the error sngna]lthal are
correlated with the reference signal and the feedback part of the controller will act on
all periodic components of the noise at the error sensor, whether or not lhe_y are
correlated with the reference signal. Thus, the feedback part reduces the energy in the
spectral peaks of the error signal, leaving the feedfor\yard part to concentrate on the
other parts of the spectrum, resulting in a considerable overall performance
improvement when compared to just a feedforward sys.tem: -

The weight update equations for the filters shown in Figure 3.10 are:

w,(k+1) = w (k)1 -pa) - uf (k)ek) (3.16)

wylk + 1) = w, (R (1 - ua) - uf (k) e(k) @17
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Figure 3.10 Configuration for hybrid feedforward/feedback control system.

1.3.2 Cancellation Path Transfer Function (or Impulse Response) Estimation

_Oh:rccelc:;;oz:ﬁousluc lfanlsfer function(s) between the electrical input to the control
e electrical output from the error sen i ial i i
i ¢ sor(s) is an essential input into
d g([:cv[cieoar:g%ogli\rr}; commonly used to update the control filter weights, as empﬁlasized
3.3.1. To be more correct, what is actually needed by the traditional time

Exhibit 1019
Page 29 of 92

ctronic Control System 5

The Ele

ontroller is the impulse response function, which is the time domain
f the transfer function in the frequency domain. To be even more precise,
he controller actually needs a finite impulse response (FIR) filter inserted between the

al and the control algorithm to “filter” the reference signal before it is

reference sign :
used by the algorithm, as illustrated in Figure 3.8. The effect of this filter is represented

py the term, &(k), in Equation (3.?). o o '
The performance of the adaptive algorithm in optimising the control filter weights
is only weakly dependent on the accuracy of the estimate of the cancellation path
wransfer functions. Errors in the transfer function amplitude affect the allowable
maximum convergence rate of the control algorithm, so it takes longer to reach an
optimum- If the phase error in the transfer function estimate exceeds 90 degrees (for
a single channel system), the adaptive algorithm will become unstable. In practice, it
is better to limit the error to less than 45 degrees. For multi-channel systems, the phase
requirement surprisingly becomes less restrictive as the number of channels increases.
From the preceding discussion it may be concluded that it is only necessary that the
modelling process produce a reasonable approximation of the actual transfer function,
put that increased accuracy in the transfer function measurement will, in some cases,
result in improved control system performance.

As the cancellation path transfer function (or impulse response) for a particular
system can change with time, it is often necessary t0 be able to determine it “on-line”
on a reasonably regular basis. Reasons for the cancellation path transfer function
variations include temperature changes thhat affect the speed of sound between the
control source and error sensor, air flow rate changes in duct systems, dirt build-up on
loudspeakers and microphones and ageing of the electro-acoustic components.
However, on-line determination of this transfer function (or impulse response)
introduces a set of new problems that will become apparent later in the discussion in
this section.

Figure 3.11 illustrates the principle of cancellation path impulse response
modelling. In most cases, an FIR filter is the most appropriate filter type to implement,
and an adaptive algorithm is used to adjust the filter weights so that the impulse
response of the FIR filter matches that of the cancellation path. The filter weights are
adapted using a gradient descent algorithm, which is a little different to the algorithm
used to update the control filter weights (see Section 3.3.1). The difference results
from the absence of an electro-acoustic transfer function in the arrangement shown in
Figure 3.11. As can be seen from the figure, the modelling signal is used directly in
the calculation of the error signal, without having to first pass through speakers,
microphones, filters, etc.

The modelling signal shown in Figure 3.11 can be introduced random noise that
is uncorrelated with the reference signal or it can be the control signal itself. The
advantage of using the control signal is that no additional noise has to be introduced
into the system that will limit system performance. The disadvantage is that the
modelling signal is highly correlated with the reference signal and this causes errors
in the transfer function (or impulse response) measurement. Both types of cancellation
path modelling will be discussed here and then a comparison between the two will be

made.
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Figure 3.11 Cancellation path modelling arrangement.

3.3.2.1 Random Noise Modelling Signal

The random noise modelling signal is usually either white or pink pseudo-random
noise. The advantage of using pseudo-random noise is that it is uncorrelated with the
primary noise, which reduces the chance of bias in the model. Unfortunately the use
of either type of random noise results in an additional, uncontrollable disturbance
being introduced into the system. Fortunately, the amplitude of the modelling
disturbance can usually be quite small and still produce an adequate model (say, 30
dB below the peak signal levels at the error sensor as a result of the primary noise, the
reduction of which is the control objective).

The filter weight update equation for the filter in Figure 3.11 with both the
primary and control sources operating is:

wik + 1) = w(k) + uv'(k)e(k) (3.18)
where:

e(k) = ptk) + sty + v'tk) - v'(k) (3.19)

The presence of the uncorrelated primary and control source contributions at the error
sensor (p(k) + s(k)) degrades the impulse response function estimate accuracy and
strong tones in these signals can cause the error to be sufficiently large that the main
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control system will become unstable. If the primary source is turned off, no control
signal will be introduced and the only signal emitted by the control source will be the

seudo-random noise modelling signal. Thus if the primary source (and thus the
control signal) are turned off when the modelling is undertaken, then there is
obviously no problem and an excellent estimate of the impulse response of the
cancellation path will be obtained. Alternatively, the pseudo random noise signal
could be increased to a sufficient level to obtain an adequate model of the cancellation
path but this can affect the perceived performance of the controller.

Another way to minimise the influence of the primary and control signals, and
allow the controller to remain operating is to use an additional adaptive filter to cancel
the primary and control signals as described by Kuo and Morgan (1996, page 224) and
Hansen and Snyder (1997, page 483) and referred to as extended identification. This
filter uses the reference signal as input and produces an output signal that cancels the
components of the error signal that are correlated with the reference signal.

Even if an additional adaptive filter is used, and the primary source is left running
as well as the control signal, it is preferable to turn off the control filter adaptation
while the impulse response of the cancellation path is being determined and ideally,
the impulse response should be measured at relatively infrequent intervals. The
interval that is required between conseculive measurements will depend on the
application, but in general it need not be nearly as often as the control filter is updated.
It has also been found that the overall systfm performance is improved if the first few
filter taps in the impulse response model are set to zero (Snyder, 1999) to reflect the
actual delay in the cancellation path. f

3.3.2.2 Overall Modelling

Another approach to cancellation path modelling is to use the actual control signal as
the modelling signal (instead of the pseudo-random noise) and inject it into the
cancellation path model. This approach can lead to high degrees of signal bias, which
requires treatment using the extended identification procedure mentioned above. An
arrangement for this is illustrated in Figure 3.12 (Kuo and Morgan, 1996). Note that
the adaptive algorithms for the primary path and cancellation path estimates are LMS
algorithms, not FXLMS. There are three adaptive filters shown in the figure: one is
the control filter and the other two mode! the cancellation path and the primary path,
respectively. This arrangement is referred to as “extended ID” due to the additional
adaptive filter used to remove the primary path from the cancellation path model.
Note also that the figure shows an off-line state and an on-line state. The idea is
to begin with the off-line state when the control system is first turned on. For this state,
one or more of the control filter weights must be non-zero and the primary source must
be operating or else there would be no modelling signal. The delay, 2, in the reference
signal path is equal to the delay through the control filter. This is to minimise the
correlation between the reference signal and the modelling signal. In the on-line state,
the control filter is being updated as well as the cancellation path and primary path
modelling filters and the control signal is correlated with the reference signal. This




48 Understanding Active Noise Cance llajy,
on,

VA VAWaWa =
—————— . Error
. e S mlcrophoneq
Reference Loudspeaker
signal Y or piezo-
actuator =
Anti-aliassing filter signal

and A/D converter D/A converter and

reconstruction filter

— R
Rggsgfe - off-line %?g;g;' / Sior
\ W(2) Canoellation Slgnal
0 p=| path estimate R
Control 2 v
o filter on-line [ j
e s <
cancellation
path gstimate
(ofF2) Adaptive

| Iqu»/'|13 o(k)
algorithm
#K) i A
Primary (k)
=1 path Sstimate
(2)

Adaptive | AE i+
algorithm [~

a{k)

Figure 3.12 Control system with overall modelling of the cancellation path and extended ID to separate
out the primary signal.

results in the cancellation path and primary path models being less accurate than if the
two signals were not corrrelated. This is acceptable, provided the cancellation path or
primary path do not change too much from the initial estimate made in the off-line
configuration. If a significant change in either of these paths is detected, then the
control filter weight update is suspended and the controller is switched to off-line mode
until good estimates of the two paths are obtained.

As the controller converges to the optimum control filter wei ght values, the error
signal becomes smaller and this results in increasing errors in the cancellation path
model. Eventually, the errors will become so great that the controller will begin to
diverge and the control source output level will increase. This event could be used as
a means of determining when to switch to “off-line” mode and measure an accurate
cancellation path model. If the increase in control source output level were a result of
a change in the primary signal, then a new, accurate cancellation path model is also
required, and the switching to “off-line” mode is still the correct controller action.
Alternatively, if the cancellation path modelling is occurring continuously, the

Exhibit 1019
Page 31 of 92

49
ronic Control System

Thg Elect ’
- i i odelling signal (as it will be larger in
trol output will result in a better m (as it :
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3 Comparison of Pseudo-Random Noise and Overall Modelling Approaches
33.2. |
seudo-random noise reduces the noise reduction performapc.e (especnalil:y
' i i llation system as it increases the

erceived performance) of an active noise cancellati .
me—PerTe:;iseplevel after cancellation. In practice, this can be reduced by using
:re'm-h:;d modelling as discussed in Section 3.3.2.1 and by les_mng the control s'our(':ﬁ
o ot its adaptive filter update) running during the modelln:lg procedure. This wi
Ib:iluls:e the level of the pseudo-random noise required if the primary source cannot be
1€
wmﬂ}so:?);stems where the primary noise frequency content is ch_anging (egasaresult

f a changing engine speed), the overall modelling technique will cause problems as
: anl produces an accurate cancellation path model for thfa frequencies in lht? control
l't od )['hus the primary) noise signal. If these change rapldi).:, the cant:cllauo.n path
(agdeller will not be able to keep up and the model estimate will always be lagging the
i i i instability.

odel. This can result in control system instabi ) ‘
3 'l}‘Ihe cancellation path estimate using the overall model!i ng techmqu_e has to .be
updated more often than the control filter because it is so sensitive to lhe primary no:;e
czntenl. However, the estimate determined using pseudo randorp noise only needh-e
updated when there is a large change in the cancellation path, and in some systems, this

may not occur very often.

The usé of p

3.3.3 Leaky Single-Channel FXLMS Algorithm

Long term operation of the gradient descent algorilhlm cf.E_quation (3.11)ina dlia gtl:)ar:
control system will lead to system instability duc? to blas_ arising from lhe? accurtr,nlu lb
of quantisation errors. Fortunately, it is relatively s_lmple to fix Lh-tsh pmI e]I:;'oi
removing asmall portion of the current weight va_lut?s with each new welng ca cdu i "
(referred to as tap leakage). When tap leakage is implemented, the gradient desce

algorithm becomes: _
wlk+1) = w()[1 - pa]-2uek)[etk)*x(k)] (3.20)
where o is some small positive number, referred to asa leakége.coefﬁcient. The2 abovej
weight update equation is derived by modifying the error criterion from J = e (k) to:
I = ek +afw®d (3.21)
where | w(k) | is the vector norm or length of the entire filter filter weight vector, w(k)
at time, k.
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_channel versions of the cancellation path models discussed in Section 3.3.2

An additional benefit of tap leakage is that it can be shown ma!hcmaticany
sed by Kuo and Morgan (1996, page 234).

and Morgan, 1996) that it is equivalent to including a control “effort” term in th,
function that is minimised by the control algorithm (as the weight values j,
adaptive filter are proportional to the control source output). This can be yg
minimise any tendency for the control sound sources to be over-driven. It is usefy I’;
note that rather than use Equation (3.20), which represents a weighting Proportiop
to the square of the control effort (see Equation (3.21)), to provide tap leakage, 5
stable, faster converging algorithm often results when tap leakage proportional ¢
fourth power of the control effort (or weight coefficient amplitudes) is used. T,
the cost function becomes:

55 Frequency Domain FXLMS Algorithm
pes of primary signal (eg tones spread a long way apart in frequency), the
ergence of the time domain adaptive FXLMS a]g'orlthm can be very slow. Or}e
ach to overcome this problem is to convert the signal to_ the frequency dom?m
=, ahardware Fast Fourier Transform (FFT) processor and implement the ac}aptxve
e the frequency domain, with one algorithm for each frequency bin. The

J = eX(k) +ajw(k)|* (2578 jthm in ; €
() "h ! .23 nency bins are then combined together using an Inverse Fast Fourier Transform
hgpweighit updaiBquationlfeg the " weight in this case is then: i to provide the control signal. A significant improvement in convergence rate

achieved in this way as a different convergence coefficient can be used for each
worithm and thus each frequency bin. The arrangement for an active control system
ing a frequency domain algorithm is illustrated in Figure 3.13. The reference signal,

VAV VA o il
{ microphone
——— e

~ .~
NI TN ﬁ

wik+1) = [1 - paw (0w k)-2pe) flk - j) G.

It can be seen from Equation (3.23) that 4t power tap leakage is effectively variable
tap leakage. As the filter weight values get larger, the tap leakage effect gets larger,
This is why the algorithm works better, because it increases the tap leakage effect whep

it is most needed. 1 ;'

. . s arence
3.3.4 Multi-Channel FXLMS Algorithm ey Loudbpeaker Emor
Sehiaior signal
A"u-:l/isssmg ﬁl{e’ /A t d ‘ Y
imi 1 i 1 1 1= converter [») er an
Similar algorithms to those just derived can also be derived for multi-channel system L and o ation filter er——

However, this is beyond the scope of what is intended here and is adequately covered
in a number of advanced books (Nelson and Elliott, 1992, Kuo and Morgan, 1996 and

and A/D converter

h. 4

Hansen and Snyder, 1997). fisrone >
However, the filter weight update equation for a multi-channel system will be 0 '-,'Egi}‘ . ;ﬁ%ﬂ?&g& = x
given here as it is of particular interest for the implementation of practical multi- ) etk)
channel systems. Using the same terminology as before, the equation for the n" control h voo ]
filter weight update for a multi-channel system with one reference sensor, N contral W(Z)‘\ _I Random Adaptive
sources and M error sensors is: R generator algorithm
ud N X(k)
wk+1) = w, k) -u 2‘1 f(0e, k), n=12..N (3.24) \——1
m=
of . F Complex E(K) 4
where f,,, (k) is the reference signal, filtered by the impulse response (time domain’ pﬁw w%‘e '_ﬂﬂ I--I?IS'M"I'm i a'l:g)grithsm -~ ng{_m B
equivalent of the transfer function in the frequency domain) between control outpuly @

n, and error sensor, m. It has been defined for m = n = 1 by Equations (3.8) and (3.9)}3
and the text in between. Note that this quantity is calculated using an estimate of the:
actual impulse response function, based on the cancellation path measurement.
described in Section 3.3.2. b

It is also possible to have a system with more than one reference signal (for
example, to control noise in a twin engined aircraft cabin). The algorithm appropriate.
for such a system (with multiple error sensors and control sources) is presented by
Kuo and Morgan (1996).

Figure 3.13 Configuration for frequency domain active control.

7‘); is filtered by an estimate of the cancellation path impulse response, é(k), to giYe
prior to executing the FFT. The signal, f(k), is stored in an L-point data buffer in
iness for performing an L-point FFT. The vectors involved are:

S)=[RR)fk-1) ... fk~-L+DTT (3.25)
and the Fast Fourier transformed vector is:
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F(k) = [Fy(k) Fi(k) ... F,_ (01" = FFT[fk)]

The same vector formulation is used for the error si i

' or signal e(k) which i

an L-point data buf'fer and transformed using an FFT. The filter Weilgsh?lso
are frequency'domam quantities and are updated using the complex FXLI\,;:SOthﬂ
as follows, with upper case indicating frequency domain quantities: lgo

Wik +1) = W) - (OF, (O ER)

where the * denotes the complex conjugate and the above equation i
complex variables (except for u) represents two equations, one to cal,c:::lmSl

part and one the imaginary part of the complex weight coefficient. N ?te e
update.equation is needed for each of the L frequency bins. Tt;e Coe hatl
coefficient is normalised with respect to the signal power and is differeonver
frequency as the signal power is different for each frequency bin. The b for"l
convergence coefficient is given by: . o

uky = -£—,
P (n)
where the convergence coefficient, u is set by tri
> the convi . y trial and error for each application,
quantity, P (n)is a low pass filtered estimate of the power of X (k). It il:ipdz:g after
every block of L samples and is given by (Kuo and Morgan, 1996, page 256) as: 1

Pl = (1-a)Pk-L)+a] Xk

where a defines the filter cut-off frequency.

The block processing requirement of the frequency domain implementation causes
dfelays _that make it unsuitable for cancelling random noise. Some researchers I:ls
tried with limited success to ameliorate this problem by performing an FFT at '
sample with just one element in the block changing between each FFT. Neverlhe]'s
the freqyency domain approach is really only suitable for periodic noise for which Lha
processing delays are unimportant.

[=0,12,....,L-1)

3.3.6 Filtered-U RLMS Algorithms for IIR Filters

Kuo apd Morgan (199§) apd Hansen and Snyder (1997) also deal with the more!
complicated case of derivation of a gradient descent algorithm suitable for the more.

ulsing. an FIR ﬁller. In this case, the weight update algorithm is the filtered-u RLMS
algorithm (Eriksson and Allie, 1987). This can be written for the feedforward ﬁlter.;‘

coefficients, a, as:

a(k+1) = a(k)-2pe(bf, (k)
and for the feedback coefficients as:

(3.30)
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b(k+1) = bk)-2uek)f, (k) (331

quantities f.(k) and f,(k) are the filtered reference and control signals,

¥
0 18 " and are given by £(8) = (L0 kD) oo Sk M DI and
10 k1) o fyk M+ DI respectively, where the f* element of£4) s
y M-1

flk-D) = ‘20: ckyxtk —i-Jj) 3.32)
ad the /" element of f,(k) is:
anc M-1

flk-j) = 2; cilkyytk -i=J) (3.33)

Genetic Agorithms

- non-linear control filters (see Figures 3.5 and 3.6), a gradient descent algorithm
il not work and the simplest weight update algorithm available is the genetic
ithm. The genetic algorithm can also be used to update IR and FIR filter weights,
in general for these latter two cases, its performance is not as good as that of a
tient descent algorithm. The main advantage (in addition to it being able to address
ear filter structures) of the genetic algorithm is that it is inherently stable and
requires no knowledge of the cancellation path transfer function (or impulse response
tion), which means that the on-line system identification of the cancellation path
be eliminated. As the genetic algorithm and filter structure are non-linear, they are
ble of generating frequencies, not present in the reference signal, which may be
used to cancel frequency components arising from the non-linear distortion in the
control source output. The one big disadvantage of the genetic algorithm isits slowness
"'ijl.__converging. This is a result of the averaging time required for performance
measurement, which is at least half the period of the lowest frequency signal
encountered in the error signals, which is the lowest frequency to be controlled if a
suitable high pass filter is used. A typical arrangement of an active noise control
system employing a genetic algorithm is shown in Figure 3.14.
‘. - Thegeneticalgorithmis an optimisation/search technique based on evolution, and
is essentially a guided random search. It has been applied to many optimisation
lems, and in the field of active sound and vibration control it has also been used
timise the placement of control sources (Wang, 1993, Katsikas et. al., 1993, Baek
Elliott, 1993, Tsahalis et. al., 1993 and Rao et. al., 1991). Here, we discuss how
he genetic algorithm may be used to adapt the coefficients of a digital filter (Wangler
and Hansen, 1993, 1994).
_ Use of the genetic algorithm enables any filter structure to be treated as a "black
box" that processes reference signals to produce control signals, based on different
’3‘5 of filter weights. Basic genetic algorithm operation requires the testing of
solutions (sets of filter weights), which involves loading the filter weights into the
lter and subsequently evaluating the performance of the filter in minimising a cost

corpplex I_IR filter. The la.tler case will be considered briefly here as it is used in many,
?C[:j\: noise control applications (especially those involving resonances or acoustic
eedback to the reference sensor), because it provides better results than those obtained




54

— ——————
Reference - o Error
microphone AR o microphone
D/A converter and
feconstruction filter

Anti-aliassing filter
and A/D converter

Anti-aliassing filter

A and A/D converter
Reference \ Cs?grt‘;oll
Signal .
» Control Signal
filter
| Genetic
algorithm  [=%

1

- Performance
measure

A

Figure 3.14 Genetic algorithm implementation of an active noise control system .

function based on the error sensor outputs. The genetic algorithm in essence combines
high performance solutions while also including a random search component.
Implementation of the genetic algorithm described here has three basic stages:
fitness evaluation, selection and breeding. Fitness evaluation requires the testing of the
performance of all individuals in the population. Here an individual is considered to
be a separate set of filter weights, with the fitness of the individual being a measure
of the filter’s performance when these weights are used for the filter output
calculation. The population then consists of a collection of these individuals. Selection
involves killing a given proportion of the population based on probabilistic survival-
of-the-fittest’. Killed individuals are replaced by children, who are created by breeding
the remaining individuals in the population. Typically 70% of the population are
killed, with the remaining 30% forming the mating pool for breeding. For each child
produced, breeding first requires probabilistic selection of two (possibly the same)
parent individuals, with fitter individuals being more likely to be chosen. The
probability of selection is high for parents of "good" fitness and low for parents of
"poor” fitness. For optimal results, it is best to vary the probability distribution
depending upon the stage of convergence that the algorithm has reached. Typical
probability distributions used at the beginning and at the end of convergence are
illustrated in Figure 3.16, where it can be seen that in the beginning, there is a heavy
selection bias (or high selection pressure) towards the fitter individuals.
Application of the crossover and mutation operators on the parent pair produces
the new child, as illustrated in Figure 3.15. The crossover operator combines the
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Figure 3.16 Typical probability distributions used for parent
selection for breeding.

information contained in two parent strings (or two sets |-?f filter vr\:EﬁI;t:zng
i i i rTespo
ilisti i f information from either parent to each co .
probabilistic copying o . r e
i i i f the child being produced.
element (or single filter weight) o . e e e
ili i ticular weight value to the child fro !
probability of copying a par cular o e
i troduces random copying
arents is the same. Mutation in . . .
?nformation copying stage of crossover, and gives the algorithm a random sea
ility. . _ ' _
capallzlllutztion plays a minor role in the implementation of the gene'tlc .algorlttl:.m in
standard optimisation problems, in that it is used to replace lost bits l:"lh,iu;:?g
i i data have only two states, sm
encoding of the problem. As binary - . iy
probabilgities work well with the ‘standard’ implementation where data loss is min
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This is not the case in the implementation most suited to active noise and vibratigp,
control, where a weight string is used instead of binary encoding (Wangler ang

Hansen, 1994). Here, mutation is necessary 1o maintain population divel-sil},-

(differences between individuals) and also to allow homing in’ on optimal so!ulions’
as the population data corresponding to one weight in the string will not fully
represent the weight’s entire data range. However in practice it is necessary to place
bounds on the allowed range of mutation (mutation amplitude), the optimal boungg
being somewhat problem dependent.

Two selection processes are carried out during the operation of the genetic
algorithm, namely the choice of individuals to be killed, and the choice of parens
during breeding (see Figure 3.17). Both selection processes have been implementeq
using a simulated roulette wheel, where each segment (or slot) on the roulette wheg]
is allocated a size proportional to the individual's probability of being chosen
(selection probability), which is allocated according to Figure 3.16. Each spin of the
roulette wheel results in one "winner" being selected. Selection probabilities are

random spin

random spin of pointer

of pointer

roulette selection

roulette selection v
(without replacement)

(with replacement)

Figure 3.17 Simulated roulette wheel for selecting individuals of a population to be “killed™
and those to be “parents” of the next generation.

assigned such that low performance individuals are more likely to be killed, and such
that high performance individuals are more likely to be chosen as parents for breeding.
Selection without replacement is used for killing, where once an individual is chosen
it is removed from the roulette wheel. For breeding, selection with replacement (no
removal) is used for choosing the parents, hence the entire mating pool is used in the
selection of each parent for each child.

Many aspects of the genetic algorithm used in standard optimisation
implementations have been changed to give the desired on-line optimisation
performance required for active noise and vibration control (Wangler and Hansen,
1994), as discussed in the subsections to follow.

3.3.7.1 Killing Selection Instead of Survivor Selection

Choosing individuals to be killed rather than those to survive allows higher survival
probabilities to be realised for the higher performing individuals. This enables greater
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ive pressure (bias towards survival and breeding of the higher pcrformar_lcc
;uals) to be applied, which can be used to give faster convfer.gencc whf:n high
of mutation are used to sustain population diversity. Use of kll!mg 'select'wn also
the best performing individual to be assigned a killing probability of zero.

setect
iﬂdivi
[eVElS
allows

3372 Weight String Instead of Binary Encoding

The "genetic code” of each individual is normally encoded asa binary string f('jro;n lhz
blem variables; in this case, it would imply that each weight wou‘ld t.m.co e as‘

> string and the strings connected together to form a complete :nglvxdugl or set
o hts, with the crossover and mutation operators working at the smgle.bn lgvel.
¢ WP"l'gn t;f the upper bits of weight variables would result in large jumps in weight
B hen filter weights are encoded in this way, which significantly degrades on-
\falues \,;omance. To alleviate this problem in active noise and vibratiop control
lm(’; [::sf a weight string is used with elements taking values of the filter weights and
;yisthethe, crossover and mutation operators applied using whole weight values as the
smallest operational element.

3.3.7.3 Mutation Probability and Amplitude

Application of mutation to whole weight values enables a lim'il to _be placed (;n thi
deviation of filter weight values about their curr.ent val.ues, whlchlglves'contro. %\l'e

the spread of the filter’s performance. Mutation_ is applied to all child Sm'ni tvar;]a :,S,
ata given probability (mutation probability, typ1c¢tllly 20to 30%): The wel|§ S 2.0; i
to be mutated are modified by a random change in value (see Figure 3. 9 ), w :C[‘on
limited to a specified range (mutation amplitude). For best results the muda 1the
amplitude should be relatively high at the start O.f convergence and. low tolwar i e
end. Typical values range from 15% of the maximum poss@]e weight va l;le (a e
start of convergence) to 0.01% of the maximum possible weight value (at the end o

convergence).

3.3.7.4 Rank-Based Selection (Killing and Breeding)

Rank-based selection removes the scaling problt?m§ associate'd with f!tness
proportionate selection (assigning selection prob.abllmes proportlf)nal tlo9 8l’lgtness
values), and gives exceptional control over se]e.cnve pressure (Whltley, e an

Whitley and Hanson, 1989). Rank-based selection, used b'y Whllle)f and ansog
(1989) for breeding (parent selection) has been exFended in t_he active noise afn

vibration control application to include killing selection. Se}e.ctlon pl’Oba.b]l{(l'CS, ;)’r
both killing and breeding, are assigned based on the rank position of C:chh xnd1v1dfua S
performance. This essentially means that the individuals' are sorted .mto order rom
best to worst performance, then each allocated a fixed selection probability
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(probability of being chosen) based on their position in this list. The Performapg,
evaluation method used thus becomes irrelevant as long as the rank positions are (.
same (or similar). Separate (adjustable) probability distributions are used for killj
and parent selection, with selection for killing being more probable for lower Tanke
individuals and selection to be a parent being more probable for higher rankeg:
individuals. E

3.3.7.5 Uniform Crossover

Uniform crossover nearly always combines the information of two parent strings more

effectively than one or two point crossover (Syswerda, 1989). One point crossover is
where a position along the string is selected at random, and information is copied (té
the child being created) from one parent for the first part of the child string and from
the other parent for the second part. Similarly two point crossover involves Sﬂlecling";
two points along the string, and copying from one parent between these two points,
and from the other parent for the rest of the child string. In uniform crossover each
position along the child string is produced by randomly copying from either parent,
with both parents being equally likely to be chosen as the information source. For

active noise and vibration control problems it has been found that it is best to use 3

modified form of uniform crossover (Wangler and Hansen, 1994), for which the

probability of copying information from the lower ranked parent is supplied, and

whole weight values are the smallest elements that are copied (compared to single bits

for binary encoded strings) (see Figure 3.15).

3.3.7.6 Genetic Algorithm Parameter Adjustment

As suggested by De Jong (1985), adjustment of the operating parameters
(probabilities, population size, etc) can improve the performance of the algorithm. The
adjustable parameters used in the active noise and vibration control implementation
discussed here (population size, survival ratio, killing and breeding rank-probability
distributions, crossover probability, mutation probability, and mutation amplitude)
provide good control over the stages of adaptation needed when good on-line
performance is required.

3.3.7.7 Performance Measurement

To evaluate the fitness of an individual (set of filter weights) in minimising the error
signal it is necessary to average the mean square error signal over a period of time
greater than the period of the lowest frequency signal present. There should also be
a delay of twice this between each fitness (or performance) evaluation to allow any
transient effects resulting from implementation of the previous individual (set of
weights) to subside.
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. ipteresting to note that the genetic algorithm can handle any fo_rm of
Lo ¢, including a measure of power or intensity, whereas previously

- ce measur : ?
rfof“::j" algorithms, because of the instantaneous nature of their cost functions,
uss

: ower o intensity error criteria easily.

ot for the genetic algorithm

the sum of the average squared error measured by each error sensor. For
s involving "more important" and "less important” error sensors, itis easy
ignal from individual error sensors accordingly.

n
_would be
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34 W AVEFORM SYNTHESIS

Waveform synthesis is a control structure that was invented by Chaplin and his co-

Toothed
gear whsﬂ'

————e
- Error
RN microphone

Control
Signal
X (k) — Error
Waveform —» D/A S‘iﬁgnal
Tachometer synthesizer converter k)

Signal ]

Adaptive
algorithm

Figure 3.18 Configuration for control using waveform synthesis.

workers (Chaplin et al., 1983) in 1979 and is illustrated in Figure 3.18.The wavefo.rm
synthesizer in the figure produces a waveform that is intended to qancel lhe_nmse
amriving at the error microphone. The cancelling noise wav.eform is stored in the
waveform synthesizer as samples, wuk), n =1, ... N — 1, in contiguous memor.y
addresses, where k is the current time index, n represents a particular sample and N is
the total number of samples in one complete waveform (or one period). The
synchronisation pulse signal from the tacho is used to increment a memory addr'ess
pointer and the value in that particular part of the memory is output at that-tlme
through a D/A converter and low pass filter. The output remains.constant u.ntll the
waveform synthesizer receives the next synchronisation pulse, which moves it to the
next memory address containing a different value. The output, y(k) prior to the D/A

converter is then:

yk) = w(k) (3.34)
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where j(k) represents the [j(k)]"™ element of the waveform samples, w,(k), p, = 1
N -1, at time, k. T

The adaptation unit samples the error microphone signal once €ach fimg
receives a pulse from the tacho. It then calculates a new value for the wavefy, !
corresponding to that part in the cycle and inserts it into the correct MEMOTy addrac,
As there is some delay between when the signal is fed to the loudspeaker ..
subsequently received by the microphone, a time off-set, 4, needs to be subtracteq
from the memory address pointer. The final algorithm used by Chaplin (after reporting
a number of others is:

w, (k) + pe(k), n=(k-4)
wylk +1) = w, (k) otherwise (3.35)

3.5 IMPORTANT CONTROLLER IMPLEMENTATION ISSUES

The three constituents of the clectronic part of an active control system, the digitg]
filter, the adaptive algorithm, and the cancellation path impulse response modeller,
must all be implemented on some form of microprocessor. Further, the signals that are
input to, and output from, the three constituents must pass through some form of
analog to digital, or digital to analog, converter. This section will briefly discuss some
of the issues associated with selection of microprocessors and converters for practical
active noise control system implementation.

3.5.1 Microprocessor Selection

The only practical type of micro-processor for the implementation of digital adaptive
controllers is the DSP (digital signal processor). These processors are specialised with
enhanced support for mathematical computation and this is of particular benefit to
active noise control systems where the filter weight calculations involve a large
number of multiplications.
There are a wide range of DSPs, with a correspondingly wide range of prices and
features. Two principle variables are data format (fixed point versus floating point)
and precision (16 bit versus 32 bit). On the low end of the price scale are 16 bit fixed
pointunits. These should only be used in mass consumer goods products involving the
reduction of single tonal noise. They are not suitable as general purpose controllers.
In particular there are problems with quantisation errors and there may be problems
with some IIR filter implementations, where individual weights in the feedback part
of the filter can have a magnitude greater than 1 (not allowed by default in a fixed
point unit). The use of double precision or block floating point calculations can ease
these problems but these are a poor alternative to a floating point DSP. The additional
price of a floating point chip is a few hundred dollars, but the associated electronic
design and programming is much more complex and adds considerably to the final
cost of the controller. In most cases, 16 bit precision is adequate, but 32-bit precision
eases problems associated with dynamic range and quantisation errors.
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Converter Type and Group Delay Considerations
o
352

the group delay T(®) of a given component is defined as:

@) = —E%H(w) (3.36)

) is the phase response of the transfer function of the compopen{; bat
! Thus the group delay through a system c'omponent can be deterr.'nme yf
frequency w|; slope of the frequency response function phase plot (out.put/.mput) 0
ressurine Bl The local slope of the frequency response phase function is a ggod
i compon.t’ln ‘to the group delay at that frequency. Physically, group delay is a
0 e takes for a signal to pass through a component.

ime it .
messure of { in adaptive feedforward control systems because it has

' delay is importan . st
Gl";l;gm inaf'luence on the electronic control system stability as well as the
a signl

umseparation distance allowed between the reference sensor and control source
mmmudband noise is to be controlled. An example is a system where no?se lls
it ting in a duct and an upstream microphone is used to supply areference s.1g9a }
Pmpﬂgaauﬁ delay through the digital system and loudspeaker control source is t:ve;
Ir'llll‘eironds then for sound travelling at 343 ms™ to be controlled, the active contro
m]l[]in must 'bc at least 1.7 meters in length. That is, once the refercr;(ce sEnsor slenls]zj
e i s in the time it takes the contro
u{e incoming sound, the Zuun}(: will ttrr::l'e;é]u.zdn;(;ts;w

t a control sound at the con | source. . ' .

3 ouctigl;up delay also influences the stability of adaptlyc algorithms used l1]n
feedforward active control systems. As there is a finite time delay bet\_aveeg ;ae
derivation of a control signal and its "appearance” in the error si gana\l?\,] ;]I:;rt l;s: TN e;:gh);
between a change in filter weights and its effect being measured.

adaptation is done at time intervals shorter than this delay the stability of the adaptive

i : ed. . - . .
algo{;:‘:l:f)l:;ddl:;ay through the A/D and D/A converters and associated anti-aliasing
&

filters is dependent on the converter type. For successive approximflliton con\;ir;efr;
i 16 bit accuracy (the appropriate accur
which can cost hundreds of dollars for : I
i i delay is very small and much les

an active noise control system), the group i

i i-aliasing filter. The delay through an anti-aliasing
delay through the associated anti allasmg . i : »
ﬁTl:Z can bg calculated from the following relationship (assuming a filter cut-off

frequency of one third of the sample rate),

1 = 3MT/16 seconds (3.37)

where T is the sample period (reciprocal of sample ralZ in (I;Ig))ar;\;l i\/l ;ts] ;?fhr;ucrirétl):;
1 i-aliasing fi ically between 4 and 8). Note
of poles in the anti-aliasing filter (typica : et
ion fi troller output is calculated using
through the reconstruction filter on the con r e N
i i iti tely one sample period, T, is usually
relationship. An additional delay of approxima ' .
ing ti trol filter. The actuation delay associ
allowed for the processing time of the con : a
i ignifi d can be measured easily by exciting
with the control source is often very significant an i eiti
the loudspeaker with an electrical impulse and noting the delay between excitation

input and measurement by a microphone.
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For sigma-delta A/D converters, which cost tens of dollars for 16 bits, the group
delay is approximately 30 samples (including the delay through the in-built apg.
aliasing filter) and thus is dependent on the sample rate. For the latter converter type,
to minimise group delay, it is necessary to sample the incoming signal at the higheg;
possible rate, then pass it through low pass digital filters (the group delay of which
may be calculated using the equation above) and down-sample in software to the
optimum rate for the particular frequency range that the active noise control systep,
is to address. Note that for good results, the sample rate of the data used in the contro|
algorithm and control filters should be between 4 and 100 times the frequency of the
signal to be controlled (with the optimum being approximately 10 times). Adaptation
of the controller at the lower frequency end of the above scale (100f)) tends to be very
slow, while at the other end of the scale, the performance deteriorates rapidly. Typical
maximum sample rates of low cost sigma delta converters are 40,000 Hz to 50,000 Hz.

Note that a 16 bit A/D converter implies a dynamic range of 96 dB. In practice,
however, several of the available bits are useless, owing (o signal noise, quantisation
noise, and the non-use of the full dynamic range of the device, which means that the
actual dynamic range available is often only about 50 dB. Thus use of less accurate
(than 16 bit) A/D converters is not recommended.

3.5.3 Digital Sampling Rate

An important factor in the overall performance of a controller is the sampling rate
used by the A/D converters at the digital/analog interface. Sampling rate also affects
other controller parameters such as the optimum length of the control filter and the
optimum convergence coefficient.

If the sampling rate is too fast, the required filter length to achieve a particular
result will be excessive. For tonal disturbances, a sample rate that is too high results
in digital filter weights of large magnitude (both positive and negative), resulting in
a controller output that is calculated by adding and subtracting large numbers of
similar magnitude. This results in an imprecise controller output and thus poor
performance. The only way to reduce the magnitudes of the weights, while keeping
the sample rate constant, is to increase the length of the filter. However, this has the
undesirable effect of reducing the adaptive algorithm stability.

For broadband disturbances, a high sample rate results in a large number of
weights being required to digitaily represent the broadband impulse response of the
system being controlled. Long control filters have the undesired effects of reduced
system stability (which can sometimes be compensated for by reducing the algorithm
convergence coefficient) and an increase in the computational overhead and memory
requirements of the DSP.

In a previous section, the “bowl-shaped” nature of the error surface for a gradient
descent algorithm adapting the weights of an FIR filter with just two weights was
discussed. For multiple weights, the error surface becomes multi-dimensional,
corresponding to multiple “bowl]” axes some of which have steep sides and some of
which have shallow sides. The optimum value of the algorithm convergence

Exhibit 1019
Page 38 of 92

e Electronic Control System 63

Th

coefﬁ"icm is a function of the “steepness” of the “bowl”, As lhe bow_l becomes
steeper; the convergence coefficient must be smaller or the algorithm will become

nstable. On the other hand if the slope is shallow, an algorithm with a convergence
coefficient that is too small will stop converging before it reaches the optimum weight
values. If some of the principle axes of the “bowl” are steep and some are shallf)w,
there will be competing demands on the optimum value of the convergence coefficient
and the algorithm will either be unstable or stop converging before an optimum value
;s reached. The variation in slopes of the error surface corresponding to the various

rinciple axes is mainly a function of the system sample rate. As the sample rate
increases, 0 too does the slope variation.

The generally accepted optimum sample rate in active noise and vibration control
systems is approximately 10 times the frequency of the noise or vibration to be
controlled. The control system performance decreases as the sample rate increases or
decreases relative to the optimum value. At the lower end, the control system will still
work to some extent for frequencies that are 1% of the sampling frequencies. For
frequencies less than this, the control system performance is characterised by poor
adaptive algorithm stability and slow convergence for both fixed point and floating
point processors. There are additional problems for fixed-point processors as the filter
weights can become larger than normally allowed. At the higher end, the control
system will still provide some noise reduction for frequencies up to about 30% of the
sampling frequency. For frequencies that are higher than this, the adaptive algorithm
is simply ineffective in converging to an 3ptimum set of weight coefficients. Thus it
can be seen that at best an active noise control system can operate over a frequency
range for which the maximum frequency is 30 times the minimum frequency, with
decreased performance expected near the ends of the range. One possible way of
extending the frequency range over which acceptable performance is obtained is to use
a control system design methodology based on multi-rate filtering principles, where
multiple algorithms and filters, running at multiple sample rates, are used with each
filter/algorithm combination being responsible for a narrow part of the frequency
range over which noise reduction is required.

In summary, a poorly selected sample rate can:

* reduce the final level of noise attenuation obtained;

* reduce system stability, especially if the control filter is updated at a rate
approaching the sample rate;and

* cause optimal filter weights to have widely varying values, which impacts on the
convergence rate.

3.5.4 Algorithm Considerations

Generally, the convergence coefficient chosen for the cancellation path identification
must be larger than that used for generating the control signal. Also, if the control
signal is used as the cancellation path modelling signal, it is necessary to update the
filter weights for the cancellation path identification much more often than for the
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control filter. If these latter two guidelines are not followed, then the systen, is i
to become unstable.

Also, better results are obtained by updating the control filter at inte,
shorter than the delay in the cancellation path. This allows a larger Convergay,
coefficient to be used and theoretically, the convergence rate should be the sal .
when the control filter is updated every sample. This can be understood by img ini
that it takes an amount of time equal to the cancellation path delay time before ¢
effect of a weight change made by the controller can be detected by the controlley, N
any filter weight changes done in the meantime are being done “blind” with no
of determining their effect until quite a few more weight updates have beep dos
However, in practice, using a larger convergence coefficient often produces a smal
mean square error due to the quantisation errors associated with digital multiplicayig
With a small convergence coefficient, the term that increments the filter weights
Equation 3.20 will effectively become a digital zero before the same term with a large;
convergence coefficient. Thus the larger convergence coefficient will produce a betler
control result.

3.5.5 Accuracy of Controller Output

The controller output accuracy is a function of the accuracy of the A/D and D/A
converters, the size of the signal relative to any noise in the system (physical system
or control system) and the accuracy of the microprocessor. Often the most influential
factor is the second one; acoustic or electrical noise in the system that is not correlated

with the noise to be controlled. The accuracy required of the control signal in terms

of producing the desired phase of the cancelling signal is illustrated in Figure 3.19 for
the control of tonal sound radiation from a vibration surface.

The required amplitude accuracy is approximately related to the phase accuracy
by a phase error of 1° having the same effect as an amplitude error of 0.1dB. The
figure illustrates why it is extremely difficult to achieve more than about 20 dB noise
reduction in practical situations involving sound sources, which have outputs that vary
slightly with time.

3.5.6 Estimation of The Potential of ANC Without Using a Controller

There are many laboratory or field situations where it is desirable to determine the
potential benefit of active noise control without needing to purchase a controller. The

first thing that can be done is an on-site measurement of the coherence between the ]

reference and error signals. This can be done using a spectrum analyser (with a

number of averages) and the resulting coherence can be used to estimate the maximum

achievable performance of an ideal active noise control system. This is:
NR() = 10log,,| —— | 4B (3.38)
1-v(
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is the maximum noise reduction in dB that is achievable at the error
yX(f) is the coherence value (between 0 and 1.0) obtained from the

m analyser at frequency, f.
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Figure 3.19 Effect of controller ph\:&se inaccuracy on the

sound pressure radiated by a simply supported lightly damped
panel excited at 320 Hz.

When multiple error sensors are to be used, a good estimate of the overall

performance of an active noise control system can be determined by measuring the
"‘p'rima:y source signal at all error sensors and the transfer functions belweep all cor_urol
sources and all error sensors to be used in the final system, This method is described

in Appendix A under the heading, “Quadratic Optimisation”. Of course, if the. number
of error sensors is equal to the number of control sources, the calculation will return
aninfinite amount of attenuation at each error sensor. However, if there are mqre error
sensors than control sources, the calculation will return the optimal attenuation that

‘would be possible at each error sensor. More importantly, the method can be used to

estimate the sound pressure at locations other than the error sensors. Ir.u additiufn. itis
possible to insert a small percentage error (e.g. 1%) in the transfer fl.ll'lCFlO'n amphlud?s
used to estimate the optimum control source strengths to represent the limited dynamic

range and accuracy of the digital controller that will be used in the final system.

Both of the above mentioned procedures should be carried out for any potential
field application before the purchase of a commercial controller is contemplated.

3.5.7 Controller Processor Overload

Even though current digital signal processors are capable of ham?ling a h_uge
Processing load, it is still easy to overload any control system by not paying sufficient
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attention to its optimisation. To illustrate how increasing the number of "haﬂne l
a multi-channel controller can quickly overload a controller, consider a 10-ch,
system.

Recall that the input reference signal must be filtered by the impulse respg

estimate of the cancellation path, Jum(k), before being used by the control algorg

For a multi-channel system the control algorithm that updates the filter Weightg i

M
Wk + 1) = w,()-p Y fr.(e (), n=12.N
m=1

From this equation it can be seen that if 100-tap filters are used, the number g
multiplications needed to derive the weights to update the control filter is given by;': !

N, = N,xN,xN,xN, = 1,000,000

where the quantities on the right of the equation represent number of filter taps in each
control filter, number of control output channels, number of error sensors and number
of filter taps in each cancellation path filter, respectively. This requires a minimum of
1 million clock cycles. In addition, passing the reference signal through each contro]
filter requires another 1,000 multiplications, a few orders less than the algorithm
requirements. Calculating the transfer fu netion filter weights requires 10,000
multiplications for each iteration. It can be seen that doubling the filter lengths wil]
multiply the number of multiplications needed by four. Use of external memory to due:
to limiltations of on-chip DSP memory will slow the process down by at least a factor
of four.

Thus, it is important to minimise the number of control channels if the controller
is to converge to the optimum reasonably quickly or be able to track a rapidly
changing input signal. It is also important to minimise the number of control and
cancellation path filter weights for each application.

3.5.8 Number of Error Signals

It is extremely important to minimise as far as possible, the number of error and
control channels in an active noise control system so that convergence speed and
stability are maximised, as discussed in Chapter 3. This does not mean that the number
of sensors or control actuators needs (o be less than desired for control of the physical
system. Rather, some clever ways have to be devised to divide the system into a
number of smaller independent controllers or combine the error sensors (and control
actuators) into groups so that the controller only receives one input from each group.
This is why shaped sensors are of such interest. When applied to sense acoustic
radiation modes on a vibrating structure that is radiating or transmitting sound, they
offer the opportunity of providing a few error signals that when minimised will
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i1 i’INTRODUCT[(}N

s golive NOise control became a practical reality, commercial installations have
from insufficient sound source robustness. The robustness requirements
; to ensure the survival of the sound source obviously differ from one
h"ﬂlaﬁgn 1o another and clearly active control sources in air conditioning ducts
I have different requirements to those in an industrial air handling system in

ch the environment is very hostile. The sources needed to generate the anti-

ise must be capable of producing noise levels similar to those produced by the

awanted noise SOurce. Typical acoustic sources include loudspeakers and horn

ers. Vibration sources are used sometimes to control the vibration of surfaces

are radiating the unwanted sound. Typical vibration actuators are piezoelectric

aaiches, piezoeleclric stacks, magnetostrictive actuators, electrodynamic shakers,

al shakers, electromagnetic actuators, hydraulic and pneumatic shakers.

g

|42 ACOUSTIC SOURCES

'4.2.1 Loudspeakers

Current loudspeaker technology is such that loudspeakers used for active noise
control will have a life of many years provided they are kept clean and cool. In
dirty, hostile industrial environments where the noise levels to be controlled are
high, satisfying these requirements is a challenging exercise in mechanical design.
“To aid the ANC system designer, loudspeakers are available with aluminum or
fibreglass cones and also with protection of the coil area from contaminants. Most
loudspeakers will not function for extended periods in ambient temperature
environments above about 50°C. Another problem is associated with the use of
small backing enclosures for the purpose of maximising the low frequency output
‘of the loudspeakers. This practice often results in overheated and eventually burnt

‘out speakers unless they are driven at a small fraction of their rated capacity or

Unless adequate cooling is provided.

At low frequencies and high sound levels, noise source volume velocities are

large, Consequently, for active noise control at low frequencies the important

parameter for specification of a control sound source is volume displacement
capacity, rather than power handling capacity.
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In cases where the required volume velocity exceeds the capability of availah]g
speakers, (usually associated with 200 - 400 watts of electrical power), the ny mber
of speakers at each control source location can be increased (for example, p,,

placing them around the perimeter of a duct cross section at the desired axia|
location and driving them all with the same control signal).

Commercial software is available to design speaker enclosures to provide
maximum output power over a narrow frequency range or lesser output power ove,
a much wider frequency range. Loudspeaker enclosures generally need drain holeg
to prevent water build-up caused by cyclic heating and cooling of enclosureg
especially those located outdoors. The drain holes must be sufficiently small not ((;
affect the stiffness of the enclosure at the frequencies of interest or alternative]y
must be taken into account in the design of the enclosure. Also, the enclosureg
must be vented with a small hole so that the static pressure on the front face of the
speaker cone is equal to the static pressure acting on the rear surface. When very
low frequencies are being considered, these vent holes must also be taken into
account in the design of the enclosure.

A loudspeaker enclosure design that satisfied the requirements of a cool, clean
loudspeaker, even though it was being used to control noise radiated from an 80 m
high stack containing wet, corrosive sludge with temperatures varying from 100°C
to 180°C is illustrated in Figure 4.1 (Hansen et al., 1996). As shown in the figure, a
copper tube containing chilled water was wrapped around each speaker coil and in
addition, refrigerated air was used to purge the space between the speaker cone and
the stack as well as the speaker enclosure. It was found that it was essential for the
refrigerated purging air to be present, even when the ANC system was switched

Air Purge Mylar Seal
Inlet Seal Screens
Liter \,\ Loudspeaker  Speaker Input
over able
Chilled Water

water in r out

Exhaust
Stack

out
Proslﬁfé'on \ // Speaker backing
Seal enclosure

Gaskets

Speé::;esilub Water in

Figure 4.1 Industrial loudspeaker enclosure with a single port for a dirty, hot
environment.
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when this did not happen on one occasion, the loudspeaker suspension became
f‘[aﬂd sagged, resulting in the coil touching the magnet. When the cooling air
.soas rurned on again, the suspension regained its original stiffness but remained
:;storted. Thus when the loudspeaker was energised, the coil rubbed on the magnet
and after @ short time, the coil insulation rubbed off causing a short circuit and a
failed speaker. o . : -
Another requirement, which is sometimes overlooked, is the provision of a
connecting tube to equalise the static pressure on the front and rear faces of the
speaker cone. Failure to do this will greatly increase the distortion of: the output and
reduce the available cone motion, especially in cases where there is a reaspnably
ioh vacuum in the duct on which the speaker is mounted as a result of air flow
{hrough the duct. y
In many cases, the noise to be controlled is at the upper limit of capability for
continuous loudspeaker operation, which results in a serious problem of
Joudspeaker non-linearity. The non-linearity is heard as higher harn}onics of t}.le
noise being cancelled and this can negate the subjective benefit of active control in
practical installations. The non-linearity problem can be minimised by keeping
cone excursions small, which may be achieved by only driving loudspeakers at a
fraction of their capacity or by clever design of the speaker enclosure. In these
cases some effort needs to be devoted to the design of the speaker enclosure to
maximise the output in the frequency ranie of interest. Blondell and Elliott (1996)
have investigated the use of ported speaker enclosures to minimise speaker non-
linearities while at the same time providing a large volume velocity output. In cases
where the loudspeaker has to be attached to a duct, the duct acoustics affect the
output and the design of Blondell and Elliott (1996) is inappropriate. A better
design in this case is a double cavity, fully enclosed speaker with a single port as
illustrated in Figure 4.2. A design such as this has been used by the author as an

Duct

-"EQ_

Loudspeaker

Figure 4.2 Low frequency, high volume velocity,
speaker enclosure design.
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active control source to teduce a 30 - 40 Hz random noise problem ijp an i
conditioning system in a high rise building.

4.2.2 Tuned Cavity-Backed Panels

In terms of the usual active noise control requirement for a large Voluma
displacement over a broad frequency range, it is difficult to beat a conventiony)
loudspeaker. However, there are special applications for which a conventiong]

loudspeaker may not be the best noise source choice. One special application js the

control of tonal noise radiated outdoors, such as that radiated by a large electric.

power transformer. In an effort to minimise the number of control sources required,
large panels (1 m x 0.5 m) have been used (Li et al., 1997) as shown in Figure 43

LT

piezo-electric
patch actuators

Figure 4.3 Curved panel sound source with rigid backing cavity.

The panels are tuned to have an acoustically efficient mode resonating at 100 Hz
and another at 200 Hz (or 120 Hz and 240 Hz respectively, in North America). The
panels are driven by piezo-electric patch actuators. If the actuators are too close to
a vibration node, then the force required to excite the panel sufficiently will be too
great, whereas if the actuators are placed too close to a vibration antinode, the large
amplitude may result in cracked actuators. Thus a compromise is necessary. In
addition, it is wise to curve the panel in one dimension so that it looks like part of a
cylinder. This enables the extensional motion of the piezo-electric crystal to couple
better with the normal motion of the panel to which it is attached. The curvature of
the panel also makes it easier to design it so that its most efficiently radiating
modes resonate at 100 and 200 Hz (or 120 and 240 Hz in North America). The
panel should also be mounted over a closed cavity to prevent sound from the back
interfering with that radiated from the front, thus maximising the radiation
efficiency at the design frequencies.
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Noise Control Sources -

In the design of the panels to achieve resonance frequenf:ies of 100 Hz and
2, it is important that there is some means of compensating for the effect of
wring errors. This was achieved by designing panels to resonate at a
her frequency than desired and then placing lumped masses on lh:? panel
depth of the backing cavity. In this way it is possﬂ?lc to
two acoustically efficient resonances at frequencies of
Hz and 200 Hz respectively. It was also found that the panel radius of

:l.urvature had to be relatively large - at least three times the panel width.
¢

An example of the response of a curved panel sound source designf:d o
ectrical transformer noise is shown in Figure 4.4, in which part (a) is the
fter manufacture and part (b) is the response after tuning. Note that_the
frequencies were 100 and 200 Hz for the two most efficient
Coincidentally, there is a third mode:with a strong response

The panel was 1 m x 0.5 m in size and made from 1.6 mm m.ick
heet with a radius of curvature of 2.7 m. When tuned the backing

o
o

Acc/F (dB)
ACC/F (dB)

1
400

1
D
o

T 1 T T LI T
1(I)0 ZIOO 360 400 0 100 200 300
Frequency (Hz) Frequency (Hz)
(@) (b)

=

Figure 4.4 Untuned and tuned curved panel (with backing cavity) response.

As can be seen by the data in Figures 4.5 and 4.6, it is possible to -tune the l:l
mode without affecting the 1,3 mode greatly and vice versa 'by add.mg mass in
strategic places on the panel and changing the depth of the backing cavity.

4.2.3 Acoustic Boundary Control

There are three types of acoustic boundary control that have been reported in the
literature directed at reducing the sound transmitted into an enclosure through a
bounding structure. One involves the use of an array of acoustic sources close- to
the structure boundary inside the enclosure to generate a sound field which
“nloads™ the structure (Jayachandran et al., 1998; Hirsch and Sun, 1998 and
Jayachandran and Sun, 1998). The authors showed that such an array could
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uced by a combination of passive absorption of the foam and acoustic unloading

. ] 210
: redme, structure as a result of driving the embedded P_VDF film. The authors used
105 [ N 1 205 of kin to reduce noise transmitted into a Cessna Citation 11l fuselage.
£ ] i i i t al. (1998) involves the use of a
s ' The third method, introduced by Fuller, ¢ - ‘ s =g
g0k ; 200 kin" arrangement that does not use acoustic foam but instead us
§ : ' S i figured in such a way as to amplify their displacement normal to ll'lle
S o 4 3 getuators conlig i h used together with a thin
o 1'% hich they are fixed. PZT bimorphs are _
- : = face on whiC Y : . ' "
5” : = e hragm as shown in Figure 4.7. When the bimorph is activated, the tip mov
M 2 _ o ac : ‘
S U = —— gi 190 dlipar in, causing he diaphragm to bend up or straighten as shown by the dashed
: i Homee ] o_ua in the figure (for activation of a single bimorph).
85 F 1 185 jin
ZT Bi-morphs
N : i ™ Aclive skin diaphragm - .

.0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10180
Attached mass (kg)

Figure 4.5 Effect of mass on the the 1,3 mode antinode on the resonance
frequencies of the 1,1 and 1,3 modes. -
Vibrating surface
1
. £30 Figure 4.7 Active skin concept (after Fuller et al., 1998).
125 f i 225 »
i‘
by 10l § : 4.2.4 Tuned Resonator
8(0 115 E —.‘-1,1 mode —— 1,3 mode 1215 o . db
qé-g 3 ] 3 For the tuned resonator type of control source the resonance frequency is tuned by
gE 110 F j210 € % - - The control could take the form of a
E - E ] ) | the output of an active noise controller. The ¢ d
g~ 105 § Els moveable piston which changes the volume and hence resonance frequency an
"% 100 3 200 thus the control effect of the resonator. A different type of'tuncd abso/;b(?r ;1;;86 )a
= 95 1 195 loudspeaker, microphone and feedback control system (Darlington and Avis .
90 L L 1 TP 1 N N 190
01 02 03 04 05 06 0.7 08 09 1.0 4.2.5 Compressed Air Sources
Depth of cavity (m) i d is to be
Compressed air sources are often necessary when very high level sound is to
Figure 4.6 Effect of cavity depth on the resonance frequencies of the I,1 and 1,3 modes controlled ((Blondel and Elliott, 1997, Obier and Pfeifer, 1997). Optimum design
for the curved panel sound source. of these sources is still the subject of research.
outperform structural control sources, even if the system response were dominated
by structural modes. They have analytically calculated performance bounds that
may be expected from this kind of control. 4.3 VIBRATION SOURCES
The second type of boundary control involves the use of active foam mounted 1l ibrati f th
i . . ing the vibration of the
on the interior of the structure (Gentry et al., 1997; and Guigou and Fuller, 1998) It is possible to .reduce a radiated 'sound (?i:d“:)g i(;rcl::rdoing fections. However, as
consisting of cylindrically curved PVDF film embedded in partially reticulated Structure generating 'the sound as discussed in 'sep the amplitude of the normal
polyurethane acoustic foam to form a “smart skin”. Interior sound levels are also mentioned, it is not sufficient to minimi
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vibration modes of the structure; it i
b gl : ,.generally it is necessar inim;
medes Soil:él?i:: lr(ril(;(;e(s’ are vibration modes that are orthogyortl(z)llr:vuil:;]mse rag
el lpp%seq to normal vibration modes that are 0 i -
ol e OZ \.n ration field. Reduction of the amplitudﬂhogonal :
Bt T e is guaran_teed to reduce the overall vibratj g
it vit’,mﬁon = g sound radiation. In fact, reducing the ampll'
SBehae R e may‘ actually result in increased sound radiag;
s e So,und ﬁeldgbuf :rr:phtude of a radiation mode is guaranteed ztlt ]
Radiation meder ot do _necessanly the overall structura] vxbratio: redu--
e L ] erflved as a combination of normal vibratio, gl
Shapo that Lot atlre Tequency dependent. They have resonancen &
i nt to the‘ ‘value.s for the normal structural d o
ore detail under sensing” in the next section B they

4.3.1 Piezo-Electric Patch Actuators

It is interestin
g to note that piezo-electri
sting -electric patches b
generate vibrati i antaeting B s 10:8 &
i i(;ntzy extending and contracting in response to a;mac lu;fﬂ Surface
Pt ot r? generates a cyclic bending moment in the strpp e
S i ot of the ac.tuator. Kim and Jones (1991a) showed thUCture -
icke suuztslfreott; Plezo-electric actuator, which was depen;etnt:l s
. eing excited. The i i i
S ure lted. The induced bend i
et 523:-3 t(}:;c:m?ss is illustrated in Figure 4.8 for a PZ’;‘ncgr)r/Is].(t): sctuaio, 1
e gaines(;r:ply supported steel plate. It can be seen fromact:)ua[t(")r e
b Nou):' T]—?ktmti .lhe actuator thickness greater than aboule 2(])%;refthat
¢ . at this optimu i et
. 0 p m assumes the
ss (or electric field) can be held constant whichr:::e?m: fthV(t’“age{]a‘;:UﬂtOT
. at much higher

ucture

(dBre 1 .0e-06)

Bending moment of structure
Bending moment of str

0.0 0.25
Ratio of thickness of PZT to thickness of plate

0.50 0.75 10

Fi o P n P
gure 4.8 A phed bendi g moment as a function o late ¢ icknes:
f h eSS.
I
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will be needed for the thicker actuators. If the voltage applied to the
or iS assumed to be constant, then it is better to use the thinnest actuator that
riven comfortably by the available voltage. Special high impedance
ifiers capable of outputs of 150 V to 1000 V (depending on the actuator
t be used, although it is possible to drive the patches with normal

ckness) MUS

wer amplifiers connected to the actuator through a step-up transformer.

_Electric Stack and Magnetostrictive Actuators

tures, greater bending moments can be induced by using piezo-
ure and the

avy struc
k or magnetostrictive actuators mounted between the struct

le section as illustrated in Figure 4.9(a) or between the ends of a
section as shown in Figure 4.9(b), with the base of the channel bonded to
Piezoelectric stacks are made from layers of piezoelectric discs
d magnetostrictive actuators are made from a terfenol rod

3 very he
getric stac

mounted insi
capable of pro
(1997). Again, piezo-

amplifier, whereas the
amplifier capable of handling a high inductive load.

v piezoceramic

stack actuator

(2) /
s

(b)

ducing large forces and are discussed in detail by Hansen and Snyder
electric stack actuators need a high impedance, high voltage
magnetostrictivi actuators need a low impedance power

Figure 4.9 Mounting configurations for stack
actuators to apply a bending moment to a structure.
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4.3.3 Inertial Actuators

Another low-co.
-Cost type of actuator t i
i ; : 0 control vibrating stry
le recently is the Inertial actuator. This gazma?ures that hag
- or %

electrod i is i
ynamic shaker, except that the part that moves is the pe. IS simijjyp

the permanent i
magnets while the coj i i VY part
cost because they are | remains stationary. These de"?ces

: mass produced for the car audio ;
door panels in cars, they vibrate the entlire v h'alu e 3 e, Whe
response of the sound s

) system. A
shown in Figure 4.10, Photo of three such actuators stackeq

p;l)wer. Tuning the actuators js done by
Shown on the far right of the photograph

4.3.4 Distributed Vi

brati
et Nl Grouping lon Actuators,

Shaped Vibration Actuators and

When using vibratj
4 ration actuat i
possible that | o pey

s € minimisati iati
Some vibrational energy will g mdiellen wles, 1015

are not bein “spill-over” into hj
g sensed. Of course, this problem can be nagj:frl;?::-,?; rbl'ﬂodes that
Y sensing

SufﬁClen[ rad]a“on !ll()des but 1t Y g
. Ty > can aISO be addressed b l.IS]'n acluatols Iha‘ are
“Xed to “le ladlﬂ[lng Surfdce and Shaped SO that [hey Only excite the ladlatlo“
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, ¢ are being sensed by the shaped error sensors. The use of shaped or
e pie;o-electric actuators bonded to the radiating surface has been the
.. : fa considerable amount of past work (Burke and Hubbard, 1987, 1988,
- '.}‘heir use has been shown to reduce modal spillover and improve

arly c;ﬁtml of sound radiation with distributed actuators relied on the use of
ously placed actuators. These were optimised in the sense that the boundaries
ators extended along the nodal lines of the modes desired to be
sed (Dimitriadis and Fuller, 1991) and were relatively successfully in
cing modal spillover to a limited extent. Sun et al. (1996) designed a PZT
jal actuator for a cylindrical shell that had control authority only for the
clural modes which efficiently coupled to the acoustic modes. In doing so they

re able to reduce modal spillover and reduce the interior noise levels without
reasing the structural vibration.

" For distributed structural actuators to make a significant impact on the noise

reduction

of an enclosed or radiated sound field, it is necessary to use a
considerable number of actuators, especially for modally dense structures. This in
\wm leads to many-channel controllers with their associated instability problems
and slow convergence. Thus there has been considerable interest in developing
ways of grouping actuators so that severaj can be driven by the same control signal
(Ahn and Balachandran, 1998). In some conﬁgurations, fixed phase delays and
attenuators are used so that each actuator in a group does not necessarily receive
the same signal as any other. However, the relative phase and amplitude of the
signals fed to all actuators in a particular group do not change as the controller
changes the signal supplied to each group. Another strategy uses a “biologically
inspired control” approach (Fuller and Carneal, 1993) in which a small number of
signals are sent from an advanced, centralized controller and are then distributed by
local simple rules to multiple control actuators.

Using the reciprocal relationship that exists for any piezoelectric transducer it
is possible to create modal actuators from the same expressions as used for modal
sensors (see Chapter 5). These produce the same benefits that the modal sensors
exhibit, namely a reduction in modal spillover and improved controllability due to
un-coupling of the modal response. PZT as a shaped modal actuator poses
significant difficulties because of the brittle nature of the material. Subsequently
more flexible materials have been used such as PVDF and although PVDF does
not have sufficient control authority at low frequencies for most practical
applications, it has been used successfully in the control of very flexible
lightweight space structures (Bailey and Hubbard, 1987; Choi, 1995).

Because of the lack of control authority, researchers have looked at alternative
materials. One such material which shows great promise for modal actuators is an
elastomeric piezoelectric solid commonly referred to as piezo-rubber. Being
relatively flexible, piezo-rubber can be used to form non-planar transducers easily
without the need for casting and grinding; unfortunately, the lack of material
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CHAPTER FIVE

REFERENCE AND ERROR
SENSING

availability has kept the research interest low (Lafl
oy 1A (Lafleur et al., 1991 and Shielc

4.3.5 Tuned Vibration Absorbers

Tpe tunable vibration absorber relies on an active control system ¢
tSttllaftfrtll:ESst (anld som;t;mﬁ; thg damping) of a variable stiffness vibration :b;:::! °
e tonal sound field radiated by a vibrating structure is minimised

e most common sensors used in active control applications are microphones. In

' dern digitally based control systems, the frequency response of the microphone

ysed for providing either the reference signal or error signal to the controller is not

ery critical as any lack of flatness in amplitude or phase is taken into account in the
ification algorithms, and can be compensated in the weights used in the

gystem identt
control filter. For this reason, it is common to find relatively inexpensive microphones

used in active control systems. The two most common types are the piezo-electric
_microphone and the inexpensive prepolarised condenser (electret) microphone. The
mtg; microphones may be purchased with power supply for tens of dollars or without
E@b’e or power supply for less than $5. Thus multiple error microphones (for which
(he outputs are summed) may be used economibally to improve system reliability. The
author has used these microphones in very dirty epvironments using the holder
}"-incorporating an air purge system as illustrated in Figure 5.1. The additional noise at
he microphone location resulting from the air purge is dependent on the speed of the
jir flow over the microphone. For the case considered here it was about 85-90 dB,

‘which was sufficiently below the duct noise that it was not a problem, as duct noise
Jevels varied from 112 dB to 138 dB.

4.3.6 Other Types of Vibration Actuator

Other types of vibration sources to control sound radiation from vj
structures include electrodynamic shakers, electromagnetic actuators Vlbra'
actuators, shape memory alloy actuators, hydraulic actuators am’j s \
actuators. These are all described in detail by Hansen and Snyder (1997)13?;:?I
thf: actuators have non-linear characteristics and care must be taken eitl:le any
dnve_ them too hard or to use a nonlinear control filter structure and asr -
fﬂgonth'm (Wangler and Hansen, 1994). The use of shape memory allo soci
interesting as it can act indirectly to reduce structural sound radiation Thi)s, is do
by err!beddmg shape memory alloy wire in the structure (usually made. of coj a d_o
material) whi.ch will change the structural stiffness characteristics on applic:.xl:ip E
a voltage (Liang and Rogers, 1991). This in turn will result in a chan i 108
sound radiation characteristics of the structure. e

Filter Microphone
Cover Retention

e

Exhaust
Stack

I— "\
Microphone §
3-off i
Microphone (3-off) Air-line
Sub

Coupling

Figure 5.1 Microphone holder with air purge.

~ Even when the microphones became covered in sludge (due to a malfunction in
“_1_13 air purge supply), they all continued to operate. If noise control is required over
‘@ specified frequency range, then better results are obtained if the reference or error

Exhibit 1019
Page 47 of 92



82 Understanding Active Noise C'bq;g 0
signal is filtered (with either an analog or digital filter) so that unw
are discarded prior to the signal being used in the control algorith

In many cases aerodynamic pressure fluctuations caused b
travelling with the speed of the flow, contaminate the microphone
the achievable noise reduction. This problem can be ameliorated b
filters (Hansen and Snyder, 1997) if the flow is uncontaminated (
the microphone may be located in a small side branch as illustrated in Figure §
extreme contamination cases it may be mounted in a side branch and Protected
thin mylar membrane or protected with an air purge system as shown in Figure

anted freq,. .
m A

Y fluid flow
Signals anq .
Y using furh,
see Figure 5,

aerodynamic

nose cone slit covered with

a layer of porous material

tube
section

tube filled with
porous material

microphone

Figure 5.2 Turbulence filter and directional microphone.

To minimise acoustic feedback from the control source to the referep l

microphone (in cases for which a tachometer signal is unsuitable - see next section
a directional microphone or a directional loudspeaker or both may be used.
directional microphone may be fabricated using two microphones placed a fixed axial
distance apart in the wall of the duct with the signal from the one furthest from the
control source being delayed by the propagation time for an acoustic wave to trave]
fromone to the other. A directional sound source can be made from two loudspeakers
using similar reasoning. Alternatively, a directional probe microphone, which consists.'
of a microphone at one end of a porous tube (or a hollow tube with a slit covered with
porous material as shown in Figure 5.2) may be used. This has the added advantage
of acting as a turbulence filter as well and for this reason is commonly used for both
reference and error microphones in ducts with a mean flow.

A particular probe tube design that works well in practice consists of either a
porous ceramic tube (Hoops and Eriksson, 1991) or asintered metal tube (Bies, 1971).
Alternatively a hollow metal tube containing a longitudinal slit running its full length
could be used as shown in Figure 5.2. The slit should be covered with porous material
having a flow resistance of approximately 2pc (Neise, 1975). Sometimes it is
necessary to use two microphones (between 0.5m and 1m apart) in the probe tube to
obtain a reasonable directivity at low frequencies.

To be effective, the end of the probe tube opposite to the microphone must point
towards the sound source that is to be measured, regardless of the direction of air
flow. This is particularly important for noise control on fan inlets where the air flow
is in the opposite direction to the acoustic wave propagation. As discussed previously
an IIR filter may be used in the controller in place of an FIR filter to compensate for
mild cases of acoustic feedback. However, in many cases, at low frequencies the
acoustic feedback is so strong that a directional microphone is also needed to ensure
system stability.

i

Exhibit 1019
Page 48 of 92

microp

i 83
] Error Sensing

ence of unwanted extraneous noise in the reference and error
sf(:g:g;zssignals are often filtered with band pass filters so only the
lled is present in both signals. However, for the §ontrol of random
filtering the reference signal could have a dclrlmentz_'al effect on
e as a result of the group delay through filter. Thus it should be

minimi
the mic
10 be contr©
_pand pass
m performanc
with care-

AcHOMETER REFERENCE SIGNAL

it is difficult to obtain an uncontaminated reference signal using a
asesl,wan problems are caused by non-acoustic turbulent pressure
= : 1 at the speed of the flow but still cause.a response from the
tic wave. Other problems are a result of

any ¢
C phm'l
ations that trave
hone in the same way as an acous
Sdlfﬁ:::lil:g'to be controlled is periodic in nature (one or se\feral tones) and is
If lh: by or synchronously with rotating machinery, it is feasible to replacellhc:
e icrophone with a tachometer. The tachometer may be magnetic or optica
e T]“ it Fvontd output a string of pulses as shown in Figure 5.3. If pointed at
5 lwmf ﬁ rotating gear wheel, there would be one pulse generated for each gear
It;dlﬁito passed the tachometer sensor. Magnetic sensors (or Hall effect sensors) are

preferred over optical sensors as they are mote rugged and less sensitive to dirt.
P H

Optical tacho

[ [ A

Pulse train

Figure 5.3 Arrangement for optical tachometer reference signal generation.

There are a number of ways of converting the tachometer pulse train into a signal

that is useful for an adaptive filter type of active noise control system. Hotc that for
the waveform synthesis method, no pre-processing of Ehe pulse: train is nec;:lss.ary.
;Hd\vever, the implementation of active control by adaptive filtering is the technique

used in commercial controllers and is characlerised by a belli:r per'fﬁrmancc, }510[“ is
of interest to discuss the conversion of the tacho pulse signal into sine waves that are
suitable inputs to the adaptive filter control system. ‘ _

It was mentioned in Chapter 3 that the relative powers of the dlfferen't frequen'ue;
in the reference signal spectrum should reflect the relative noise reductions require
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ateach frequency. Thus it is useful to be able to convert the tachometer pulse (rain jp yare Wave because there are no such components in it. Fortunately the pulse train

multiple sine waves corresponding to desired harmonics or sub-harmonics of the ryis Ean optical tacho is usually non-symmetrical and thus contains all of t.he desired
frequency, with the relative amplitude of each sine wave able to be set to any degjr onents. With specially designed ﬁl.tef's to adjust .the phases and amplitudes, the
value. ' 3 ative phase and amplitude of each existing harmonic can be set to any value.

A number of different ways of generating a multiple sine wave output fronl
pulse input are discussed in the following sections. e

523 Non-Linear Transformation

Jon-linear transformation methods usually are more complicated and are not easy to
. Jglize in real time; however, they avoid the difficulty of precise estimation of the
..ndamsnm] frequency. In a practical implementation, the sampled reference input
:: chometer signal) is low pass filtered, then a 1,024 point FFT is implemented to
; &nﬁfy the dominant frequency. The frequency so identified is«used to set the centre
5uenCY of a digital band pass filter that has a bandwidth similar to the frequency
acolution of the FFT. At the same time, the data are passed through the band pass
er that was set up with the previous data set and FTT. The result is a pure (or
ﬁénriy pure) sine wave output. Automatic gain control (AGC) is used to set the
Lmplitude of the sine wave equal to one. Having obtained a sine wave at the
rundamental frequency of the tachometer pulses, non-linear transformations can be
mgd to obtain various harmonics and sub-harmonics as follows:
4,

: x ’l —cosx T+

o in(=) = __1 m [l A F =i t

' s1n(2) (C))] 3 , m=in [ oy
x m ,] +cosx . H
—)=(~-1 —_— =1nt|—

cos(2) -1 2 m=in [er

cos(2x) =1 —25in2(x)=2cosz(x) -1

sin(3x) = 3sin(x) — 4sin> (x)

5.2.1 Waveform Synthesis

There are a number of ways to estimate the fundamental frequency if wavef,
synthesis methods are to be used. For example, auto correlation analysis is suitab)
detecting the period from a noisy signal; however, the precision of the freque
estimate is limited by the sampling rate. For a 48 Hz signal sampled at 48 kHz, there
are about 1,000 points within one period. So the precision of the estimated frequepg v
is about 1/1,000, while for a 480 Hz signal with the same sampling rate, it reducestg
1/100. Similarly, time domain techniques including the zero cross rate estimatigp
method all have this shortcoming due to the discretization of the continuous signal,

To obtain sufficient frequency precision, a long time data record is necessary
Thus the ZOOM FFT should be used in frequency domain analysis. Normally, FFT!
algorithms use base band analysis where the frequency range extends from zero upito
the Nyquist frequency. The analysis resolution is decided by F/N. where F, is the
sampling frequency (two times of the Nyquist rate) and N is the number points in the
record. That means for any type of signal, 1 second of data can only offer 1 Hz
frequency resolution, no matter what the sampling frequency is. There are two main
procedures used for digital zoom. One is called “real-time zoom”, which acts by
reducing the sampling frequency after a digital frequency shift. The other is called
“non-destructive zoom”, which acts by increasing the record length N. Real-time zoom
does not need as long a buffer as non-destructive zoom (10 k words or more).
However, it is rare that individual components are so stable in frequency as to be able
to justify a resolution of better than 1/4,000 of the centre frequency (Hz) when using
real-time zoom. It is only with non-destructive zoom that frequency compnneliﬁ
definitions to an accuracy of 1/20,000 of the centre frequency (Hz) can be achiev )

Wave form synthesis is characterised by the difficulty in precisely estimating the
fundamental frequency. A record length of 10 seconds is needed to get a frequency.
resolution of 0.10f the centre frequency. There may be a jump (discontinuous) point
in the output wave whenever the detected frequency changes a little; for example;
from 100Hz to 100.1Hz. The advantage of this method is that it can easily generate
sinusoidal waves at sub-harmonics and any other harmonics with specified phases and
amplitudes. Thus, the method is a good choice when the input signal is very stable:

(CR))

cos(3x) = 4cos? (x)—3cos(x)

cos(4x)=1-8 cos? (x)+ 8cos* (x)

524 Simple Look-Up Tables

Two types of look-up table methods will be discussed here. One is suitable as a
eral purpose tool that can be implemented using a DSP and the other is a special
lication tool that can be implemented using a low cost micro-processor.

; The general purpose implementation involves using an optical or magnetic tacho,
measuring the time period between pulses. A look-up table can then be used to
rale a sine wave of the same period. Subharmonics can also be generated using
-Up tables to generate a single sine wave over more than one pulse period and also
tnerate a sine wave with one or more periods within the pulse period. The period
Ween two consecutive pulses is measured by the software and that is used to

N

5.2.2 Filtering

The filtering method uses a low pass filter to filter out the undesired frcquﬁﬂ?ﬁ'-‘
components. Thus, ¥ harmonic and 2™ harmonic can never be filtered out froma
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determine the time interval between copying the values in sequential locationg ;
look-up table to the output. The accuracy of this interval can only be the time b Ny
samples on the DSP, so a very rapidly sampling DSP is needed. The DSP can cot'w
the outputs of a number of look-up tables together, so it is possible to have 100
tables for a large number of harmonics and sub-harmonics and combine the ougp,
together with any specified relative amplitude. Of course a D/A converter js need
with a low pass filter on the output to minimise the high frequency components ¢y
by discontinuities in the sine waves generated in sequential pulse periods,

For non-general purpose processing electronics, it is preferable to yge af
sampling micro-processor, rather than a DSP. In one particular applicatiop
concerned the author, a single engined propelier aircraft, with an existing 149-oni
gear wheel was used with an optical tacho to provide 149 pulses per revolution off
propeller. To reduce harmonic distortion, two pulses were inserted by the electro,
between each pulse received from the tacho, using the period measured between
previous two tacho pulses to provide an estimate of the required time spacing for
inserted pulses. The result was a pulse train of 447 per revolution of the propel
Thus the waveform repeated after a period of 447 pulses. A MATLAB program
written to calculate the required amplitude of the output waveform at 447 equal i
intervals. These values were placed in a look-up table that was accessed by the micrg-
processor at the appropriate place each time a pulse was received. The digital valye:
so accessed was then output to a D/A converter and steep low pass filter (to remove
unwanted high frequency contamination). i

Several look-up tables were provided to represent different applications and the
required table was selected using a manual switch. Each look-up table could be
configured to represent a particular combination of propeller blade passing harmonics'
(numbers and relative amplitudes).

The system consisted of a low-cost microprocessor (<$12) and a D/A converter.
($5). The resolution for the digital input was about 200 kHz, (this depends on the
speed of the processor) and the sampling frequency of the D/A converter was about.
50 kHz.

If the rotational speed of the gear wheel changes too rapidly, itis difficult to insert
the pulse evenly between the original tacho pulses because it depends on the precise:
prediction of the period, which is based on a measurement of the previous period.

5.2.5 Time Domain Measurement

Perhaps the most effective way of generating a sine wave at the same frequency as the
tacho pulse signal is to use an extremely fast sampling rate on a floating point digital’
signal processor (DSP) such as found on the digital interrupt. This could easily be

as high as 40 MHz. The number of samples between tacho pulses is measured and |

then a sine wave of that period is calculated by the DSP and output through a D/A

converter sampling at a relatively high frequency (such as 16 kHz). Sine waves of
frequencies corresponding to multiples or sub-multiples of the fundamental frequency
can also be easily generated. The advantage of this method is that a continuously
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¢ varying signal is output that does not suffer from any discontinuity if the input
& anges. Practical implementation has shown that this method can produce sine

1ch M S
ves with less harmonic distortion than commercial signal generators.

53 SOUND INTENSITY
gound i ntensity is proportional to tl'le product of sound pressure and particle.ve] ocity,
7j|h the particle velocity usually being measured b¥ measuring the pressure difference
Lopween two closely spaced microphones as explained in Hansen and Snyder (1997).
g Sound intensity sensing is often considered to be an attractive alternative to
«ound pressure error sensing because it actually measures the energy radiated froma
nd source to the far field, even when the measurement is'made in the near field.
huis, EITOr SENSOrs (sound intensity sensors) can be placed close to the sound source,
hich increases controller stability and reduces the number of error sensor channels
jeeded to achieve global sound pressure level reductions. Although the use of sound
jn(ensity scems to overcome the near field problems associated with using sound
pressure, its use raises another set of problems. Errors in relative phase offsets of the
gt‘wo microphones used for a sound intensity measurement are difficult to avoid in low
cost microphones and can degrade the results achieved, especially in cases where the
phases drift with time, negating any corrections that were made at the time the system
was installed. Fortunately for systems with many channels, the phase errors are likely
o produce sound intensity errors that cancel out when averaged over many
‘measurements, so the problem may not be as bad as expected.

Nevertheless, experience has shown that sound intensity sensing is unlikely to be
a useful cost function for active noise control systems directed at reducing sound
radiated from vibrating struclures. As well as problems with phase errors in low cost
microphones, there is another problem. The sound intensity field close to a vibrating
structure generally has a large variation with location and minimising sound intensity
at the error sensors tends to produce a negative intensity very locally to the intensity
sensor at the expense of large increases in intensity elsewhere. If researchers
determine noise reduction by only measuring the field at the error sensors, then the
strategy appears to work very well indeed. However, if other intensity sensors are used
to investigate the field elsewhere a very different story unfolds. It is found in most
cases that the overall radiated sound power increases, even when many intensity
‘sensors are used. Even if the absolute value of intensity is used as the cost function,
similar results are obtained and it is found that better results are generally found using
near field sound pressure sensing (Berry et al., 1999). However, in spite of its failure
4 a cost function for the control of sound radiation from vibrating structures, there
be discussed here.
- The use of sound intensity as the cost function to be minimised was first
published by Hald (1991). He developed the filtered-x least mean product algorithm
&d used it to minimise the sound intensity in front of a loudspeaker for actively
‘educing the sound radiated by a second (or primary) loudspeaker. In 1994,
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4 axis energy density sensor made from 6 electret microphones mounted in a wooden
~onere. The preliminary results indicated that controlling energy density has the
:;oleminl to achieve greater global control than controlling squzllrecl pressures. Park and
;-S-ammerfeldl (1997) successfully showed that energy density control can also be
i plicd to enclosures excited by broadband noise.
3 Energy density control has also been applied to the control of a pure tone in a
diffuse sound field (Elliott and Garcia-Bonito, 1995; Garcia-Bonito and Elliott, 1995).
"“ was found that minimising both the pressure and pressure gradient along one axis
rather than simply pressure, resulted in a significant increase in the 10 dB zone of
quiet, from a sphere of diameter A/10 around the pressure sensor to /2, for an
llipsoid with its longest axis in the direction of the measured pressure gradient.
Wenjun and Sun (1997) presented numerical simulations showing that 4 energy
 density Sensors were as effective as 32 uniformly spaced micophones in terms of their
bility to lead to global noise reduction when used as error signals in an active noise
,  control system. More recently Cazzolato (1999) constructed an energy density sensor
using just 4 microphones and showed that it performed as well as a 6-microphone
sensor. He undertook some numerical simulations for a rigid-wall enclosure and
showed that when a single acoustic source was used to control the interior sound field,
the energy density sensor always out performed 4 separate microphones sensing just
 pressure. However, it was also shown that when the number of acoustic control
sources is equal to or greater than the number pf microphones in the energy density
“sensor, global control of the sound field is not as good, and there is also no advantage
gained in using energy density sensing over simply summing the squared pressures
from all the microphones. The phenomenon of reduced global performance with an
increasing ratio of control sources to error sensors is a result of the control sources
being able to achieve greater reduction at the sensor locations at the expense of global
_control and is associated with the control mechanism moving from modal control (of
acoustic modes) to modal rearrangement with the consequent reduction in global
control. Modal rearrangement, which involves a rearrangement of the phases and
amplitudes of the acoustic modes, is the only mechanism whereby the controller can
drive the microphone signals to the smallest level possible. The phenomenon is best
illustrated graphically in Figure 5.4,

When the enclosure boundaries are flexible, their vibration couples with the
interior sound field and this mechanism is the one responsible for many vehicle and
aircraft cabin noise transmission problems. Such problems are characterised by
£xternal noise being transmitted into the passenger cabin by vibration of the cabin
undaries. Such a coupled vibro-acoustic system s typically the most difficult to treat
Since the structure tends to excite many more acoustic modes than would an interior
Noise source emitting the same spectrum of sound, due to interface modal filtering
"gelwecn the structure and the cavity. With more acoustic modes excited, more control
?.UUI'CBS are required to achieve the same level of control. Also, since the structural
es typically have a shorter wavelength compared to the acoustic modes, acoustic
fields excited by the structure tend to exhibit much greater spatial variance, which
CIeates observability problems.

Sommerfeldt and Nashif published a more detailed analysis and exposition of Halg,
algorithm, although they seemed to be unaware of Hald’s work. They also deve|qy,
an algorithm for the minimisation of energy density (sum of potential and kineg;
energies) in an enclosed sound field. In a later paper, Park and Sommerfeldt (1g 7
extended the energy density approach to the control of a broadband encloseqd soln
field. It is worth noting that the energy density approach is not appropriate for g
radiation into free space. In the near field of a noise source, normal intensity is a by,
choice and in the far field, pressure squared is a more effective cost function,

A frequency domain algorithm for minimisation of sound intensity y,
formulated in 1994 by Swanson (1994) who also demonstrated the importance
using “zero-padding”, which means that the last half of the samples in a particular g,
set must be set equal to zero. When the inverse Fourier Transform is taken to progy
a time domain signal (after the necessary arithmetic operations have been perfo
in the frequency domain), the last half of the resulting time domain data set is ajgq
discarded.

In 1995, Kang and Kim (1995) published a paper on the minimisation of soung
intensity in a duct for the purpose of minimising the radiated sound power. Thejr
formulation is similar to that of Sommerfeldt and Nashif (1994); however, they gy’
investigate analytically the convergence and stability properties of the algorithm for
minimising instantaneous intensity.

Qiu and Hansen (1997) developed an algorithm for controlling sound intensity
radiated by electric power transformers based on waveform synthesis. However, the.
disadvantage of this method is that the A/D clock on the controller must be.
synchronised with the periodic noise to be controlled. 1

5.4 ENERGY DENSITY

Energy density is a little different to sound intensity in that it is proportional to the
weighted sum of the squared acoustic pressure and squared particle velocity in each’
of three orthogonal directions. :

It has long been known that the energy density in a one-dimensional sound field
is approximately constant throughout the field and for 3-D systems with high modal
densities it has been shown that the spatial variance of energy density is significantly
less than the potential energy (Cook and Schade, 1974). To overcome the observability:
difficulties that are inherent with microphones as error sensors, such as pressure’
nodes, Sommerfeldt and Nashif (1991) suggested minimising the energy density at’
discrete locations. In a numerical simulation the authors found that minimisation of
the energy density at a discrete location significantly outperformed the minimisation
of squared pressures. Subsequent practical studies using the two microphoné
technique to estimate the particle velocity in one-dimensional fields (Sommerfeldt and
Nashif, 1992, Nashif and Sommerfeldt, 1992, Sommerfeldt and Nashif, 1994,
Sommerfeldt and Parkins, 1994) verified the earlier findings and showed that the
location of the energy density sensor makes little difference to the controlled levelsi
Sommerfeldt et al. (1995) extended their earlier work to three dimensions and built &
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Figure 5.4 Effect of number of control sources on control
mechanisms (Cazzolato, 1999).

rectangular enclosure with 5 rigid walls and a flexible curved panel as its othe
have been investigated (Cazzolato, 1999): interior acoustic control sources

unit driving force, was placed in a non-symmetrical position on the curved pang
that all structural modes were excited directly. His results show that if acoustic co
sources are used, and if global control is the objective for any cost function derir
from discrete sensors, then broadly speaking, there must be a greater number of
sensors than control sources. Any enclosed space excited by structural vibration of i
boundaries is particularly prone to modal spillover (energy at any particular freque
transferred from low order modes to high wave number modes), since the pri

control sources rather than acoustic sources are used. _
For his enclosure configuration, Cazzolato (1999) calculated the attenu
versus distance resulting from minimisation of the pressure at a single microphon
the energy density sensor using four acoustic control sources and a single structt
primary source. His results are shown in Figure 5.5 for a heavily damped acousti
system. The attenuation vs distance from the error sensor has been calculated over
small frequency range of 600 Hz to 700 Hz to allow the separation distance 10
normalised to the wavelength. Although energy density control suffers from spillo!
the local zone of control is still larger than that achieved when minimising the press!
at a single location. However, both the 10 dB zones of quiet are significantly sma
than they are in an enclosure excited by acoustic sources only, particularly the Z0
of quiet for energy density control (see Figure 5.6). The reason for the decrease insi
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Figure 5.5  Numerical attenuation of squared pressure as a function of distance
from the error sensor for a heavily damped acoustic system. Frequency range is from
600 to 700Hz and the separation distance hgs been normalised to 650Hz (single
structural primary source and 4 acoustic control sources) (Cazzolato, 1999).
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Figure 5.6 Numerical attenuation of squared pressure as a function of distance
from the error sensor for a heavily damped acoustic system. Frequency range
is from 600 to 700Hz and the separation distance has been normalised to
650Hz (single acoustic primary source and 1 or 4 acoustic control sources)
(Cazzolato, 1999).
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is because the sound field is driven by high wave number structural modes rathe, 1 55 VIRTUAL SENSING
lower wave number acoustic modes. As a result, the pressure field varies much .. 4

rapidly with a change in position and therefore the zone of quiet is reduced. yirtual sensing is the process of minimising the sound field at a location that is away

When the acoustic and structural damping were decreased, it was foung from the €rTOr Sensor. There are 1h!-ee approaches that have been used in the past to
global noise reductions, especially for energy density control, were incye, do this and each will be di‘scussed in the following sections. One approach that was
However, the size of the zone of local control in the vicinity of the sensor for ener introduced by Gar cia-Bonito et al. (1996, 1997), is based on measuring the acoustic
density control was decreased, although the size of the zone of local contrgj o ressure transfer function between a permanently placed remote microphone and a
pressure control was relatively insensitive to damping as illustrated by Comparing _microphone temporarily located at the observer location, With the temporary
results in Figure 5.7 with those in Figure 5.5. microphone subsequently removed, the signal from the permanent microphone was

modified with the transfer function to create the virtual microphone. The assumption
________ 'Iplg Control is implicit that the transfer fupction does not alter with lin‘1e and while i.t is possible
—  ED Control (hat the control system will become ineffective if it changes significantly,
y Garcia-Bonitoetal. (1996) reported acceptable stability when a spherical shape (such
a5 a head) was added to the environment. This approach is discussed in the following
paragraphs for pressure (microphone) sensing,
............ _ The second approach (Cazzolato, 1999: Hansen and Cazzolato, 1999) is to
‘estimate the pressure at the virtual location in real time using forward difference
\ extrapolation with the signal from a number of remotely placed microphones. This
b | S gpproach would have the advantage that the “virtual microphone” would not need a
\ . i prieri information of the control source to pressure transfer functions. This approach
\ - i will be discussed in the following paragrapifs for hoth pressure and energy density

e— sensing. :

\ The third approach, called model reference conirol, was first reported by Clark
and Fuller (1992, 1993) and it is very similar to the first method mentioned above,
- N~ They implemented active control of sound radiated by a vibrating structure by using
0 0.1 &' p O3 09 05 microphone error sensors in the far field and actuators on the vibrating structure. They
then measured the “phase-referenced” structural response at the same number of
Figure 5.7 Numerical attenuation of squared pressure asa function of distance structural locations as they had control actuators. This was called the “desired
gx gﬂe:;‘gnsg;i‘:::‘t::‘i’:ga‘:?omn%‘:!:i‘;:s;fs’g:ﬁ'z;}l;':;‘i'::;{o“;“s%"l_l‘i structural response”. The control system then used the vibration sensors at the
(1 structural primary source and 4 acoustic control sources) (Cazzolato, 1999), structural measurement locations as error sensors and adjusted the control signal so
that the difference between the desired structural response and the actual structural

response was minimised. The above two papers describe the method in detail.

20

-
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-

i

i

o

Zipf? Attenuation (dB)

In conclusion, it may be stated that when it is desired to obtain zones of reduced
noise at a number of locations in an enclosed space, use of an energy density sensor
will result in a larger zone of reduced noise level that a microphone at the expense of
reduced noise reduction right at the sensor. It was also observed that the type of 5.5.1 Virtual Sound Pressure (Virtual Microphone)
control source that works best is one that is similar to the type of original primary
excitation source; for example, for primary structural excitation a structural control
source works best. This is because the control structural sources are more likely to 3.5.1.2 Transfer Function Method
produce a sound field that matches the primary sound field. For energy density to be
effective in obtaining global levels of sound reduction in an enclosed field, multiple ‘The transfer function method, as described by Garcia-Bonito et al. (1996, 1997), is
sensors and control sources are needed, with the number of control sources required’ ‘ I_Jased on measuring the acoustic pressure transfer function between a permanently
being less than the number of sensing elements but more than the number of energy Placed remote microphone and a microphone temporarily located at the observer
density sensing systems. Multiple energy density sensors result in a reduction of location, The theory may be summarised as follows. The total pressure field p, is the

energy “spilled-over” into higher order modes, thus improving the global control SUm of the primary p,, and control pressure fields P, as follows:
result.
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P =P, * P

The control source contribution may also be written as the product of the
acoustic impedance, Z, between the control source location and the error
location and the control source strength, q;- This can be applied to both the aer
virtual microphone locations where the subscripts a and v apply to the ,
virtual locations respectively:

Py = Ppu*Z,9, and p,=p +Zgq

The expression for the pressure difference between the two locations is then:
Pa -pv B (ppa u Zaqs) B (ppv i qus)

Garcia-Bonito et al. (1996, 1997) state that at low frequencies the spatial

pressure change due to the primary field is small enough so we can assume {|
primary source pressure component is the same at both the virtual and actual locatiop
Close to the control sound source, the actual sensor and the virtual error sep
control source transfer impedance functions are significantly different. The P
measurement of this difference can be used as an operator on the actual error gj
to estimate the pressure at the virtual location. Thus:

p,=p,~-(Z,-2Z)q,

5.5.1.2 Forward Prediction Method

As mentioned previously, this method is based on using forward prediction to
determine the sound pressure at a particular location based on actual measurements

at two or more remotely located microphones as illustrated in Fi gure 5.8.
The pressure at point p; can be approximated by the first order finite difference

estimate:

/ X
Py =Pz+ﬁ(Pz-P.) (5.6)

Using a three-microphone approach it can be seen in Figure 5.9 that the forward
estimate in pressure improves (at least theoretically) compared to the estimate fromthe

two-microphone approach.
The pressure at point pX/ can be approximated by the second order finite

difference estimate using Lagrange’s interpolation formula for unequal intervals; that
is:

_rex)x-xy) (x-x) )x-x;) (x-x,)(x-x,)

+ 5.7
(x;=x,)(x, -x;) Py (o0, =x, ), —x3) P (3= )03 —x,) Ps G

px)
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Figure 5.9 Three-microphone forward prediction technique.
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Therefore for the system shown in Figure 5.9, Equation (5.7) reduces to,
n_(th)(®) (2@ e+ 2h)(e+h)
owentt wen T enm
Collecting like terms gives:
x//_ x(zx’:rzh) + Jc(J\—::lZzh);J2+ (J|:+22h’:(2,\:+h)p3
If x=h, then Equation (5.9) reduces to:
P, =P,=3p,+3P5 =P, +3(py-py)

v =B B (5.13)
Jj2hpw

e on v, Tepresents an estimated quantity. The quantity, j=v-1, in the cquati_on,

that the particle velocity phase lags the phase of the acoustic pressure gradient

" sveen P and p; , by 90°. Substituting Equations (5.6) and (5.13) into Equation

) gives: . .
Z)Ug;mmy on the left hand side in the preceding equation may be used as a cost
stion 1o be minimised by the active noise control system.

Itis anticipated that the use of these virtual sensors as active noise control error

s will have the following advantages with respect to the more conventional

If x=2h, then Equation (5.9) reduces to: noise control error sensors:

" The high attenuation associated with local control may be brought directly to the
‘observers ¢ar without intrusive transducers. .
The attenuation zone around the observer may be broadened with the virtual

~ cpergy density sensor. .

With an algorithm based on separation distance, it may be possible to track the
distance between the observer and error sensors and allow the zone of silence to
"follow the observer.

Controlling immediately around the head of the observer will allow the use of
much smaller speakers (than required fok global control).

¥

Ps =3P, 8P, +6p3=p, ~2(p,~p ) +6(p3py)

It is possible to have two closely spaced “virtual microphones”, which y|
controlled would create a larger zone of quiet than would be achieved with a sip
“virtual microphone”. It could be possible to define a virtual microphone array
extend the control region even further. E
In practice it has been found that background noise that is always present in reg
measurements causes problems for the 3-microphone estimation technique as it js
much more sensitive than the 2-microphone technique. Additional problems ocg
ducts as aresult of higher order modal contributions affecting the “smoothness” of
plane wave signal. Both of these problems result in the 2-microphone techn b OUND RADIATION
providing better control results in practice. A promising alternative is to use | o .'VIBRATION SENSING/OF §
. Sy At ong SSSoCRISHIth et picven h.or.le technique, buthge In many applications of active noise control, it is inconvenient to use microphones to
microphones and take a least squares approach to obtaining the correct extrapola e the error signal for minimising the sound field radiated from or transmitted
e ugh a structure. Thus, the use of structural vibration sensors to provide the
ed error signal, which must be proportional to the radiated sound field strength,

5.5.2 Virtual Energy Density

Only the forward prediction method will be discussed for energy density as results for
the transfer function method applied to energy density have not yet been publi
Also only the 2-microphone technique will be considered for the reasons stated in'
previous section. The three microphone, second order extrapolation is discuss :
Kestell et al. (2000).

The expression for energy density (in a 1-dimensional space) is:

1 x)? 2 x X x )2 2

= — = — l —— —
" 2/302[( b 2") i h( ' 2h)p,p2+( 2”) N
(5.14)

(o2 - 200, + p)

1
(2hky?
Itis well known that the vibration response of any structure can be represented

p § pv 2 1 2 ) b s of vibration modes that are orthogonal with respect to the structural vibration,

ox T 5 =+ 21 = —lp+ petv] (5.12) Oilt which are not orthogonal in terms of their contribution to the radiated sound field.
pe Zpe 8 means that reducing the amplitude of a particular vibration mode will not

arily reduce the sound radiated from the structure and may even increase it. One
/ of overcoming the problem is to decompose the structural vibration field into
ation modes™ that are orthogonal in terms of the radiated sound field, but not in

..
For the 2-microphone set-up shown in Figure 5.8, the estimate of the a(‘:mlsl c
pressure, pX/ is given by Equation (5.6) and the particle velocity may be approximates
by the following equation:

Exhibit 1019
Page 55 of 92



98 Understunding Active Nojse Cange) "
</

terms of the structural vibration field. An interesting aside is that the radiatign
are each made up of differing combinations of the structural vibration modes yiy
relative contributions of each vibration mode to a particular radiation medel
frequency dependent. Each radiation mode is characterised by a radiation efﬁc
and a structural mode shape. Although the calculation of radiation modes i relat
straightforward mathematically, there are a number of practical imp]emema‘ )
problems that have provided fruitful topics for recent research. These problemg
associated with unambiguous sensing of the radiation modes and the variation jp y
mode shapes as a function of frequency. One of the advantages of using radiation
mode sensors rather than independent microphones (apart from the obyig
convenience) is that less controller channels are needed to achieve the same noi
reduction and this results in a more stable, faster converging (and hence fasten:
tracking) controller.

The calculation of free space radiation modes for vibrating structures wag
illustrated in a paper published by Borgiotti (1990) in which he developed a mog
representation for the radiated acoustic power. At a similar time, Photiadig (1999 :
illustrated the relationship between the radiation mode approach and the wavenymh
transform approach for the identification of efficient radiation modes (dominategd
supersonic wavenumber components) and inefficient radiation modes (dominated by
sub-sonic wavenumber components). Cunefare (1991) used the natural vibration!
modes of a beam as components of the radiation modes. Although all of the wq
mentioned essentially derived acoustic radiation modes for a vibrating structure, sory
confusion existed as a result of the different approaches used and the use of differe
names such as acoustic modes, weak radiators, singular velocity patterns and
eigenfunctions. Since those first three papers, a number of authors have applied th
results to the active control of noise radiated by vibrating structures, ranging from
beams to cylinders (Baumann et al., 1991, Baumann and Greiner, 1992a, ]992b§
Naghshineh and Koopmann, 1993, Naghshineh and Gellrich, 1994, Cunefare and
Currey, 1994, Elliott and Johnson, 1993, Burdisso and Fuller, 1993, Currey and
Cunefare, 1995, Song et al., 1991, Chen and Ginsburg, 1995, Snyder and Tanaka,
1993). More recently Cazzolato and Hansen (1998) have applied the radiation mode
approach to the active control of sound transmission into a cylindrical enclosure and"
the principle results from this work are summarised here.

A serious obstacle to the implementation of radiation mode control using an active
noise control system is the physical measurement of the radiation modal amplitudes
and the subsequent derivation of an error signal proportional to the amplitudes. The:

problem of sensing radiation modes adequately is similar to the problem of sensing

vibration modes in an active vibration control system with the added complexity that
the radiation modes change shape with frequency. There has been a considerable
amount of effort expended in deriving strategies for sensing vibration modes that used
continuous PVDF film bonded to the structure and shaped to only measure the

mode(s) of interest (Lee and Moon, 1990, Crawley and De Luis, 1987, Lee et al., ]
1991, Lee, 1990, Lee and Moon, 1989, Burke and Hubbard, 1991, Kim and Jones,
1991, Callahan and Baruh, 1995, Sonti et al., 1995, Sullivan et al., 1996). Of course,

similar results can be obtained by measuring the structural velocity at a large number
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. nocrete Jocations on the structure and then appropriately weighting each
) dlsl.emcnt. However this is a very expensive and in most cases an impractical
: l;:ive to continuous sensing.
"~ The work on shaped sensors for measuring vibration mode amplitudes has been
| fended to the measurement of radiation modal amplitudes by a number of authors
3-, have taken into account two important properties pf .radiation modes. First, it has
i 1 found that the frequency dependence of the radiation mode shapes is no% very
5o that it is possible to fix the sensor shape to the correct shape at a particular
*_ency and obtain good results for a band of frequencies about an octave wide and
entred ON the design frequency. Second, it has been found that for sound radiation
{ypical structures at low frequencies (below ka = 1, where k is the wavenumber
a is the largest structural dimension), the radiation efficiencies of the radiation
Jes sharply decrease as the radiation mode order increases. This latter property
mplies that only a very few radiation modes are necessary to adequately characterise
e structural sound radiation.
" In the case of planar sound radiators, a number of researchers (Rex and Elliott,
11992, Johnson and Elliott, 1995, Charette et al., 1995) have demonstrated that large
uctions in radiated sound power could be obtained by sensing and minimising the
(otal volume velocity over the entire surface of the radiator. It can be shown easily,
that this is effectively the same as minimising the first radiation mode and as such is
cffective only at relatively very low values of ka. Sommerfeldt and Scott (1994)
investigated the use of shaped sensors to form a low pass wavenumber filter so that
minimisation of the sensor output would effectively minimise the supersonic
‘wavenumber spectrum that is responsible for the radiated sound. Snyder et al. (1993,
1995), Snyder and Tanaka (1993) and Tanaka et al. (1996) investigated the design of
-dimensional and 2-dimensional modal sensors and demonstrated their application
1o the reduction of sound radiated by a vibrating panel into free space. Snyder and
Tanaka (1993) also briefly investigated the problem of designing shaped sensors for
the active minimisation of sound transmission through a rectangular panel into a
rectangular enclosure.

More recently, Cazzolato and Hansen (1998) have extended the use of structural

error sensing to the active control of sound transmission into a stiffened cylindrical
“enclosure through the enclosure walls. In their work, the transmitted sound field is
derived in terms of structural radiation modes and the implications for structural
vibration sensing of the radiation modes is also discussed. Using the modal-interaction
‘approach to the solution of coupled problems, the response of the structure is
‘modelled in terms of its in vacuo mode shape functions and the response of the
enclosed acoustic space is described in terms of the rigid-wall mode shape functions.
‘The response of the coupled system is then determined by solving the modal
formulation of the Kirchhoff-Helmholtz integral equation.
The quantity traditionally minimised in active control strategies for minimising
Sound transmission into an enclosure is the total time-averaged frequency dependent
'ﬁ_C_Oustic potential energy, E (o), which is effectively the acoustic pressure squared
Stmmed over the entire enclosure volume (Nelson et al., 1987):
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where p is the (1, x 1) vector of acoustic m i
/ the (n, odal amplitudes and A is a
liagonal weighting matrix, the diagonal terms of which are: (e x 1)

A,
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vhere A,is the modal volume of the ith cavi
vity mode, defined as the volume i i
of the square of the mode shape function: e

A, = f(pf(f)dwf)
v

(5.18)

(5.19)

& 'I;he ac;}uslic pressure moc!al amplitudes, p, within the cavity, arising from the
: ;allon of the structure are given by the product of the structural modal velocity
X ) vector, v, and the modal structural-acoustic radiation transfer function (n,xn)
ratrix Snyder and Hansen 1994), Z,: > kil

=Z
Y a¥ (5.20)

th -

l’!‘hc Li elemept of the radiation transfer function matrix Z, is the pressure
np itude .of acous.uc mode / generated as a result of structural mode vibrating with
1t velocity amplitude. Substituting Equation (5.20) into Equation (5.17) gives an I

lp 5SS Ih st p Tl g
ipression for € acoustic pote lai ener Y w1lh €S T a[
T pELt (] lhe norm str ucll.llﬂi |

_ JH
EP vy (5.21) |
here the error weighting matrix IT, the eleme i i
: nts of
o s stven b of which are applied to each error
|

n _ H
Z,AZ, (5.22)
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The erTor weighting matrix IT is not necessarily diagonal, which implies that the
1 structural modes are not orthogonal contributors to the interior acoustic
; oesS“ re field. It is for this reason that minimisation of the modal amplitudes of the
;mdi\’id“al structural modes (or kinetic energy) will not necessarily reduce the total
_und power transmission into the enclosure. .
Bt | symmetric it may be diagonalised by the orthonormal transformation:

Asllisrea
n = usu’ (5.23)

where the unitary matrix U is the (real) orthonormal transformation matrix represents
he eigenvector matrix of T1 and the (real) diagonal matrix S contains the eigenvalues
(singular values) of I'1. The physical significance of the ei genvectors :.md elgcnvall.xes
i interesting. The eigenvalues can be considered radiation efficiencies (or coupling
strengths (Bessac et al. 1996)) and the associated cigenvectot gives the level of
pa,-(icipation of each normal structural mode to the radiation mode; thus it indicates
{he modal transmission path. The structural radiation modes are orthogonal with
respect Lo sound radiation but not with respect to structural vibration.

Substituting the orthonormal expansion of Equation (5.23) into Equation (5.21)
results in an expression for the potential energy of the cavity as a function of the
orthogonal radiation mode set:

E, = V'USUTv = w'Sw 524

5,
where the elements of w are the velocity amplitudes of the radiation modes defined

by:
w = Uy (5.25)

Equation (5.25) demonstrates that each radiation mode is made up of a lincar
combination of the normal structural modes, the relative contributions of which are
defined by the eigenvector matrix U. As the eigenvalue matrix, S, is diagonal,
Equation (5.24) may be written as follows:

n
E, = Yoswf’ (5.26)
P
where s, are the diagonal elements of the eigenvalue matrix S and w; are the modal
amplitudes of the individual radiation modes given by Equation (5.25).

The enclosure potential energy contribution from any radiation mode is equal to
the square of its amplitude multiplied by the corresponding eigenvalue. The radiation
modes are therefore independent (orthogonal) contributors to the potential energy and
the potential energy is directly reduced by reducing the amplitude of any of the
radiation modes. As mentioned previously, the normal structural modes are not
orthogonal radiators since the potential energy arising from one structural mode
depends on the amplitudes of the other structural modes. The orthogonality of the
radiation modes is important for active control purposes because it guarantees that the
potential energy will be reduced if the amplitude of any radiation mode is reduced
(Johnson and Elliott, 1995). An important property of the radiation modes is that only
the first few are sufficiently efficient to have a significant effect on the transmitted
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sound field. This greatly reduces the complexity of the physical contro] System,
eigen value magnitudes for the first few radiation modes for sound ransmiggjg, =
a cylindrical enclosure, 3 m in length 0.9 m in diameter and 1mm thick, excifeq b
single point force and controlled by a single control force located re

primary force are shown in Figure 5.10.

Radiation Mode 1 ————
Radiation Mode 2 ~ - -
Radiation Mode 3 - - - -

Eigenvalue Magnitude

4l 7 Radiation Mode 4 * - - -
10 "'./ & Radiation Mode 5 “~—-
e Radiation Mode 6 — ~ -
‘j Radiation Mode 7 -
Radiation Mode 8+ * - -
10° .

i 1 1
50 100 150 200 250
Frequency (Hz)

Figure 5.10 Eigenvalue magnitudes for the first few radiation modes that control sound
transmission into a cylindrical enclosure (Cazzolato, 1999),

If the structural veloci ty distribution is sensed with a number of discrete sensors,

then the structural velocity levels at these locations are given by the vector v, , which
is defined as:

v, =¥y = [WUlw (5.27)

where ‘¥, is the mode shape matrix at the discrete error sensor locations with the
number of rows equal to the number of sensor locations, n,, and the number of

columns equal to the number of structural modes, n, used to describe the structural
vibration field.

It is possible to show (Cazzolato and Hansen, 1998) that the radiation modal
amplitudes are given by:

w=2Zpy, (5.28)
and the radiation mode shapes evaluated at the measurement locations are given by:

v, =¥,y = [Y,Ulw (5.29)
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is the (1., % n,) radiation mode structural transfer functhn matrix ((()); :elﬁ(:z,l-
: whiz‘h re{ales the vibration velocity levels, Ve at the dlscret?rﬁnelements
dal velocity amplitudes of the n,,, radiation modes. Eich mis
lter matrix represent a weighting value, w L
bration sensors and summed for all sensors, wi

des. The radiation mode

" ions to the mo
!Qﬁ:::h row of this modal fi
of

; the signal from the vi an
iam:‘ll-l;"jde[;;)measun: of the amplitudes of the radiation mo
grovi

i i i U.
discrete locations are given by ¥, et
m:tl;lgili::il implementation of the control system may look something like tha

n Figure 5.11, where an accelerometer array \afa_ould h; um’:itif et: ;l;eaEs:;:tzzz
the dal filters, Z,, g
Is on the surface of the shell. "I'hle modal i . en
28) w:::fl ;c used to decompose the velocity s:gnalJ :f:_\lto mo;ia\lwa;:llzjhl:::sb :HSCd
G weighting (eigenvalue) filters, 5,
jation modes. The frequency weighting (¢
mdizgiogf:“ the modal amplitudes to provide inputs to the controller.
10

hown 1
velocity

Control
Inputs

Adaptive
Feedforward
Controller
s, | :
Error L&) ‘1
Signals

v, Z, ()

[ |
Js _j- Modal Filters

[0)

Fraquency
Weighting
Fiiters

Figure 5.11 Schematic of modal and eigen-filter for an ANVC system.

: ne
The radiation mode shapes are frequency depe;detr:, (l;;\:fe\;t:r,s ;:soirse?nl.; bz
i that the
is not very strong and it can be shown "
deplﬁngzn;&‘ili: ghapegy PVDF film vibration sensors, .attached o thf s:’ru;ttu;'cﬁizd
nj'l:i?r‘:ised to produce a signal proportional to a radiation mode amp 1:11 emvide e
?riquency (Cazzolato and Hansen, 1998). Sizla;;c;iltsezss;r‘;s “?:f;c:;:;ec)(f} ;l:tro] ke
i ltering, thus allowing the modal filter ’
ch}?'“den;o]dla:oﬁb: :lir%linatcd. This approach is effective over a rt:slractr:T(:1 F‘req::oil:’g
:':n Eﬁ:n w-hich the mode shape variation is small cfmugh to lgnorei'callfofa e
mal%es implementation of the radiation mode error sensing sllrutegy ;l))rac ;rmausmg i
of noise. Fixing the mode shape at a given frequency is carried out by n
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eigen vector matrix U, at the fixed frequency to form a new eigen vector Matry
U; = KU, where K is a square but highly diagonal correction matrix. With i
approximation, only the frequency dependent eigen value filters (see Figure 5.1 1) nee
to be implemented digitally and the modal filter can be implemented with 5 shap;
sensor whose shape is fixed at the optimum for a selected frequency. The shapan
sensor is attached to the vibrating structure and is shaped so that it responds tq .
particular radiation (or eigen) mode. b

Figure 5.12 shows some numerical results comparing the minimum interior
potential energies achieved by using as cost functions: the interior potential encr.gyr-.
the structural kinetic energy; and the amplitudes of the two dominant radiation mod
where it is assumed that the radiation mode sensor shape is optimised at each
frequency. The cylinder was excited by a single point primary force and controlleg by.:e
asingle point control force. As expected, minimisation of the structural kinetic energs;
is ineffective, but minimising the amplitudes of the two radiation modes is almost s
effective as minimising the interior potential energy. It is also clear that the greatest
noise reduction occurs at the resonance frequencies of the acoustic modes (57 Hz,
115 Hz, 173 Hz, 220 Hz, 228 Hz, 233 Hz, 244 Hz, 250 Hz and 251 Hz).

20 T T

o
2
NU
o
=+
b
w
80 F r:' — Primary Ep |
! - -~ Ep Minimised
"" - - - Ek Minimised
-100 -+ - - 2 Most Efficient Radiation Mcdes Minimised i
_120 L i 'l i
(o] 50 100 150 200 250
Frequency (Hz)

Figure 5.12 Comparison of the effect of using different cost functions on
the active reduction of interior acoustic potential energy transmitted into a
cylindrical enclosure (Cazzolato, 1999).

In Figure 5.13, similar results to Figure 5.12 are shown, but in this case the
distributed sensor shapes are fixed for all frequencies at the optimum value for 57 Hz
and 220 Hz respectively. It can be seen that fixing the shape of the first two radiation
modes at 57 Hz works well in controlling sound transmission up to about 150 Hz and
fixing the shapes at 220 Hz sensor works well at controlling sound transmission above
about 70 Hz. Finally results are shown in Figure 5.14 for the first radiation mode
sensor shape fixed at the optimum for 117 Hz and the second fixed at the optimum
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Figure 5.13 Effect of different normalisation frequencies on the active
control of sound transmission into a cylindrical enclosure using radiation

mode amplitudes as a cost function.

.80} i — Primary Ep

we Ep Minimised
— = 117 Hz Radiation Mode Sensor |
e 220 Hz Radiation Mode Sensor

2% 50 700 150 200 250
Frequency (Hz)

Figure 5.14 Active control of potential energy using single channel fixed
frequency radiation modal sensors without aradiation efficiency weighting filter

(Cazzolato, 1999).

shape for 220 Hz. The best overall single-channel results would be achieved by using
across-over network set up so that only the first mode is minimised at low frequencies
(below 170 Hz) and the second at high frequencies (above 170 Hz), which effectively

Iequires a single channel controller.
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As can be seen from the figure, the results obtained are nearly as goog as
obtained by minimising the interior potential energy, which would require
microphones distributed throughout the cavity and a many channel conro] s
One interesting discovery made during this research was that the Optimum g
for the structural radiation mode sensor, derived using the preceding analysig
very close to the mode shape of the interior acoustic field to be controlled, Iy facy, i
was found that when the sensor shapes were made the same as the interior acousis
field shape, very similar results were obtained. This finding has enormous impac gn
the level of effort required to find the optimal sensor shapes for complex enclosyres
enclosed by structures with high modal densities. '
In the future, it is clear that there will be increasing interest i
development of "smart" structures containing distributed actuators and sensors,
is considerable current research effort devoted to the development of Suitabla
strategies for controlling the noise radiated by such structures. 3

5.7 CONTROL ALGORITHMS FOR VARIOUS SENSING STRATEGIES

5.7.1 Shaped or Distributed Structural Sensors

The control algorithm for minimising radiation modal amplitudes sensed either with
continuous or point error sensors is effectively the filtered-x algorithm, which can be
used with FIR filters (FXLMS algorithm) or IIR filters (FURLMS algorithm). The
quantity that is minimised is the sum of the products of the squared radiation modal
amplitudes, w;, and their corresponding radiation efficiencies, ;. For an enclosure this
is the total interior potential energy and for sound radiation into free space it is the
power radiated by the vibrating structure. The error criterion if » error signals are used
is:

n

I =3 olw]? (530)

i=1

To simplify the analysis and allow ease of comparison between the diffe

ilgorithms considered here, only a single channel control system will be assumed so.
hat:

J (5.31)

"1|W1|2

The control system layout for a shaped sensor error signal is illustrated in Figure 51158

The filter weight update equation if an FIR filter is used is given by Fquation.
3.11) or (3.20) in Chapter 3, and if an IIR filter is used, the weight update equations’
ire given by Equations (3.16) and (3.17). Essentially the shaped sensor output (after
ippropriate signal conditioning) is treated by the controller in a similar way (08
nicrophone.

Exhibit 1019
Page 60 of 92

:ﬁ,fer‘lﬂ“ and Error Sensing 107
Shaped error
sensor
Modal
Filter
PRr— Loudspeaker *
alere or plezo- Freque
signal actuator w:fl mﬁ?
? filter
Anti-aliassing filter
and A/D converter D/A converter and '
) reconstruction filter - -
“Anti-aliassing filter
and A/D converter
Control
Reference \ Wiz) Signal /
Signal + ! Error
Controt ¥ Cancellation | _ + Signal
xR [ filter | path 5stima(e
+A (2)
of Random
mncggﬁalion noise -~ f;u‘ap;f:e
path gslimate generator algorithm
&ZJ .
| Adaptive
flk) FXIPMS - "“f)
=1 algorithm

Figure 5.15 Control system layout for shaped sensor error signal and FXLMS algorithm.

5.7.2 Sound Intensity

The control system arrangement used when sound intensity is the cost function is
shown in Figure 5.16.

When sound intensity (in one direction) is used together with the least mean
product (LMP) algorithm, the weight update equation is a little different to that used
for minimising the squared output from shaped sensors discussed in the preceding
section, The cost function to be minimised is:

J=1, = pOxu® =[p,k)+s,0] x [p,k) +5,0)] (5.32)

‘-!\fhere the product p,(k)p,(k) represents the sound intensity at the error sensor due to
! the primary source alone and s,(k)s (k) represents the control source contribution to
e error sensor. Referring to Figure 5.16, the quantities s,(k) and s,(k) can be written
'ﬂ_s:

5,0 = wTR) x(k)] * ¢, (k) = w TS, (k) (5.33)

w T(k)f, (k)

s, (k) = [wTk) x(0)] * (k) (5.34)
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A]wma[ively, a digital integrator may be used (Park and Sommerfeldt (1997)) as

+ Figure 5.17.
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Figure 5.16 Control system layout for sound intensity control with the FXLMP algorithm, " algorithm

integrator
f,(k}

!

The gradient of the error surface with respect to the weight coefficients may be

gLERS Figure 5.17 Control system layout for sound intensity control with two microphones, a digital integrator

o/, and the FXLMP algorithm.

il SOV CRIOTAC)

Thus the weight update equation becomes:
wk+1) = wik) - u{p,k)f, (k) + u,k)f,(k)} (5.36)

which is the result obtained by Sommerfeldt and Nashif (1994). An equivalent
equation can be derived for the F-u RLMS algorithm and IIR filter. For the
feedforward control filter, the weight update equation is:

ak+1) = atk) - p{p, k) f, k) + u, k) fpx(k)}
and for the feedback section it is:

blk+1) = b(k) - u{p () S, k) + u k) f, (K)} (5:38)

where the subscript x refers to the reference signal filtered with a model of the
cancellation path and the subscript y refers to the filtered control signal.

Implementing Equation (5.36) in practice is difficult because of the requirement
for a measure of the instantaneous particle velocity. If two microphones are used to
estimate the particle velocity, then a running time average must be used for the
sstimate of the particle velocity.
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Vi, k) = (5.35)
In this case, the velocity may be expressed in terms of the pressures at the two

“microphones as:

. 1g
u (k) = P f

I

pge(f) _Pl‘.(f) dr

A (5.39)

~where the function = denotes the continuous to discrete time transformation. The
- velocity can be calculated recursively using a digital integrator as follows:

637 a0 = 2,k - 1) - ——[ p, () - p, (k) lexp(-1/f))

Fphx (5.40)

Where £, is the sampling frequency, p is the density of air and Ax is the distance
between the microphones. The error sound pressure is given by:

p k) = (p, (k) +p, (k)2 (5.41)

The actual implementation of the algorithm in this case is shown in Figure 5.17.
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CHAPTER SIX

A\PPLICATIONS OF ACTIVE NOISE
: CONTROL

5.7.3 Energy Density

When energy density is used as a cost function, the weight update a] gorithy
different again. However, the control system arrangement is similar to that for S0
intensity except that with 3D energy density, velocities in each of the three
coordinate directions need to be measure rather than in just one direction as jljyg
in the previous figures. The cost function for energy density in a 3-dimensiong) Spi
is given by:

2
=L+ %[vfijf]

2pc SOME GENERAL CONSIDERATIONS

Following a similar procedure as for the intensity error sensing approach,
obtain the following for the gradient of the energy density with respect to thejf’i
weight coefficients:

G A OYAC
ow(k 2 .
e (5.43)

+ PO f ) + u (S, K) + u, (0, (0)
where the subscripts x, y and z refer to velocity in the cartesian x, y and z coordinate
directions, respectively.

The control filter weight update equation for energy density control in a 3-p.
enclosure is thus:

free space, the complexity of the sound field combined with the difficulty of
_iaining a reference signal prior to the noise arriving at the control sources means
Jtitis not generally practical to attempt control of broadband or transient noise from
|arge noise Sources, although feedback control can be used to obtain noise reductions
inlocal areas at the expense of increased noise levels elsewhere. Tonal noise radiating
i {o free space can be controlled, and a good example of this is the control of the hum
electric power transformers, which is characterised by three or four major tones.
In semi-enclosed spaces, such as characterised by a duct, active control works
well up to the point where there are a few higher order modes cut on. It works
particularly well at low frequencies when gply the plane wave mode is propagating,
which is why most commercial active noise control implementations have been
directed at this problem. For fully enclosed sound fields, such those characterised by
aircraft or vehicle cabins, the maximum achievable noise attenuation is normally
cted as a function of some measure of the presence or otherwise in the space of
coustic "modes"”. The most useful measure is modal overlap, which is a measure of
e density of modes (number of modes per Hz) and the damping associated with each
one (Bies and Hansen, 1996). Active control has the potential (with correct control
urce placement) to work well when the modal overlap is low, where the unwanted
ise is predominantly contained in a few lightly damped modes (Elliott, 1989).
- Ly e erally, it is difficult to achieve global control with just a few sources if this is not
anIIR filter can be derived in a similar way case. Local cancellation to produce "zones of quiet” is a feasible alternative and
to that done for the intensity case of success has been achieved in propeller-driven aircraft, for passengers resting
Equzfuons (5.37) and (5.38). ;f an energy lheir head against seat headrests, at frequencies up to about 350Hz (Carme, 1997).
density probe (such as the one illustrated in Use of active absorbers is sometimes contemplated as a means of reducing very
shecprlS)isiuseiolohisin (hevyeloeiny low frequency reverberant sound fields at frequencies below which traditional
and  pressure measurements, the atment with porous acoustic material (such as fibreglass or rockwool) is ineffective
instantaneous values may be obtained using r impractical. The advantage of active absorbers over passive systems such as
E‘.‘”a“""s (5"_10) and (5.41) for each ..ﬂmhe]tz resonators is that they can adapt to changes in environmental conditions,
microphone pair. These values can then be Which result in a change of wavelength in even constant frequency sound fields, and
c_onverte('j tothe 3 cartesian directions using  Figure 5.18 4-microphone Energy density N addition, the active systems can also absorb sound energy over a much wider
simple trigonometry. probe developed at Adelaide University. li équency range.
1 " In the remainder of this chapter, specific application examples that are suitable
ractive control and examples that are unsuitable will be discussed.

In

VI k) =

P £, (k)
pec
= 1P (O, 0 + u L, K) + 1, (R) f, (K)

which is equivalent to the result derived by
Sommerfeldt and Nashif (1994).
The filter weight update equation for

wik + 1) = w(k) -
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6.2 APPLICATION EXAMPLES
6.2.1 Sound Propagation in Ducts

6.2.1.1 Plane Wave Propagation

Active control of noise propagating in ducts is well suited for the control of fau,
frequency noise where the attenuation which can be achieved using convention
passive silencers may be inadequate. Elements of active systems are usually small s
can be mounted in the duct wall, thus minimising air flow pressure losses.
application of active noise control is the oldest and is now the most commercjq
successful with numerous systems installed in industry in the USA. Typica rest
achieved are 15-20 dB over two octaves of random noise and 20 to 30 dB for to
noise. Typical frequencies which are controlled range from 40 Hz to 400 Hz.

Disadvantages of active attenuators are associated with their cost (although
is rapidly decreasing), the need for regular maintenance (speaker replacement eve
three to five years), the requirement for custom installation and testing by experts,
reduction in performance at frequencies above the first higher order mode cut gn
frequency and the fact that they often only function well in relatively long (over
sections of duct. Although most installed systems are only intended to contro) pl;in
wave propagation, the installation of one commercial system which also controls
higher order mode has also been reported (Pelton et al., 1994).

Almost all systems are installed using feedforward control due to its superior
performance, although Kuo and Morgan (1996) report a novel configuration for
feedback system that is suitable when the reference signal is contaminated with
much flow noise. Their suggested system is illustrated in Figure 6.1.

Applications of duct noise control include: reduction of noise in air conditioning
ducts; reduction of noise in industrial blower systems; and reduction of vehicle

performas well acoustically as their passive counter parts (but without the undesirable
pressure drop - see Figure 6.2), they have yet to be used commercially on a widespread
basis because of their expense and unreliability (due to the harsh environment). Recent:
developments involving the use of a radically new type of noise source (Renaultetal.
1996) have revolutionised the possibility of practical active control of engine exhaust
noise. The device consists of a rotatable flap placed in the exhaust flow and angled up:
from the exhaust pipe axis by about 12° (see Figure 6.3). A
The active control system is used to oscillate the flap back and forth +3 to 5°. As:
might be expected, this device consumes very little power and is reported as being
extremely effective. However, work is still necessary to improve the mechanical
reliability and also to overcome the excessive exhaust back pressure generated by the -
valve. Various means such as perforated flapper valves are being investigated 10
ameliorate this latter problem. -
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Figure 6.1 Implementation of a feedback system for control of noise
propagating in ducts (after Kuo and Morgan, 1996).
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jplications
6.2.1.2 Higher Order Mode Propagation ynding the structure, or a combination of both may be used. Similarly, error
':nr;ofs may be either structural vibration sensors, which sense the vibration
i qribution in such a way that the reduction of the error signal results in a reduction
the radiated sound power, or they may be one or more microphones placed

--';;alegica"Y in the acoustic medium surrounding the structure.

Some progress has been reported for the active control of higher order modes i dt
(Pelton, et. al., 1994). It has been shown that for the case of N propagating m
error sensors and N control sources are sufficient to suppress the propagating
For large air conditioning ducts, the first cut-on mode may begin to propaga
frequency as low as 100 Hz. Consequently, to provide active control in such 4 duct
200 Hz would require five error sensors and five control sources (as there woy
five propagating modes), while active control to 800 Hz would require 64 4
sensors and 64 control sources.

Control of one propagating higher order mode has been reported (Eriksson g
1989, Pelton et. al., 1994). A separate adaptive filter was used for each positiy
negative portion of the non-uniform pressure distribution associated with the hjp
order mode. Each filter obtained error information from a separate error transd
and output a signal to a separate loudspeaker. The active control system was report
to reduce tonal noise by 20 to 25 dB at a single measurement location, and broad
noise, above the cut-on of the higher order mode by about 10 to 25 dB.

In many cases it is preferable to use axial splitters in the duct to prevent hig |

3] Physical Control Mechanisms

qtisof considerable interest to identify the physical mechanisms underlying the active
trol of sound radiation from a vibrating surface. Only if these are properly
erstood will it be possible to determine the limitations on the amount of noise
uction that would be achievable with an ideal electronic controller. In one study
nsen and Snyder, 1991), the effect of various parameters such as control source
|ocation, error sensor location, control source type (acoustic or force) panel size,
nuctural damping, excitation frequency and panel response type (resonance or
forced) has been evaluated theoretically for a simply supported, baffled rectangular
el vibrating at a single frequency and radiating into free space. The panel was
order mode propagation in the vicinity of the controller and then use a single chan iled off-resonance by a harmonic point primary force atasingle frequency between
independent control system for each splitter section. The splitters need to be the (2,2) and (3,1) modal resonance frequencies.

sufficiently long to include the reference sensor, control source and error sensor and! Figure 6.4 shows the maximum achievablf reduction in radiated sound power as
extend a half wavelength beyond the reference and error sensors. afunction of location of a single control force, assuming an ideal electronic controller
and assuming that the error sensor(s) can accurately measure the radiated sound
er. Even under these ideal conditions it can be seen from the figure that for
tions of the control source other than on top of the primary source (which is a
al case and represents the control source at the centre of the concentrated set of

These silencers for duct systems are of special interest in that they are an example of* contours shown in the figure) the maximum achievable reduction in radiated sound

the effective combination of active (feedback) and passive silencing techniques in
6 6
S 8 8
)

same device (Kruger and Leistner, 1996, Carme et al., 1997). The concept

6.2.1.3 Hybrid Active/Passive Silencers

combining active and passive techniques in vehicle suspensions and vibration isolal
systems has been used for some time now and it is clear that future research is likely:
to extend the concept to other devices and systems for active noise control.

6.2.3 Sound Radiation From Vibrating Structures

Generally it is desired to reduce the total sound power radiated by a vibrating structus
rather than the sound pressure at one or two locations. Thus the error sensors must
of sufficient number and arrangement so that they can observe the total radiated sou
power. A trade off will almost invariably have to be made between the practi
number of error microphones and the need to accurately measure the radiated soU
power so that the maximum reduction theoretically achievable with the control soufte
arrangement can be realised.

To control the sound radiated by a vibrating structure, either vibration SOU.'
attached to the structure or acoustic sources located in the acoustic

Figure 6.4 Maximum achievable reduction in sound power as a
function of control source location on a simply supported panel.
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ower is 22.4 dB and this will only occur for one location of the control force
mproper location of the control force can result in achievable sound power le\rei
ductions as low as 4 dB. The size of the panel depicted in Figure 6.4 was such that
1e acoustic wavelength corresponding to the excitation frequency was three times (h
wgest panel dimension.

For this test case, two fundamental physical control mechanisms were identifieq
y calculating modal vibration levels on the panel before and after control. With (pe
ingle control force located at the right hand maximum of Figure 6.4, the conrq)
techanism was modal amplitude reduction; that is, the vibration amplitudes of the
10des contributing most to the sound radiation were significantly reduced. It was aJgq
sund that for the simple case considered here, a single error microphone properly
»cated in the far field of the panel was able to provide an error signal that allowed the
»und power to be reduced by an amount very close to the maximum possible.

With the single control force located in the centre of the panel, the dominant
sntrol mechanism was found to be that of modal phase rearrangement. That is, the
ontroller rearranged the temporal phases of the radiating modes in such a way as to
‘fectively reduce the overall panel radiation efficiency. This can be better understood
it is noted that the total sound power radiated by a vibrating surface is not the sym
f the powers radiated by each mode. Rather, the modes combine together to provide
particular panel velocity distribution that is characterised by a particular radiation
ficiency. With this control mechanism, it is likely that the r.m.s. vibration levels on
e structure will, in some cases, increase under control, even though the radiated
und power will be reduced.

Increasing the panel size so that it was one rather than one third of a wavelength
ross had a dramatic effect on the results. The maximum reduction in sound power
eoretically achievable with a single control source was reduced from 22.4 to 16.9
3. Also, the modal rearrangement control mechanism was no longer operative.

Increasing the panel loss factor (vibration damping) fromn = 0.04 to n=0.2 also
id a dramatic effect on the maximum achievable reduction in sound power. Apart
om the trivial case of the control source on top of the primary source, the maximum
hievable sound power reduction was reduced to 8 dB. Also the modal amplitude
ntrol mechanism was no longer effective; control was only achieved by a
arrangement of the relative modal temporal phases.

With acoustic control sources, the mechanism responsible for a reduction in
diated sound power was found to be a change in radiation impedance "seen" by the
nel as a result of the presence of the acoustic sources. Thus the acoustic sources act
"unload" the panel. Clearly, it is not possible then for a single small acoustic source
provide a significant reduction in the power radiated by a large structure such as an
sctrical transformer, as such a source could not acoustically unload the transformer.
»wever this does not preclude the control source from providing local areas of sound
ncellation at the expense of other areas of increased sound level.

As well as needing to understand the physical mechanisms involved to design an
timum system to control sound radiation from a vibrating surface, it is-also
cessary to realise that all vibration modes contributing to the radiation must be both
ntrollable by the control forces and observable by the error sensors. Clearly a
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control force located at a modal node cannot control that mode and equally clearly a
vibration sensor located at a modal node cannot provide an error signal for that mode.
Also an acoustic sensor located at a minimum point in the radiation field generated by
a particular mode may not provide adequate error information for that mode. Thus if
asingle acoustic error sensor is used to provide a signal proportional to the total sound

ower radiated by a structure, then it is extremely important that it is located so that
it can best measure the required quantity. Measurements made using the simple test
arrangement just described indicated that the maximum achievable reduction in sound
power, could vary from 11 dB to 22.4 dB (for the optimum location of a single control
force) dependent upon the location of the far field acoustic error sensor. Clearly, it is
desirable to use multiple error sensors.

An important practical application of active control to the reduction of sound
radiation from a vibrating surface is the reduction of low frequency tonal noise
radiated outdoors by electric power transformers. A number of prototype systems have
been demonstrated for actively controlling the tonal noise (100 Hz and 200 Hz)
radiated by electric power transformers. Systems include the use of loudspeakers and
tuned curved panels as acoustic control sources and piezoceramic patch actuators
bonded to the transformer tank to control its noise radiation. Reductions of 10-15 dB
have been claimed. However, careful reading of the claims indicates that they refer to
the reduction measured at the error sensors and not the global sound power reduction,

which is considerably smaller! )

6.2.4 Active Headsets and Ear Muffs

Itis well known that conventional passive hearing protectors are not very effective in
protecting the wearer from low frequency noise, and that communication using
standard headsets in noisy areas is extremely difficult. Both active headsets and active
hearing protectors enhance hearing protection at low frequencies (usually below 1,500
Hz). Active hearing protectors differ from active headsets in that the former include
passive elements to further attenuate mid to high frequency sound (above 250 Hz), and
the latter allow radio communication to be heard clearly. As the principles of operation
of active headsets and active hearing protectors are similar, the two devices will be
treated together here.

The active control of noise at the ear using an active headset or hearing protectors
is a similar problem to that of active control of plane wave noise propagating in a duct,
inthat the problem is one-dimensional. The one-dimensionality of the problemenables
good results to be achieved with a single channel control system.

The need for increased performance of passive hearing protectors in a number of
applications is well established, especially in the low frequency range where the
performance is particularly poor. In addition to the needs in noisy industries such as
sheet metal and forging, better hearing protectors are needed for occupants of tracked
military vehicles and military aircraft.

Although a number of researchers have been working on the development of
active hearing protectors for some time, almost all of the work reported has been in
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Typical noise reductions as a function of frequency for a headset designed by
Carme (1988) are shown in Figure 6.6. Data for a low cost active headset are shown
in Figure 6.7.

the form of brief conference papers and patents rather than detailed journal pape
This lack of detailed reporting of particular designs probably stems from

commercial sensitivity of the work. However, two detailed studies have been recqpg
in the doctoral theses of Wheeler (1986) and Carme (1987), and these along with g,

paper by Salloway and Twiney (1985) provide some useful insights. In the foligw; e T
sections, various designs of hearing protectors and head sets will be discussed Wil 0 EANE |
reference to their principles of operation, practical implementation problems and o (commercial
; 4 < ook K system)
potential performance. _ £ i
There are two main types of control system for active hearing protectors and head 5 ok % |
sets; feedback and feedforward. Each will be discussed in the following sections ap, . g ’;I a
the associated advantages and disadvantages will also be considered. S A0 Linanc
g (tab. system) § i 1
g -50f 5 P b
L + ¥ - }£
6.2.4.1 Feedback Systems 60} % ¥ .
: 20 200 2000
A typical active feedback system for hearing protectors is illustrated in Figure 6.5. I frequency (Hz)

practice, it is necessary to place the microphone as close as possible to the ear cana]

. . ha Figure 6.6 Noise reduction as a function of frequency for th
as this is where the sound pressure will be minimised. w g requency e

feedback controlled active hearing protector.
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Figure 6.7 Performance of feedback controlled headset used for
aircraft passengers.

~ An arrangement allowing the hearing protector to act as a communications
:|1_ea£lsel is illustrated in Figure 6.8. In the arrangement shown, the communications
signal is not affected by the compensation filter, and it is also free from the distortion
?Sually caused by the transfer function of the loudspeaker and cavity, thus resulting
Ina clear and easily heard signal.

One problem associated with feedback control systems for active head sets is the
‘arge variability in the transfer functions of the cavity depending upon who is wearing
..'__devicc and upon the quality of the acoustic seal between the device and the head.
can result in the onset of instability if an ear protector optimally adjusted for one
®Ison is worn by another or if the device slips a little on the wearer’s head. Trinder
d Jones (1987) claim to have developed a filter that minimises the effect of the

Figure 6.5 Active ear protector using feedback control.
K = amplifier; C = compensating filter; § = speaker; M = microphone.

The design challenge is to develop a compensation filter, C, which allows the
gain, K, to be large without causing the system to become unstable. A feedback system
such as the one-shown in Figure 6.5 was first suggested by Dorey et. al. (1.9-75.);'
although problems with instability were reported and the feasibility of attenuation Ot
random noise was not established. The work was directed at developing a headsel
suitable for aircrew, and for this reason it also involved the introduction of &
communications signal between the compensating filter and the amplifier.
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dfec[i\fel)f extend the upper frequency range over which the headset is effective as
well as increasing the noise reduction over the operating frequency range. It is clear
(hat active hearing protection for low frequency noise is viable and it is here to stay.

A number of active headsets based on the feedback control approach (using
gnalog electronics) are now commercially available and are very effective up to
requencies of 1,000 Hz. Prices range from $US20 to $US1,000. An industrial quality
peadset will usually be at least $US300.

add radio
signal

6.24.2 Feedforward Systems

remove radio
radio out signa'\?

As discussed earlier, feedforward control systems rely on the availability of a
reference signal, which contains information on the frequency content of the noise
signal to be attenuated. For an adaptive feedforward system an error microphone

rovides a measure of the remaining acoustic signal after action of the control
joudspeaker and this signal is used to update the filter that operates on the reference
signal prior to feeding it to the control source. Two types of adaptive feedforward
system are shown in Figure 6.9.

The system shown in Figure 6.9a was first reported by Jones and Smith (1983)
and is the subject of a patent awarded to Chaplin et. al. (1987). It will only control
periodic noise originating from the noise sour attached to the toothed wheel sampled
with the tachometer. In practice, this is limited to the fundamental rotational frequency
and the first few harmonics. Any random noise or ‘periodic noise originating from
other noise sources will not be attenuated. However, in certain applications this may
be an advantage rather than a disadvantage. For example, in the mining industry it is
desirable to attenuate rotational equipment noise but not the random noise associated
with "roof talk" which gives miners some warning of an impending cave-in. It is also
feasible to use radio transmitted signals to transmit the reference signal from a
transducer on the noisy equipment to the headset.

In other situations, it is desirable to control the random noise component as well
and a system that is capable of controlling both periodic and random noise is
illustrated in Figure 6.9b. The main problem associated with controlling random noise
is the need to ensure that the noise signals arrive at the microphone sufficiently long
enough before arriving at the ear to allow the controller to process the signal and send
it to the loudspeaker so that it arrives at the same time as the undesirable noise.
Satisfaction of this requirement means that for random noise control, the reference
microphone must be mounted on a boom pointed towards the noise source. If the
direction from which the noise originates is unknown or varies, the boom could be
designed so that the microphone location is adjustable. For example, if the microphone
Wwere connected to the hearing protector with a ball-joint or if it were on the end of a
flexible rod, the user could adjust its location with respect to the hearing protector
until the noise was minimised.

Feedforward controllers are advantageous in that the control signals they generate
do not attempt to interfere with any radio communication signal which is not sampled
by the reference microphone. In Figure 6.9, the communication signal would be

microphone in
Figure 6.8 Arrangement for a feedback controlled headset intended for radio communication.

acoustic seal on the results and that is also effective for an open backed headset, for
which they obtained more than 15 dB of reduction at the ear over a decade in
frequency (60 to 600 Hz). It is clear that feedback control systems are effective in
significantly reducing broadband noise in ear protectors and their practical application
is the subject of much current attention.

Open back headsets are preferable to fully enclosed hearing protectors for pilots
and other industrial workers who are required to wear them continuously for long
periods of time, as heat build up in the enclosed cavity and the pressure to maintain
the acoustic seal causes considerable discomfort to the wearer. Another study by Veit
(1988) reported on the effectiveness of a feedback active control systemusing an open
backed headset with the microphone mounted externally. This microphone location
was justified because of the low frequency nature of the noise and had the effect of
minimising the effect of the compensation network on the radio communication
signals incorporated as part of the system. Veit reported maximum noise reductions
of 20 dB in one s octave band and 10 dB over two octave bands (from 250 Hz to
1,000 Hz). The frequency band corresponding to maximum attenuation was
adjustable.

Although a considerable effort has been devoted to developing commercial active
headsets and hearing protectors using feedback controllers, their use to date has been
very limited, possibly due to potential system instabilities caused by high level
impulsive noise (with high frequency components) or low frequency pressure
pulsations that can overdrive the loudspeaker. Removing the low frequency pressure
pulsations by use of a high pass filter is described in a patent by Twiney and Salloway
(1990). However, high level impulsive noise in the control frequency range can still
result in system instability if the control speaker is over driven as a result.

Current research is addressing these problems and is also investigating the
effectiveness of digital feedforward and adaptive feedback systems (Bao and Pan,
1996, Pan et al., 1995). Note that for broadband noise control, feedback system
headsets are the best choice. Analog feedback headsets perform better than digital
headsets because of the smaller délay in the electronic system. The smaller delays
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B Figure 6.10 Cancellation of unwanted noise in radio communication signal.

gignals. The loudspeaker must be small enough to fit in a standard hearing protector
and yet perform well at low frequencies. It must also have the required "headroom”
o support undistorted speech communication signals at the required level. In an
intense noise environment such as found in a tracked vehicle, achieving this
erformance can be difficult.

Fortunately, procuring a microphone suitable for measuring the unwanted noise
is relatively easy, as there are several commercially available miniature electret
microphones that are more than adequate for the task.

adaptive
algorithm

625 Sound Transmission Into Enclosed Spaces

When sound is transmitted from the outside of an enclosed space to the inside, such
as propeller noise into an aircraft fuselage, the outside disturbance first sets the
enclosing structure into motion. The structural vibration modes then couple with the
interior acoustic modes, resulting in an energy transfer from the structure into the
acoustic space. For structures that are at least of "moderate" size, which constitute the
vast majority of enclosed spaces of interest for active noise control, and where the
acoustic medium is not particularly dense, such as air, the response of the
structural/acoustic system can be considered in terms of the structural in vacuo mode
shapes, the acoustic cavity rigid-walled mode shapes, and the modal coupling between
the two. Not all structural modes will excite all acoustic modes; in fact, quite the
opposite. For modal coupling to occur, the product of the structural and acoustic mode
shape functions at the structural/acoustic boundary (the wall), integrated over the
entire contacting area, must be a non-zero number. For this type of coupled system,
the total response can be considered in two regimes; structure-controlled, where the
majority of the total system energy is in the shell, and cavity-controlled, where the
majority of the total system energy is in the acoustic space. Examples of potential
applications of active noise control of interior noise fields include aircraft cabins,

diesel generated mining equipment cabins, trucks and cars.

(b)

Flgme 6.9 Adaptive feedforward contro Y. T active sets.
@ p | systems for act head sets

(b) microphone reference signal.
E = error microphone, M = reference microphone and $ = loudspeaker

int . . .
tac?(:iggf:r i gxme(lilatell}; pr;or to the loudspeaker. The same reference microphone or
gnal could also be used to drive a i i

Signi second adaptive no Ili
system to minimise noise in radio communication si 4 woaror of the
: ! ommunication signals initiated by the we
: : ar
active hearing protector, using the circuit shown in Figure 6.10 Y "ot

6.2.4.3 Transducer Considerations

o cpes . ;
Ofn:nof; lher (r)no§t tdliﬂcult tasks in the (.iCSI gn of an active hearing protector is the design
ppropriate loudspeaker that is capable of producing the required cancelling
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The basic components of an active noise control system to con
transmitted into an enclosure, are shown in Figure 6.11, where the ajm is Usually,
minimise the acoustic potential energy (or mean squared sound pressure inge Y
over the enclosure volume). The mean square sound pressure averaged Over
enclosure volume is usually approximated with a number of strategically |q,

'-l'Oln‘

microphones. The optimum microphone locations are at the locations of the gregra.

difference in sound pressure between the primary and optimally controlled ¢
fields (assuming that potential energy was being accurately measured),

In some cases, the aim may be to achieve local areas of high attenuation at the

Ermror
L Sensors

Figure 6.11 Active noise control system for reducing sound transmitted
into an enclosed space.
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expense of other areas being subjected to increased levels (especially when the
physical system is such that global levels of noise reduction are not possible). In this
case, the use of energy density sensors (virtual or actual), as discussed in Chapter 5,
at the locations of the desired noise reduction is preferable to simple microphones.
This is due to the increase in volume over which substantial noise reduction occurs
when energy density sensors are used.

When interior acoustic sources are used in an active system controlling sound
transmission to produce global attenuation of the interior noise levels, it is tempting
to view the physical control mechanism as one of "cancellation", where the goal of the
active control system is to excite the acoustic modes in the enclosure with equal
amplitude and opposite phase to that of the primary source. However, simple
interference of two sound fields would result in large noise reductions at some interior
locations at the expense of increased noise at other locations. Implying this as the
physical mechanism responsible for global sound attenuation leads to the (in)famous
catch-cry of active noise control researchers, "where does the energy go?" (Roebuck,
1990). To find an answer, a closer look at the sound transmission problem is required.
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4 ppumti
: i is dependent upon
The energy transfer from the structural to the acoustic modes p p

. ut impedance of the acoustic modes at the strucluraUacousticjl"lterface, Whlc'h
e rtional to the acoustic modal pressure at this boundary. In exciting the acoustic
i< 0f0)

is? out of phase with the primary excitation, the control source causes a reFluf;ttor:
" modal pressure at the interface, which in turn acts to decrease this inpu
: ance. Thus, the amount of energy accepted by the acoustic modes is l:du:;;dﬁ
— her, by reciprocity, the impedance presented to }he control sources by 1
o ic mode is similarly reduced. Thus mutual unloading of the primary and control
e is the impedance mechanism used in the global active control of sound
. SOumisusing acoustic sources. When the source of noise is inside the ens:losu.]re

d the enclosure response is modal (that is, not highly damped), lh.cn good u-aten:r
. ontrol can be obtained by placing a control source such that it can excite the
. odes at the same amplitude as the primary source. The arnou.m of control
::Ezv‘:d when the sound field is not too modally dense is illustrated in Figure 6.12 for

IIOi - .
uansm]SSIO

: ne and five control sources. Note that at frequencies above 300 Hz in this example,
0

ven five control sources become ineffective as the modal density and modal OVTeTrliap
Eecome too high to enable effective control with just a few control sources. Thus,
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Figure 6.12 Typical noise reductions resulting from a single active
noise source in an enclosed space.

when many modes exist in the frequency band to be controlled that the sc?und_fle(])d llS
diffuse or if the enclosed space is acoustically well damped (resulting 1r:i 52|31(
relatively small resonance peaks), it is not possible to globally conliiol l'h: .sm; ;110 e
with even a large number of control sources unlesf» _thegf are [gcale ;]vu mdj[ion L
wavelength of the primary source. This latter condition is similar to the con
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active noise control in free space. Nevertheless, it is still possible to obt
of cancellation near the error sensors.

Noise levels transmitted into an enclosed space may also be control]
vibration sources driving the enclosure boundary structure. However, this ‘ed.
is not likely to be effective if the interior noise levels are a result of noise l,-:chf'.
into the enclosure through openings or holes in the enclosure boundary \:1'!)'
control sources achieve global sound control by altering the velocity dist-rib:;g; e
the structure. This can have two different effects, corresponding to twe o:lif;'r.l
physical mechanisms. The first of these, which is the most obvious, is to redyg,
levels of vibration which cause the noise (Fuller and Jones, 1987). For 3 cot:,e.'
enclosure, this does not necessarily mean reducing the total structural vibl‘:iticmfpl i
rather reducing the vibration levels of the principal noise-producing (cou’ :
stn_lclural modes. This effect, termed modal control, is most prevatent Whex[:
response of the system is structure controlled, and is due to an increase in
structural input impedance that these modes present to the external sound pres
excitation field (Pan et al., 1990).

ain loca] 5,

The second effect that vibration control sources can have upon the velocity,

distribution of a structure, often predominant for a cavity-controlled response, js t
alter the relative amplitudes and phasing of the structural modes (termed r;md;;{
rearrangement) (Pan et al., 1990; Snyder and Hansen, 1991a) without necessarii}:
reducing the overall structural vibration amplitude. This can have the effect of;;
reducing the total modal energy transfer into an individual acoustic mode from the set
of structural modes coupled to it, by reducing the coupling efficiency. '

There is an interesting sideline arising from this dual-mechanism nature of

vibration source active noise control. Initial research directed towards using vibration
control sources on aircraft, modelled the aircraft as plain cylinders. The modal
coupling characteristics of a plain cylinder are such that essentially, at low

frequencies, each acoustic mode is driven by a single structural mode. It was found
that when using a limited number of control sources, sound attenuation by modal

control near the resonance of either the acoustic or structural mode in a coupled pair.

was significant. However, off-resonance sound attenuation was poor. Often, modal
rearrangement will work off-resonance, but this was not a viable prospect in a plain
cylinder, as it required at least two structural modes to be coupled to a single acoustic
mode to work. The addition of a floor-like longitudinal partition into the model,
however, alters the modal coupling characteristics so as to "turn-on" the modal
rearrangement mechanism, improving off-resonance performance. (Snyder and
Hansen, 1991a). This phenomenon is very unusual, where adding complexity to the
model improves the result!

Because of the differing physical mechanisms involved, it can be shown that
acoustic control sources are more effective when the coupled system response is
dominated by one or more acoustic modes while vibration control sources are often
more effective when the coupled system response is dominated by one or more
structural modes.

There is no direct analytical method for the design of the physical part of an active
sound transmission control system. There are, however, several concepts that are
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| nly employed when analytically assessing the maximum performance of such
o <tem. As for the sound radiation case considered in the previous section, the active
st control syst.em must pe able both to excite t.h? modes (structural and/or acoustic)
q cited by the primary noise source (controllability), and also measure the response
f these modes (observability). Ideally, this would lead to the use of one control
ource and error sensor per mode (Meirovitch et al., 1983), an ifieal not practically
glisable. It is more desirable to design active control systems using a relatively few,
il-,dici"usly placed, transducers. For a simple structure, such as a rectangular
”J Josure, "good" acoustic control source and error sensor placement positions in the
gg:“e,s (where the acoustic modes have antinodes) are obvious. For more complex
! Suctures, such as an aircraft fuselage, the optimum arrangement is not so clear, and
will depend upon whether the objective is to minimise the acoustic potential energy
of the entire enclosure or to minimise the sound pressure level at a fixed number of
|ocations within the enclosure. )

It is feasible to use numerical modelling (finite element analysis or boundary
glement analysis) to express the acoustic potential energy or the sound pressures at the
fixed number of error sensors as a function of the control source volume velocities or
forces. The problem can then be solved to find the optimum control forces and
maximum possible reduction in acoustic potential energy or sound pressure level at
e error sensor locations (Pan et al., 1990a-d, Nelson et al., 1987a, Snyder and
Hansen, 1991b, 1994a,b). The process can be implemented in a genelic search
4lgorithm to find the optimum locations of the control sources. For the case of
minimisation of the acoustic potential energy, the corresponding optimumerror sensor
Tocations (which should be no more in number than the control sources) can be found
by expressing the problem as one of linear regression and using commercially
available software for solution (Snyder and Hansen, 1991c).

Note that an optimum physical system to control sound transmission into an
enclosure would probably include both acoustic and vibration control sources as well
' as acoustic and vibration error sensors. In addition; each error sensor could have a
weighting applied to it, depending upon its importance. Thus error microphones
located near people may be considered more important then those located further
away. Also, vibration levels sensed on the enclosure boundary structure may be given
alower weighting than the interior noise sensors. It is also possible to include control
source effort (Snyder and Hansen, 1994a) in the controller algorithm so that no control
source is over driven. It is likely that distributed vibration sensors attached to the
enclosure boundary structure may be located and shaped so that minimisation of their
output will minimise the acoustic potential energy in the enclosure.

Practical applications of active control of noise transmitted into enclosures are
discussed in the following sections.

6.2.5.1 Global Reduction of Low Frequency Tonal Noise in Propeller Aircraft

Anumber of prototype systems have achieved global noise reductions of up to 15 dB
A the propeller blade passing frequency (and lesser reductions at frequencies
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corresponding to harmonics of i i
the blade passing frequency) in airer. ft ranging 055 Reduction of Low Frequency Sound Transmission Through Double Panel

up to to 100 seats and one commercial s i
ystem that achieves
about 6 dB(A) is currently in service in ; an average reqy ey
a SAAB 340 aircraft : uctiy i
dB overall and 20 dB at the propeller blade pass frequency I';:E;dlr::ons o ‘ : ntal systems have been demonstrated for reducing low frequency noise
n ac rime
(in the range 80 to 200 Hz) through double panel walls (Pan et al., 1998;

King Air aircraft (Lord C i ; o hi
( orporation Web site 1998) using eight loudspea} L:’;’ed B on

) 1999: and Paurobally et al., 1999). Similar work has also been done

by placing vibration actuators between the outer skin and the

microphones. A commercially available s

s ystem for a SAAB 2000 > er,

;ﬁ;; ?ic:l::“-c'hame] cqntrollcr of 27 loudspeakers and 72 nﬁcmpﬁ;:izuer. ’wb a:a(:‘tNll’l(::els;ges

peni :orse reduction ot: the first four harmonics of the propeller b] to 0 ._-falfc_m (Fuller 1997, 1998)
requency. / nother commercial system, installed on the deHavilland D sace et 9 . -

a:rc]r]aﬂT,]_lrelzes on actuators attached to the fuselage and does not use an;ih 8o 7

at all. The system produces a noise reductio in interi _auds i i i

areduction in the fuselage vibration levels, mORr ey noise ag We 626 Active Vibration Isolation

in some cases to vibration isolate mechanical equipment from support

F . i
transmitslls]ii)rni;tz]'th(l9fg7'] 1998) have shown that it is possible to reduce {tis necessary
€ fuselage m a itati 3 . n | 1 :
foam skin attached to the in tgerior fui‘::s';a letatlon by using an actively congre ructures o prevent the transmission of vibratory energy o these structures and the
ge surlace. ' 'ﬁb_sequent noise radiation. As periodic vibratory energy is the most common problem,

iscussion will be restricted to it. Custom active vibration isolation

;ysgems have been developed for some special problems and these usually involve a

ulti-channel feedforward control system driving control actuators that are placed in

aralle] or in series with an existing passive isolator. Control actuators may be piezo-

;e’luclric stacks, magnetostrictive rods, electrodynamic shakers, hydraulic shakers or

electromagnetic drivers (as in loudspeakers).

~ Although the general principles of active vibration isolation are similar to those

discussed in the previous sections for active noise control, there are some added

féomplcxities. For example, equipment support systems usually exert moments and

horizontal forces as well as vertical forces on the support structure and these generate

longitudinal and shear waves as well as bending waves. Although bending waves are
responsible for any appreciable sound radiation, longitudinal and shear wave energy
can be transformed to bending waves at structural discontinuities. Thus it is important
hat the transmission of all wave types through the isolator into the support structure
are controlled. For this reason it is necessary foran active isolation system containing
multiple actuators to be controlled by a multi channel controller and not by individual
single channel controllers for each actuator. This allows the actuators to be adjusted
together to minimise some cost function which may be the total vibratory power flow
through the isolators to the supporting structure or the mean square vibratory energy
ata number of locations on the support structure or even the radiated sound measured
ala number of error microphone locations. Applications of active vibration isolation
for noise control are discussed in the following sections.

e following d

6.2.5.2 Reduction of Interior Noise i 1 ] [
oo oise in Diesel Engine-Driven, Mobile Mining

g):;:gce;: l;:l\(/)els of Icl)l:v flrequincy noise in this type of equipment can lead to driver
. However, the heavily damped nature of this s "
control of annoying low fre i ise s mot foasible, P et
con quency engine noise is not feasible. Prelimi i
indicate that the use of ener, i ing i o ot o T
gy density sensing is an excellent ievi o
areas of local reduction in the vicinit i e
: y of the occupants’ heads. It is ev i
. €N poss .
g:;?uif;n?’lse hz:r:jeao(f ctorltrol away from the error sensor so that it surﬁ)umlil;lil:g
a estell, et al., 2000). This allows louds
ug 3 R - peakers and sensor:
positioned where they will not be noticed by the occupant. Use of more thzsmt(:)::

l u ()1 the zone of noise ed Cl10
Sensor alld control source can iIncrease the S1ze
reduction qute

6.2.5.3 Local Reduction of Broadband Noise in Large Aircraft

:—lll)épe;;g;nta] ;ys:;:ms ex1sF which consist of a loudspeaker and microphone set into

! _p y ge'r eadrest. A single c.hanne] control system is used for each headrestand *
oise reductions of 10 - 15 dB in the frequency range 100 to 400 Hz have b

demonstrated (Carme and Valentin, 1997). e

6.2.6.1 Reduction of Engine Noise Transmitted Into Passenger Cars in the Low to

6.2.5. 7
5.4 Global Reduction of Low F, requency Road Noise in Cars Mid-Frequency Range

Because the engine noise is periodic, the reference sensor used in this case is a
tachometer on the camshaft. Reductions of 10 to 15 dB{A) have becn achieved over
arange of engine speeds. Manufacturers are now investigating the possible use of

Between 5 and 7 dB of noi i i
B i 100 oise reduction has been achieved up to a frequency of 150 Hz
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active engine mounts so that lighter cars can become a reality with ng

If the room were lightly damped, control of some low frequency resonances
increase in engine noise levels heard in the passenger compartment. :

pe possible, provided one control source was used for each resonance.
ou ver, most building spaces are not lightly damped and also have a high modal
owe (e;n d thus high modal overlap) in the audio frequency range. Thus it is unlikely
¢ ;i{"{“iﬁcant global noise reductions would be achieved, even with a large number

C(Jr:e?s

6.2.6.2 Reduction of Noise Generated by Naval Ships

Active vibration isolation is also being tried out on Naval ships in 5 i
countries to reduce both interior noise and radiated noise. One example wag

as repg
by Winberg et al. (1999). repo

<43 Reduction of Traffic or Aircraft Flyover Noise Transmitted into a Building

\s this noise may be considered random and is generally transmitted into the building
i3 way of a multitude of different paths, its control is impractical for the reasons

-

6.3 EXAMPLES OF APPLICATIONS WHICH ARE IMPRACTICAL,

6.3.1 Global Reduction of Broadband or High Frequency Tonal Noise in T4

IRk 3.4 Global Reduction of Tonal or Periodic Noise in a Large Space Such as a

o . . ] ctory That Contains Many Noise Sources
This is currently not possible using standard loudspeaker / microphone systems ; '
a feedforward controller because in the case of broadband noise, a suitable refereng
signal is not available and for the case of high frequency tonal noise, the sound fig|
is too complex to be cancelled with a reasonable number (and acceptable locatig
of control sources and error sensors. However, several researchers are working
various alternative solutions. Fuller et al. (1998) have investigated the possibility
using active skin attached to the fuselage interior to “unload” the fuselage and red
its ability to couple acoustically with the interior space. They have demonstrated
this treatment can work for low-frequency-propeller tonal noise, but it has not yet been
demonstrated for global control of high frequency tonal noise or random noise.

Itis possible to achieve local areas of cancellation of low frequency random noise .
(below 350Hz) in the vicinity of seat headrests by using an independent single channel
feedback control system in each headrest. It may also be possible in the future touse
individual feedback systems driving actuators fixed to the fuselage to control low
frequency broadband boundary layer noise in aircraft (Thomas and Nelson, 1995). Of

course the control of low frequency tonal noise is quite feasible as stated previously,
|

[na large space in the audio frequency range, the acoustic resonance frequencies are
<o close together that the difference between the peaks and troughs is very small, tpus
shysically limiting the effect of active contr _l, evep.at room resonance frequenc'leta
(g an insignificant amount, regardless of the capability of the controller, unless it is
ossible to use a sufficient number of control sources’near each primary source so 'lhat
gll primary sources are acoustically "unloaded”. Note that it is possible to achieve
“z0nes of silence” of up to one tenth of a wavelength in size around pressure sensors
and up to one half a wavelength in size around energy sensors when these are used as
error sensors in periodic sound fields.

63.5 Global Reduction of Broadband Noise in a Large Factory

‘The lack of availability of a causal reference signal and the complexity of the sound
‘fieldgenerally makes this application impossible for feedforward control an.d the laf:k
of correlation together with the high degree of complexity in most random industrial
i noise fields makes the application impractical for feedback control.

6.3.2 Global Reduction of Broadband or Transient Noise Transmitted into a_

Building Space
63.6 Reduction of Broadband Noise Outdoors
If the transmission paths into the building were restricted to small areas such as
windows, then it may be feasible to use active noise control sources in the cavity of
a double glazed construction to further reduce low frequency noise transmission,
especially at frequencies corresponding to the window cavity resonances. However,
it is unlikely that control over a wide frequency range would be possible (Bao etal.,
1996). In the more general case where there are multiple transmission paths into the
building, the control sources would need to be inside the space where control was

This form of active control is physically impractical because of the complexity of the
sound field involved and the lack of time for the controller to adapt the control source
output to provide the required cancelling field. For a feedforward control system, the
refercnce signal would have to be available early enough for the controller to produce
an appropriate cancelling signal at the control source. However, to obtain a 10 dB
noise reduction, the control and primary sources must be separated by no more than
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1/10 of a wavelength. If it is assumed that the reference signal com |
microphone directly in front of the primary source, then to satisfy the els/ g
wavelength minimum separation between the primary and control sources ]0_ ol
would be limited to a frequency range below a few tens of Hz. Thus, for - Con
purposes, feasible control of outdoor noise is limited to periodic noisé sucﬁmc %
radiated by electrical transformers, motors, commercial garden vacuums, oran as__
equipment with rotating parts generating periodic noise. A feedback syster Yol
used to achieve noise reductions at a particular location if the random nojge Itl":a
highly correlated for time delays corresponding to the processing delay O;Id

controller.

6.3.7 Reduction of Transient Noise Qutdoors

In addition to the complexities associated with the control of broadband nojge:
outdoors, the control of transient noise suffers from too short a time for the contro id
to adapt to the incoming sound field. This latter problem could be somewhat al]eviateﬂ"'
if the transient events were repetitive (such as a punch press) and a reference signgj%
were available or could be generated artificially based on the previous event an'd':‘.
triggered by a sensor that detected the imminent occurrence of the event (such as ﬂie
initiation of the press movement in the case of a punch press). A sufficient number of '
control sources would also have to be placed around the noise source to be controlled
so that the latter source was acoustically unloaded. 0
Control at a single point would also be possible for the punch press case
described above using a single control source and error sensor. .
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Al INTRODUCTION

The brief overview of mathematics in this appendix is intended to provide background

material to help in the understanding of the vector and matrix maths used in the main
part of the book.

)]

A2 VECTORS

In the sense used in this book, vectors represent a string of discrete numbers (for
example, the string of control filter weights). A vector is written in bold type and a

vector x is defined as:

X = i i (A]) |

The transpose of the vector is defined as:
x' = [x, x, - x,] (A2)

The Hermitian transpose is the complex conjugate of the transpose and is used when
one or more elements in the vector are complex numbers. It is defined as:

=[x x ] (A3)
where the asterisk denotes the complex conjugate. Thus the squared magnitude of a

complex vector is obtained by multiplying it by its Hermitian transpose, which is why |
you see x.x"' in many equations. |
|

A.3 MATRICES

A matrix may be considered as a grouping of a number of vectors of with the same
number of elements. A square matrix is one for which the number of vectors is equal
to the number of elements in each vector. Thus a matrix can be used to represent a
system of equations in a number of unknowns. For asquare matrix representation, the
number of equations is equal to the number of unknown variables. A matrix may be |

written as: j
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a, a, - a, . control source strengths so found can then be used to evaluate the cost function
sically the sum of the squared sound pressure at each error sensor). When the
n G G v Gy, qber of control sources and error sensors are identical, it is possible to find control
onals that will produce zero sound pressure at each error sensor for each frequency
ﬁsidel'ed- However, when the number of error sensors exceeds the number of
A Gz ™ Oy irol sources, the optimal solution is calculated using the pseudo-inverse of a matrix
The Hermitian transpose of this matrix is: \ . giscussed in the previous section with the usual result of non-zero sound pressure
| of the error sensors. Note that an adaptive controller will not necessarily arrive
“1‘1 42" a,;, i the same solutions as they are not unique. One way of forcing a controller to a
e solution is to use effort weighting (leakage) to include minimising the control
u lap ap - ap, rce output in the system of equations.

AT = Once the optimal control source outputs have been calculated, the sound pressure
any location in the sound field can be calculated, thus allowing the evaluation of
a, ay - a J tities such as total radiated sound power and total interior potential energy for an

Josure.
Let the sound pressure at e error sensors be given by:

A unit matrix is defined as one for which all elements on the diagonal are equal {
T
p, = [Ppl Pp2 = Ppe ] (A9)

Another important quantity is the matrix inverse, A definedas A A" =T, A

matrix equation is written as:
At lhe same ¢ locations, the sound pressure due to one control source is then:

Ax =y

T
ps = lpypy - pg,l (A.10)
where A is a matrix and x and y are vectors. If the elements of the vector, X7
unknown (x, x; X; .... x,) and the quantities in the matrix, A, and vector, y, are

complex numbers, the solution of this system of equations is the vector, x, give |

| \
[fthere are ¢ control sources, then the vector of control source strengths may be

iritten as:

T
x=ATly q =I[49,49;4q,] (A.11)

ffe now define the acoustic transfer impedance, Z, as the matrix of transfer functions
itween all control sources and all error sensors.
2 Ly &g

The quantity, A™, is called the inverse of matrix, A, and means for its calculati
discussed in detail in books of applied mathematics. If the number of equatio
equal to the number of unknowns in the vector, x, (that is, the matrix, A, is sq
then there is a unique solution for every element in the vector, x. However, if th
are more equations than there are elements inx, the matrix, A, will no longer be squ
and there will be no unique solutions for the elements of x. However, a pseudo-inve
of A can still be found and thus solutions for the elements of x can be found basei
a least squares fit. The solution for x is then:

x = (ATA) ATy

The quantity, (A"A)" is symmetric, so its inverse can be found in the usual way
quantity, (ATA)'A", is referred to as the generalised or pseudo-inverse. Tl:le T
properties just discussed will be useful in the discussion of quadratic optimisati
follow.

Z z aee Z
2 e

Zep 2oy 7t Ly
lieelements of the transfer impedance matrix in the above equation are measured by

flinducing a signal into each control source in turn and measuring the response at
Heh error sensor with the primary source turned off. Thus,

p, = Zq, (A.13)
i total sound pressure at the error sensor locations may be represented as:

=p +Z
A.4 QUADRATIC OPTIMISATION Py =Pyt L4 (A.14)

Quadratic optimisation is the process whereby the optimum control source Stre! ¢ost function, J,, to be minimised is:

are determined for the minimisation of the noise at a number of error sensor lo¢a
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Jp = Zl: Pl =p'p = ®,+29,)p, + Zq,)

Expanding Equation (A.15) gives:

_ H H H

J, =P, P, *P, 29, +4, 2", +q/2"2Zq,
which can be represented in quadratic form as:
H
JP = qs Aqs +qub +b"q.r te

The optimal set of control sources that will minimise J, are:

g op) = -A7'b = 2"2)'Z%,

and the optimal value of the cost function is:
J,=c-b"aA% = (') - 0,'22"2) " (2%,

The cost function noise reduction in dB is then:
H
NR = 20log,, ud L4

o

In an experimental situation, all of the elements in the transfer function matrix, Z, can
be measured for each frequency of interest using the transfer measurement op,lio,n dn"':
a spectrum analyser. The primary noise at the error sensors can also be measured lo

provifie_ P,- These measurements can then be used with Equation (A.19) to determing
the minimum achievable value of the cost function for an ideal controller. To simu]s:::
rea.hsuc controller conditions, it is possible to add errors to the transfer function
estimates when the optimum control source values are being calculated and use the:
actual transfer function estimates for calculating the cost function.

It is possible to use optimal set of control sources to calculate the sound pressure
at locations other than the error sensors, so that the effectiveness of the control
strategy on global quantities such as sound power or interior potential energy can be
determined.
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ADDITIONAL INFORMATION

B CURRENT RESEARCH

s pumber of papers covering recent research may be found in the proceedings of
],qclive ‘97 (Budapest, Hungary, 1997), Active ‘99 (Ft Lauderdale, USA, 1999), the
ghInternational Congress on Sound and Vibration, (Adelaide, South Australia, 1997),
.ihe 4" International Congress on Sound and Vibration (Copenhagen, Denmark, 1999)
:me 7% International Congress on Sound and Vibration (Garmisch, Germany, 2000)
und Internoise 2000 (Nice, France). Future congresses in the same series as the two
gbove (annually for the congresses of the International Institute of Acoustics and
yibration and the Institute of Noise Control Engineering series and every two years
for the “Active” series) are likely to continue to have a significant number of papers

on active noise control.

. B2 USEFUL WEB-SITES FOR MORE INFORMATION

: B.2.1 General information
|

1. http://users.erols.com/ruckman/ancfag/ancfaql.htm
Contains detailed information on the fundamental principles underlying active

noise control and a list of educational institutions where it is taught. Also
contains information about companies with commercial active noise control

products.

2. http://www.Non.com/news.answers/aclive-noise-control-faq.htnﬂ
Early version of the site in 5 above. Some of the internet addresses provided for

suppliers of hardware are out of date.

3. http://www.mecheng.adelaide.edu.au/anvc/home.shtml
Contains details of current research and links to many other relevant sites.

4. http://www iiav.org
International Institute of Acoustics and Vibration. Contains information on

| conferences and how to obtain the proceedings mentioned above.

5. http:/fusers.aol.com/inceusafince.html
Institute of Noise Control Engineering. Contains information on conferences and

how to obtain the proceedings mentioned above.
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6. http://www.ecgcorp.com/velav
General information on acoustics and vibration with a section devoted to active
noise control.

B.2.2 Commercial Products and Demonstrations

1. http://www.causal.on.net
Contains detailed manuals on active control and commercially available active
noise control systems.

2. http://www.lordcorp.com/nvx/NVX_Home.html
Contains flight test data for active noise control systems in aircraft.

3. http://www.arborsci.com/sound.htm
Contains details of an educational kit for demonstrating active noise control,

4. http://www.Mailbag.com/users/dgsnx_mt/MAIN1.htm
Expensive controller product descriptions.

5. http://www elliottaviation.com//smshom.html
Contains flight test data for active noise control in some mid-size aircraft.

6. http://www.nct-active.com/
Contains details of headset products and communications noise cancellers.

7. http://www.technofirst.com/tfus.htm
Contains details of duct silencer and headset products

8. http://www.signalsystemscorp.com/smanc.html
Contains details of multi-channel controller products.

B.2.3 Research Organisations and Universities

9. http://leoleo.mme.tcd.ie/Groups/SAV/asanca.html
Information on aircraft noise control.

10. http://www.mecheng.adelaide.edu.au/anvc/home.shtml
Contains details of current research and links to a multitude of other relevant
sites.

11. http://www.val.me.vt.edu/
Contains details of current research, links to relevant sites and an active noise
control demonstrator.
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Here is a concise introduction to the fundamentals and applications of active
control of sound for the non-expert. It is also a useful quick reference for the
specialist engineer. The emphasis throughout is on the practical applications of
technology, therefore complex control algorithms and structures are only
discussed to the extent that they aid understanding. This is a self-contained text
for those seeking an overview of the key issues — fundamentals, control systems,
transducers, applications — but it also provides extensive recommendations for
continued reading in the subject and is a starting point for further work.

Colin H. Hansen is Professor and Head of the Department of Mechanical
Engineering at Adelaide University, Australia

Acoustics




