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PREFACE

This book is derived from material used at short courses given by the authoron active
noise control and was written after several requests were received for a simple text on
the subjectthat could be understood easily by graduate and undergraduate science and
engineering students as well as researchers interested in the topic. There are many
other people who wishto read a brief text on active noise controlso that they:can gain
enough understanding and knowledge to evaluate potential applications without
necessarily having to becomean expertpractitioner. It is the intention of the text to
provide the reader with an overview of the discipline ofactive noise control, with
detail provided where necessary to enable those interested readers to gain a deeper
understanding. A basic familiarity with noise control (see, for example, Bies and
Hansen, 1996) is necessary to be able to understand mostof this book.

The material in the book is intended as a precursor to more complex books
available on the subject and may also be expected to provide sufficient background
for the reader to understand more advanced discussions at conferences and in other
books. Practical applications are emphasized and control algorithms and structures

are discussed to the extent necessary to.enable the reader to implement them.
The book begins with a brief introduction to active noise control followed by a

sketchy overview of its history from the first patent to the present time. Possible
future directions are also discussed. In the second chapter, physical mechanisms that
result in noise reduction are explained in simple terms. This is followed by a
description of the basic structure of feedforward and feedback control systems (both
adaptive and non-adaptive) and the process of control system optimisation.

In chapter3, variousparts of the electronic control system and control algorithms
are discussed in sufficient detail to allow a full understanding of the principles
involved and how such controllers may be implementedin practice. Various practical
implementation issues are also discussed. In chapter 4, suitable active control sound
source types and their practical implementation are discussed. In chapter 5, error
sensing strategies, error sensors and reference sensors, and practical issues associated
with their implementation are discussed. In chapter 6, applications of the technology
are discussed as are a number of commonly mentioned potential applications which
are impractical. In chapter 7, current and future research directions are discussed and
information on relevant websites is provided.

It is hoped that this book will provide the background necessary for the readerto
understandthe principles underlying active noise control, to apply the principlesto the
evaluation of potential applications and to use, with a good understanding,
commercially available hardware and software to implement active noise control for
the identified applications.
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CHAPTER ONE

A LITTLE HISTORY

11 INTRODUCTION

Active noise cancellation, also known as “anti-noise” and “active noise control”
involves the electro-acoustic generation (usually with loudspeakers) of a soundfield
to cancel an unwanted existing sound field. The preferred term to describe the
phenomenon is “active noise control”, because in manycasesit is arguable that
cancellation is the true mechanism causing the unwanted noise to diminish.

[s active noise control everlikely to find widespread application in industry and
consumer goods,oris it forever destined to be a laboratory tool and a rich source of
research activity for underpaid academics? Hopefully, this question will be one of
many that will be answeredas the tale in this book unfolds. For now,suffice it to say
that there are many systemsinstalled in industry to reduce low frequency fan noise
emanating from air exhaust ducts and quite a few propeller aircraft are already
benefiting from the technology. In addition, mining equipment and truck
manufacturersare in the process of applying the technologyto their vehicles to reduce
noise in the driver’s cabin and radiated exhaust noise.

A typical single-channelactive noise cancellation system consists of:

* amicrophone reference sensor to sample the disturbance to be cancelled,
an electronic control system to process the reference signal and generate the control
signal,
aloudspeakerdriven by the control signalto generate the cancelling disturbance and

* anerror microphoneto provide the controller with information sothatit can adjust
itself to minimise the resulting soundfield.

The active noise cancellation system just described is known as an “adaptive”
system as it can adaptitself to changing characteristics of the noise to be cancelled and
changing environmental conditionsthataffect the acoustic field. Non-adaptive systems
are not very useful in practice (except in active noise cancelling headsets and ear
muffs) and are only discussed briefly in this book.

In the discussionsthat follow, single-channel systems (one loudspeaker control
source and one microphone error sensor) are used as a basis for describing the
underlying principles. However, many active noise cancellation systems that are
implemented in practice are multi-channel systems, consisting of a number of
microphones and loudspeakers to generate the required cancelling sound field.
Extension of the single-channelsystem to a multi-channel system is relatively complex
because of the interaction between all of the microphones and loudspeakers. Means
for implementing multi-channel systemsandthe associated electronic control system
will be discussed briefly here for completeness.

Whohas benefited most from all the effort and hundreds of millions of dollars
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Whohasbenefited most from all the effort and hundreds of millions of dollars

that have so far been spenton developing active noise control technology? Perhaps
the profession thathas so far benefited most from the invention ofactive noise contro]
is the legal profession, which has been involved in a numberofpatent infringement
law suits as well as the preparation of numerous patent applications. The number of
patent applications has been increasing exponentially for the past 15 years and far
exceeds the number of commercial applications of the technology. Nevertheless the
many hundreds of patents granted indicate that many individuals and companies see
the day eventually coming when active noise control systems will be widespread in
industry and consumer goods.

Whyis active noise cancellation of anyinterest to industry? It is becauseit offers
a possible lower cost alternative to passive noise control for the control of low
frequencynoise that has traditionally been difficult and expensive and in many cases
not feasible to control, because of the long acoustic wavelengths involved. If only
passive control techniquesare considered, these long wavelengths makeit necessary
to use large mufflers and heavy enclosures for noise control, and very soft isolation
systems and/orextensive structural dampingtreatmentfor vibration control.

Manyofthe techniques describedin this book for active noise cancellation apply
equally well to active vibration cancellation. In many cases the two types of
disturbance are very closely related, as structures often radiate unwanted sound as a
result oftheir vibration .

The purposeof this book is to provide the reader with some insight into how
active noise cancellation systems work. It is written so that most of it can be
inderstood by a technically competent lay reader who has some understanding of
loise control; however, there are some parts where the treatment goes’a bit deeper
including a few mathematical equations) and these parts are intended for a reader
vith a science or engincering degree. However, readers without the background
ducation necessary to understand these parts can skip them andstill obtain a basic
nderstanding of howactive noise cancellation works and for what applicationsit isuitable.

2 EARLY HISTORY

Ithoughthefirst observation of sound cancellation (using two Bell telephones) was
ted by Thompson in 1878,it was notuntil 1930 that the French engineer, H. Coanda
930) documented and then patented the idea of sound cancellation by destructive
terference. He described an electro-acoustic system (microphone, amplifier and
udspeaker) to generate a signal of opposite phase to the unwanted noise. A few
ars later a Germanphysicist,P. Lueg (1933) described and Patented the idea of
ing active sound cancellation as an alternative to passive control for low frequency
und in a duct. His idea was to use a transducer (control source) to introduce a
ondary (control) disturbance into the duct to cancel the existing (primary)
‘turbance, thus resulting in an attenuation of the original sound as illustrated in
sure 1,1, The cancelling disturbance wasto be derived electronically based upon a
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Figure 1.1 Figures derived from Lueg’s patent (after P. Lueg, 1937)

measurement of the primary disturbance. However, neither Coanda nor Lueg ever
demonstrated a successful system and the technology lapsed into oblivion for wo
decades. Oneof the problems with Lueg’s system wasthat there was no alowanee orthe controller to adapt to system changes that would occuras a result of such things

i erature changes.

°  Tafthe1850s the idea was rekindled by a man named Olson (1953, 1956) —
investigated possibilities for active sound cancellation in rooms, in eee
headsets and earmuffs using feedback control. One of Olson s patents is illus ated i
Figure 1,2. Unfortunately Olson’s system provided very limited attenuation overa
very limited frequency range andsuffered from instability due 2 higheatnone
for which the phase delays through the system exceeded 180 c Again, init eS
the available electronic control hardware as er as inuations in control theoryi ology from being commercially realised.anionsoz time as Olson was experimenting in his laboratory, W.
Conover (1956) of General Electric demonstrated an active noise cancellationsystem
for transformernoise (see Figure 1.3). Unfortunately the controller had to be: a
manually and only reduced the sound over a very narrow angle subtended oe 7
loudspeaker to the measurement microphone. Ofcourse, this system was — e 7impractical because it had to be continually adjusted manually due to changes
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A Little History

énvironmental conditions affecting the soundfield.It was alsooflimited benefit even
when adjusted to its optimum performance due to the very localised area of reduced
sound. Although there are now commercially available active noise control systems
for electric power transformer noise control, a large number of loudspeakers and
microphones (as well as vibration actuators on the transformer tank) are needed. Even
then the achievement of a significant amount of global noise reduction is difficult
(even though 15-20 dB is possible at the specific error microphonelocations).

In the early 1980s, a numberofresearchers extended Olson's work to produce
feedback systems that were more robust (Eghtesadiet al., 1983; Honget al., 1987). At
the same time, Chaplin (1980) and Chaplin and Smith (1983) reported a waveform
synthesis technique to cancel periodic noise and Warnaka.etal. (1981, 1984), Ross
(1981) and Burgess (1981) developed a duct cancellation system based on adaptive
filter theory.

1.3 LATER HISTORY

Since the original idea was conceivedin those very early days, the active control of
sound as a technology has been characterised by transition: transition from a dream
to practical implementation and froma laboratory experimentto mass production. This
transition has taken a long time, partly because of the time it took to develop
sufficiently powerful signal processing electronics, partly because of a lack of
understanding of the physical principles involved and partly because of the multi-
disciplinary nature of the technology, which combines a wide range of technical
disciplines including Control, Signal Processing, Electronics, Acoustics and Vibration.
Being a collection of pieces, in which the strength of the chain is only as strong asits
weakestlink,it is little wonderthat the technology has been characterised by advances
that have comeinaseries of spurts rather than in a continuousflow.It was not until
the early 1990sthat regular implementationsofactive noise cancellation outsideof the
laboratory were reported (Ericksson, 1990, 1991) and Wiseetal. (1992). Since that
time numerouspractical implementations have been reported, including systems for
reducing helicopterand aircraft cabin noise.

The resurgenceof interest in the technology is reflected in the exponentially
increasing numberofresearch publications onactive control: the numberof technical
papers published on the topic since Coanda’s and Lueg's work in the 1930s has
increased from approximately 240 before 1970 to 850 in the 1970sto 2,
200 in the 1980s, and to over 4,000 in the 1990s.

1.4 CURRENT COMMERCIAL APPLICATIONS

Althoughthere are many companiesand universities currently undertaking research
and developmentofactive noise control applications, only a few applications have
actually reached the commercialisation stage. Those applications include:
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low frequencytonal noise from mid-size propelleraircraft (many systems currently
installed);

headsets and ear muffs that actively reduce low frequency noiseat the ear (many
thousands of units manufactured monthly);

* helicopter cabin noise (by ac lively controlling the transmission ofrotor and gearbox
vibration throughthe supportstructure):

* industrial air handling systems and large office building air conditioning systems
(hundredsofinstalled systems, mainly in the USA);

* diesel engine exhausts on stationary equipmentand buses (only a few systems
installed); and

* automobile engine vibration isolation (currently restricted to one or two models of
vehicle in Japan).

1.5 THE FUTURE

Potential applicationsofactive noise cancellation that we could potentially see on a
daily basis in the future are numerous and may include:

* Consumergoods such as refrigerators, washing machines,air conditioners, lawn
mowers, personal computers, range hoods, chain saws and vacuum cleaners;
Cars - engine noise (both using loudspeakersin the passenger compartment and
active vibration isolationof the engine) and road noise;
Trucks and mining equipment - exhaust noise and cabin noise; :
Air handling systems in industry arelikely to become more common candidates for
active control - applied to ductwork carrying the noise:

* Public phone booths;

Aircraft and helicopter cabin noise control will become more widespread and will
include aerodynamic noise as well as propeller noise;

* Naval ships and pleasure boats; and
¢ Diesel locomotives.

Many of the applications mentioned above have seen successful laboratory
demonstrations, but that seems to be where theystall.

The main reasonthatactive noise control systems haveyet to be commonly found
in consumerproductsis their cost, A complete systemincludes a DSP and associated
electronics as well as loudspeakers andmicrophones.Thecost of these components
is acceptable to theaircraft industry but notcurrently to the automotive or consumer
goods industry. Especially in the automotive industry, successful implementations
have been developed (for low frequency engine and road noise, including active
€ngine vibration isolation), but have not found widespread use because oftheir cost.
Perhaps the key to more widespread application will be the integration of active noise
control systems with existing hardware. For example the electronic signal processing
for an automotive system could be done with the engine management computer
(provided it was made sufficiently powerful) and use could be made of the stereo
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systemndereyas active noise cancellation generators (without
sagen onceaulsemecil of complete systems can be brought in line with what

core is prepared to pay, we must never lose sight of the fact ne there areial limitations which makethe applicationofthe technology impractical in many
: ae es. Examples of impractical applications are discussed in Chapter6.
em the main reason for the lack of industrial application examples (as

ea Ps mass produced consumer goods) is the seemingly excessive cost of such
e llations, which mayeasily exceed the actual hardware cost by one or two orders
orien itude The high costofthe labour componentis associated with the high level.vnainesritg expertise and high level of understanding of the principles of active
Ee that are required if the installation is to be sdccessful. As active noise
enirol expertise includes acoustics, signal processing, automatic aaTt
Jectronics, the number of true experts throughout the world who are a iFeveloping and successfully installing active noise control systems is very 7ed.

This also serves to limit the spread and commercialisation of the technology. A _
to the cost of the labour componentis the unique nature of most problemsto wi Heh
active noise control is applied, thus tending to preclude the use ofa generic im
that can be installed by non-expert technicians. In manycases,the unique nature ite
problemsinvolved requires a large injeggion of development funds just to get to

onstration stage. —_Shsleaan inexsiive, clever, commercial control system, whichoe
aselection of source and sensor transducersto satisfy most problems, and software :
guide users in the correct choice andlocation of such transducers, does not a .
The word “clever” used above to describe the commercial control system,whic oes
not yet exist, needs some explanation.If a controlleris to be useful to a wide rana7
people, the effort involved in setting it up must be very small. This means 7 ne
controller mustitself be controlled by a high level expert system or neural networ
automatically sets input and output gains to maximise systemaee
convergence coefficients to optimise convergence speed and stabilitytrae :
controlfilter type and weight numbers to optimise noise reduction, as well as ea 7
coefficients and system ID algorithms,filter types and configurations toa
controller performanceandstability. In addition, the controller should also isrea
perform as an adaptive feedforward or adaptive feedback controller, be extenda a
a large numberof channels simply by adding together identical modules, and ih ‘
advice on the suitability of feedforward control compared to feedback control ase
on the quality of the available reference signal. Finally theaeWiatous
during set-up (which shouldreally be a question/answer session) should be debased for maximum flexibility. The ability to connect a modem to the controller to

allow remote access and interrogation of current performance and the state of
transducers and other system componentsis also an important labour saving device.

Recently, low cost active noise control hardware and software has become
commercially available. As a result, the implementation complexity has been re uce .Somewhat, putting it in the reach of people with an understanding and knowledge o
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acoustics and/or vibration, but only a superficial knowledge of signal processin
control and electronics. However, much remains to be done to make i
implementation ofactive noise control sufficiently simple thatit can be installed b
the sametechniciansthatinstall passive noise control hardware. *

In addition to the developmentof moreuserfriendly control systems to implement
applications that are already proven such as low frequencytonal noise control ina
range of situations outdoors and indoors and low frequency random noisecontroljn
ducts, current research is directed at extending the applications even further, It is
expected that more effort will be focussed on feedback control systems for random
noise, especially for passengersin aircraft. Effort will also be directed at extendingthe
frequency rangeto higherlimits, particularly for the control of gearbox and engine
noise in Naval vessels andaircraft. With this type of control, it will be necessary to
implementthe active cancellation as close to the source as possible, probably using
vibration actuatorsto controlthe vibration that is subsequently transmitted througha
structure and radiated as noise,

Unfortunately, the past history and credibility of active noise control as a viable
alternative control measure has beentainted with a minority of commercial companies
making prematurepublic claims regarding its application, which werefar in excess of
what was realistic (or what they could deliver). This has resulted in the technology
being viewed with suspicion by key manufacturers of particular mass market products
that have potential to benefit from the judicious application of active noise control
technology. The field has also been tainted by the unscrupulous patenting by some
companies of technology that had been published by other unrelated researchers in
journal papers or consulting reports years beforethefiling of the subject patents. This
unscrupulous patenting is often followed up with equally unscrupulous threats of
indefensible legal action against users of the technology. Unfortunately,this activity
is still continuing in some cases,andit is very likely that manyofthe current 800 to
1000 patents relevantto active noise or vibration control can be shownto beinvalid,
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CHAPTER TWO

FOUNDATIONSOF ACTIVE
CONTROL

3,1 PHYSICAL MECHANISMS

To appreciate the physical problems thatlimit the application of active noise control,
it will be useful to first discuss the physical mechanisms that are responsible for the
noise reduction achieved by an “anti-noise" source. In applications of active noise
control, the cancelling signalis generated electronically and introducedinto the system
using transducers such as loudspeakersthat convert the electronic signal to sound. In
many cases, the physical mechanism responsible for the reduction of the unwanted
noise is a little more subtle than mere cancellation. In cases where cancellationis the
only control mechanism,the noise level may be reduced at somelocations, but will be
increased at others so that the total energy of the unwanted noise and the cancelling
sound is conserved. This type of control,is known as "local cancellation". Examples
of applications employing this mechanism are active headsets, (where the noise is
cancelled at the entrance to the ear canal but increasedat other locations) and noise
cancelling headrests in aircraft and other transportation vehicles.

Other possible physical mechanisms responsible for the successful application of
active noise control include a change in the acoustic radiation impedance of the
unwanted noise sourceas a result of introducing the "anti-noise" sources, absorption
of sound bythe “anti-noise" sourcesor, in the case of a confined space suchasa duct,
reflection of sound by the "anti-noise" sources.

The suppression ofthe primary source sound radiation by a changeinits radiation
impedance may be understoodonthe basis ofthe following considerations.If it were
possible to make the entire cancelling soundfield (or almostall of it) 180° out of
phase with the original (primary) field, then the sound radiated by the primary source
would be effectively "cancelled" leaving one to wonder whereall the energy had gone.
The answeris that in this case, the control mechanismis not really cancellation; the
sound field generated by the control (or cancelling) sound sources haseffectively
"unloaded" the primary source, changing the acoustic radiation impedance thatit
“sees” so that it radiates much less sound (even though the motion of the physical
Source, such as a vibrating surface, may remain unchanged). In this case, the control
Sources act to suppress the sound powerradiated by the primary source. To achieve
effective Suppression of the primary source output by presenting a purely reactive
Impedanceto it, the control sources mustbe sufficiently large and located such that
they are capable of presenting the required impedance to the primary source. In one
dimensional wave guides, such as air conditioning ducts, these constraints are
relatively easyto satisfy and the distance between the control and primary sourcesisROL too imnortant Lnwweaae in 2 Dianase tha santeal onnrce in eeneral will need ta
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be close to the primary source to affectits radiation impedance significantly. It will
also need to be of similar size with a similar volume velocity output (or source
strength).

An example of a change in radiation impedanceis the active control of a periodic
plane wave propagatingin a duct and originating froma source somewherein the duct,
The active control source generates a soundfield that changesthe radiation impedance
"seen" by the original sound source, thus reducingits sound output. An electricg]
analogy to this situation is a powerpoint in a wall, which may be considered to be q
sourceofelectrical energy.If a light is pluggedintoit, the powerpoint will supply the
powerfor which the light is designed, which may be 60 W. On the other hand,if a
radiator is plugged into the powerpoint, 1500 W may be produced (depending, of
course, on the rating ofthe radiator). Thus, the power produced by the powerpointjs
dependent on the load impedance thatit "sees". A similar argument holds for the
radiation impedance of an acoustic source, where the radiation impedance can be
altered by the introduction of another sound source.

Another example, this time a free field example, is that of two loudspeakers
placed in close proximity to one another.If thefirst loudspeakeris excited with tonal
sound, then it is possible to tune the amplitude and phase of the excitation to the
second loudspeakerso that the pressure directly in front of the first loudspeakeris
cancelled. Conversely, the first loudspeaker will then cancel the pressure in front of
the secondandtherewill then be no netflow of energy, just a sloshing back andforth
of fluid between the two loudspeakers, due to the change in radiation impedance
“seen” by both ofthe speakers. Theresultis that no sound Pressure is radiated to the
farfield, but rathera local soundfieldjust exists between the two speakers. Ofcourse,
the preceding scenario assumes that the second loudspeaker sound field can
completely cancel the first and vice versa. In practice, small differences in speaker
construction as well as harmonic distortion of the excitation signal preventthis and the
result is usually a reduced noise level, but not complete silence! The best possible
result obtainable with the source suppression mechanism for a source radiating into
free space is when the control source amplitude is adjusted for zero sound pressure
immediately in front of it. This results in some Suppression of the primary source
poweroutput and no contro! source power output.

Returning to the duct example,if the propagating soundis random ortransient in
nature, then it seems clear that the control mechanism is NOT a changein radiation
impedanceofthe original source by the "anti-noise" sources. Thisis because the noise
to be cancelled is not periodic; thus the required soundfield at the location of the
undesired sound source to produce a change in radiation impedance will not be
predictable in advance.Inthis case, the "anti-noise” source either absorbs energy or
reflects it back from whenceit came whereitis eventually dissipated. Whenthe "anti-
noise" loudspeaker absorbs sound,it will still need electrical powerto drive it to the
correct displacement for energy absorption, as the acoustical energy it absorbs is
insufficient to overcome the source mechanical impedance and move the cone
significantly. This is because the acoustical efficiency of loudspeakers and other
artificial sound sources is so poor. Thus,in practice, the electrical power requirement
to drive a loudspeaker control sourceis not noticeably different when the speakeris
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‘ und energy than whenitis radiating it. Except for plane wave propagation
Eee absorption mechanism is undesirable as generally in the process of
ip “ee awer, the control source changesthe radiation impedanceofthe primary
absorbing a a way that the primary source radiates more power.
eurea ting side issue is that at frequencies that correspond to acoustic

seema medium filling a duct, the active control mechanism involving
ala ™ ource radiation impedance canstill be effective for a random noise
esoe the reverberation associated with the resonanceeffectively makes thesource

domnoise appear to be quasi-periodic at this frequency.ran

2,2 BASIC STRUCTURE OF ACTIVE NOISE CONTROL SYSTEMS

active sound control systems consist of one or more control sources used to
; secondary (or controlling) disturbanceinto the structural/acoustic system.Eisaie suppresses the unwanted noise originating from one or more primary
eete (control) signals that drive the control actuators are generated by an
me ontroller, which uses as inputs, measurements of the residual field
ois gon introduction of the control disturbance) and in the case of
aadaptive systems, a measure of the incoming primary Gisterbance: ,

Active noise control systemsare idedily suited for use in the low Berioi
below approximately 500 Hz. Although higher frequencyactive conto aes :
been built, a numberof technicaldifficulties, both steuctirallacogetic ( = ° ek
more complex vibration and radiated sound fields) anda ert : ae
sampling rates are required) limit their ef!ficiency, so they are restricte to veryapi;
applications. Also, at higher frequencies, passive systems generally become ™ ost
effective. A "complete" active noise control system would usually consist of acti
control for low frequencies and passive control for higher frequencies. scolar

Animportant property of many modernactive soundcontrol systems one os
feedforward systems) is that they are self-tuning (adaptive) so that they can ‘ ns 2
small changesin the system being controlled. These changesare a result of suc’ : ne
as a changing acoustic environment and transducer wear. Changes only nee 4 ic
small to cause a non-adaptive feedforward control system to become ineffective. ve
adaptive controllers are generally confined to the feedback type in cases where. igi
changes in the environmental conditions will not be reflected in a ican
degradation in controller performance. One example of an effective non-a a
feedback control application is in active ear protection and headsets where analog
feedback control systems have been used successfully for some time. An interesting
aside is that an adaptive feedforward controller is effectively a closed loop

implementation of a non-adaptive feedforward controller. :
Asintegrated microprocessors dedicatedto signal processing become cheaper an '

faster (the speed having doubled every 18 months for the last 10 years), porenta
active control applications increase in number. However,it should not be assumedthat
More processing power will extend the applications endlessly. There are some
Supposedly potential applications (for example, control oftraffic noise in living

Modern
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rooms), which will remain impractical, no matter how much processing power is
available, becausethelimitations are a result of the structural/acoustic characteristicg
of the problem. Although more powerfulsignal processingelectronicshelpto alleviate
the electronic problems associated with extending the application of active controltp
higher frequencies and to more complex multi-channel problems, the
structural/acoustic limitations mentioned remain. For the example cited above,to
provide significant (or any) attenuation of the unwanted disturbance, a vast array of
sensors and actuators wouldbe required:it would be cheaper and more convenientto
build a thicker wall!

Two major types of active noise control system will be considered; adaptive
filtering (either feedforward or feedback) and waveform synthesis (a type of
feedforward control that is suited only to periodic noise). In addition, both time
domain and frequency domainversionsof the feedforward adaptivefiltering form and
the time domain version of the feedback form of controller will be discussed.

It is useful to begin with an overview of single channel adaptive feedforward and
feedback control. Non-adaptive feedforward systems are generally impractical for
most industrial applications, because of the time-variability in the physical system
being controlled, andthuswill not be considered further here. However, non-adaptive
feedback systemsare often used for ear-muffs and sometimesfor the control of noise
propagating in ducts. Waveform synthesis will be discussedlater in Section 2.2.3,

The simplest example to consider for the illustration of the principles of
feedforward and feedback contro! is the active control of plane wave sound
propagation in a duct.

An adaptive feedforward active noise control system (the most common type)
consists of a reference sensor, a contro! source, an error sensor, a control algorithm
and an electronic controller, as illustrated in Figure 2.1(a). The controller usually
consists of an adaptive digital filter, and an adaptive algorithm that sets the weights
in the adaptive digital filter. These components are discussed in detail in Chapter 3.
Theelectronic controller part in Figure 2.1(a) is the only componentthatis different
for a time domain compared to a frequency domain system and this is discussed in
detail in Chapter 3.

A fecdback system is illustrated in Figure 2.1(b). For an adaptive system, the
electronic controller is an adaptive filter and algorithm, whereas for a non-adaptive
system, the electronic controller consists of a fixed low pass filter and an amplifier.

2.2.1 Adaptive Feedforward Control

Referring to Figure 2.1(a) (feedforward control), a reference sensor (usually a
microphone) samples the incoming signal, whichis filtered by the electronic controller
to producethe output signalto drive the control source (loudspeakerin this case), The
controller effectiveness is measured by the error sensor, which provides a signal for
the control algorithm to use in adjusting the controller output so that the sound
pressure at the error microphone is minimised. The signal processing time of the
controller must be less than the time for the acoustic signal to propagate from the
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Figure 2.1 Basic active noise control systems.
(a) Feedforward system
(b) Feedback system

reference sensorto the control source for broadband noise control, but for tonal noise
control, the maximum permitted processing time can be muchlarger(as the signalis
tepetitive), but it is limited by the rate at which the amplitude and frequencyof the
tones change.

The cancellation path is the electro-acoustic path from the loudspeaker inputto
the error microphone output. Thetransfer function of this path must be taken into
accountin most controller algorithms and thus it must be measuredfor every installed
system. Indeed,it is essential in most practical commercial systems that some means
is implemented in the controller to measure this transfer function regularly while the
controller is operating as it can change quite quickly in some cases. This will be
discussed in more detail in Chapter3.

Becauseoftheir inherentstability, feedforward controllers are generally preferred
over feedback controllers when a reference signal, which is correlated with the error
signal, is available. One exception is the active ear muff case, for which it has been
found that an adaptive feedback controller seems to cope better than an adaptive
feedforward controller to head movement of the wearer (Bao and Pan, 1996).
However, most active hearing protection is made using non-adaptive feedback
Systems. This arrangement minimises cost and maximises performance. One
disadvantage of feedforward controllers that is not shared by feedback controllersis
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the often encountered problem of feedback of the control source output to the
reference sensor via an acoustic path. Unlessthis is compensated for in the controller
adaptation algorithm and control filter, instability is likely to result. Appropriate
algorithmsandfilters are discussed in Chapter 3. One way of avoiding the problem
is to use a non-acoustic reference sensorsuchas a tachometeron the machine causing
the noise, as shown in Figure 2.2

 py Error
|| microphone 
 
 

Tachometer
Signal

  Control
Signal

 
 
   

Reference
Signal 

 

  
   

Error
Signal 

 

  Electronic
Conditioning pictenontrollerelectronics

Figure 2.2 Basic active noise control system with tachometerreference signal.

A tachometer reference signal is only usefulif it is desired to only control the
harmonics or sub-harmonics of the machine rotational frequency. All other noise
detected by the error sensor will be uncorrelated with the reference signal and thus
will not affect the control system output (unless a specially developed non-linearfilter
and algorithm is used - see Chapter3).

For a feedforward system used to control more than one sound source, a reference
signalis required for each source, butall reference signals need to be summedtogether
to form one signal for use by the controller.

The simple duct systems shownin the figures involvejust one "anti-noise” source
and one error sensor. More complex systems (such as those designed to control3-
dimensional sound fields) may require many sources and sensors. In this case the
control algorithm becomes much more complex, as it must take into account the
interactions betweenall sources and error sensors and provide the optimal cancelling
signal to each control source. Such a system is referred to as a multi-channel system.

The objective of the control system is clear; it must minimise the signal detected
by the error sensor. However, to derive the appropriate control source signal to
achieve this objective, the change in the disturbance during propagation from the
reference microphoneto the control source must be accounted for, as must the change
in the control signal as it progresses through filters, amplifiers, and speakers. The
characteristics of these changes will alter significantly over time, with changing
environmental conditions (such as temperature) and transducer wear. Thereforeto be
useful in practice, a feedforward control system must be adaptive (self-tuning),
continually tuningitself to provide the optimal result. Thus, in practice, a feedforward
controller must be implemented using digital electronics. To facilitate self-tuning, the
signal from the error microphone is used together with an adaptive algorithm to
continually update the characteristics of the controlfilter (shown as “digitalfilter” in
Figure 2.3). Note that analog to digital (A/D) converters, anti-aliasing filters, digital
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toanalog (D/A)converters and reconstructionfilters are needed forpractical operation
of the system. Reconstruction filters are just low passfilters that “smooth out” the
edges of the digital signal, thus preventing the passage of the high frequency
components thatare not desired in the control signal. With the adaptive algorithm, the
filter weights are updatedin a time frameofthe order of the digital sampling rate, and
much better results are obtained thanif the filter is updated off-line. However, in
practical implementations, an update rate of similar order to the cancellation path
delay seems to work as well for a much smaller load on the digital signal processor.
This aspectis discussed in more detail in Chapter 3. Various aspects that needto be
taken into accountin the filter weight update algorithm, such as the electroacoustic
transfer functionsof the loudspeakerand error microphoneare also discussed in detail
in Chapter 3.

Simply providing the basic system components shownin Figure 2.3 will not
necessarily ensure that a successful active noise controlinstallation will be achieved;
that is, there is no guarantee ofeither local or global noise reduction. The achievement
of noise reduction depends upon the design of, and harmonyof operation between,
two major subsystems; the "physical" system, and the electronic control system. The
physical system encompasses the required transducers, the "control sources" for
inducing the secondary disturbance, and the “error sensors" that monitor the
performanceofthe active control system by providing some measure ofthe residual
noise and/orvibrationfield. Thus, the physical system providesthe structural/acoustic
interface for the active control systems, and the electronic control system drives the
physical system in such a way that the unwantedprimary sourcenoise and/or vibration
field is attenuated.

The quality of the design of these two major subsystemsis the critical factor in
determining the ability of the aclive control system to produce the desired results. The
design of the physical system, comprising the arrangementofcontrol sources and error
Sensors, limits the maximum noise control that can be achieved by an ideal active
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controller. The control electronics limit the ability of the active control system to reach
this maximum achievable result. Thus, no active control system can function
efficiently with an inefficient physical or electronic subsystem.

The design requirements for the electronic and physical subsystems are very
different from, although not completely independent of, one another. Similarly, the
design of these subsystems varies from application to application, in that the
appropriate control strategy is dependent upon the control objective, whetherit be
vibration control, radiated sound powercontrol, sound transmission control or some
other objective. For example, the physical control system for an aircraft is not the
sameas the physical control system foran air handling ductor the system for vibration
isolation of an electron microscope. However,the underlying principals ofefficient
design for each subsystem are the same.

Whetherthe soundfield to be controlled is one dimensionalor three dimensional
makesa large difference to the complexity of the required controller and the extent of
the noise reduction that may be achieved. In both 1- and 3-dimensional systems, the
noise reduction achieved will be dependent on the physical arrangementof control
sources and error sensors. Movingthe locations of the control sources and sensors
affects both system controllability (the achievable level of noise reduction) and
stability (the rate at which the controller adapts to system changes while remaining
stable). For feedforward systems, the physical system arrangementcan be optimised
independently of the controller, but for feedback systems, the physical system
arrangement is an importantpart of the controller design.

Also of importance is the size of the source to be controlled compared to an
acoustic wavelength at the lowest frequency to be controlled. Clearly, one small
control source will NOT be effective in achieving GLOBAL control of a primary
source that is many wavelengths in dimension becauseofthe inability of the control
source to significantly change the primary source radiation impedance,

To be able to decide on the best control system,it is necessary to know the
characteristics of the noise to be controlled. Is the noise transient or continuous? Is
it periodic (tonal) or random? It is always mucheasier to control periodic noise:
practical control of random ortransient noise is restricted to applications where the
sound field is confined, such as in a duct.

2.2.2 Feedback Control

Feedback control systems differ from feedforward systemsin the mannerin which the
control signal is derived. Whereas feedforward systems rely on somepredictive
measure of the incoming disturbance to generate an appropriate "cancelling"
disturbance, feedback systems aim to attenuate the residualeffects of the disturbance
after it has passed. Feedback systemsare thus better at reducingthe transient response
of systems, while feedforward systemsare betterat reducingthe steady state response.
In structures and acoustic spaces, feedback controllers effectively add modal damping,
and in the duct system shown in Figure 2.1(b) the feedback controller also reflects
incoming waves by modifying the duct wall impedance at the control loudspeaker.
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‘ve feedforward systems for which the physical system and controller can be
pe d separately, feedback systems must be designed by considering the physical
"aend controller as a single coupled system.
orcatback controller derives a control signal by processing an errorsignal, not

2 gareferencesignalas is done by a feedforward controller. For a aan
troller, the error signal is processed to derive a suitable control signal for :i. e such that the error signal is minimised, whereas in feedforwar

oe eee signalis used to help the controller to optimiseits performancein
eofminimising the errorsignal, andit is the reference signal that is processed lo
. ignal.
aieiesystems,the characteristics of the feedback control system

are Oten so as to return the system (as measured at an error sensor) = its
turbed state as quickly as possible. This type of controlleris ideal in cases where

Bor ot possible to sample the incoming disturbance sufficiently early for a
: eae controller to generate the required cancelling signal. However, the
perfocrnane of a feedback controller is not as good as a Sahattawatlk
it is difficult to prevent it oscillating or going unstable when subjec ae

uency noise. Adaptive feedback systems have the additionallimitation that theyathe incomingsignal to be characterised by a reasonably high auto-correlation
i Pan, 1996).capesnames antbe designed to provide negative feedback reciuee

the amplitude of the undesired noise) rather than positi ve feedback, overaey
range of interest. Feedback controller design usually relies on stan a =~
described in many text books on the subject. The bandwidth over whic om x
be effective (negative feedback) is fundamentally limited by the delay in : e *
between the controller output to the loudspeaker and the controller input ve
error sensor. The bandwidth of effective control is directly proportional to =
reciprocal of the delay. The phase shift associated withthis delay alwaysoet :
system from a negative feedback system to a positive feedback system at hig
frequencies. This is the main disadvantage of feedback controllers. ‘ading the path

Whenthe phase shift (or delay) through the control system (inclu ing the p ‘
from the control sourceto the error sensor) exceeds ] 80°, and the onecall:gan _— a
unity, the system will become unstable, producing positive sia as Pe
negative feedback,resulting in ever increasing noise levels that are only limite a
output capacity of the loudspeaker and its amplifiier. Thiscan cause serious = ee
noise problemsin the presenceofhigh frequency noise or if the physical 8ayer> :
controlled changes too much from the design condition (for non-adaptive fee a
control) or too rapidly between states (for adaptive feedback control). — examp :
may be the unstable oscillation (or screeching) in an active headset with analog contro
as the head set is adjusted on the head of the wearer orif the wearer enters an
environmentcharacterised mainly by impulsive or high frequency noise.

Theinstability problems of feedback controllers are usually mini misedbyoe
the controller gain within reasonable bounds, (which has the effect of limiting the
controller noise reduction performance) and using low passfilters to iiheincoming high frequency signals that cannot be controlled. Unfortunately if the

b processin
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amplitude “roll-off” characteristic of the high passfilter is too steep, the phase at
lower frequenciesis affected adversely and this further limits the useful bandwidth of
the controller.

To minimise acoustic delays and thus maximise feedback control system
performance andstability, the physicallocationsofthe control source and error sensor
should beas close together as possible. The disadvantage of placing the error sensor
close to the control sourceis that because ofnear field effects, the sound pressure at
large distances from the error microphone may notbe significantly reduced. Thisis
not a problem,of course for active ear muffs becauseof the close proximity of the ear
drum to the error sensor. The delays in the signal processing circuitry should also be
as small as possible,usually resulting in the requirementfor analogratherthan digital
circuitry for non-adaptive systems.

Forfeedback systems, the delay betweenthe control source and error sensor can
only be reduced to a certain limit. This is because ofthe nearfield effects that exist
close to a loudspeaker, so that placing the microphonetoo close will reduce the far
field performanceofthe controller, as it will be possible to achieve cancellation only
at a very local area near the microphone, dueto the non-uniformity of the near field.
One consequenceofthe acoustic delay is that feedback controllers can only cancel
periodic noise by a large amount. Following from this, one may conclude that for
random noise, the feedback controller will perform better for noise that has a high
auto-correlation coefficient for delays equal to and less than the delay through the
controller and cancellation path. Non-adaptive feedback control is also effective in
controlling transientnoise to a certain extent, as itadds dampingto an acoustic system.

Examplesofthe practical use ofa feedback controller include active ear muffs (or
active headsets), active vehicle suspension systems and active conttol of structural
vibration.

Adaptive feedback control can really only be implemented witha digital filter and
as a result it exhibits considerable processing delays. Such a system is thus suitable
only for periodic noise. This type of controller is only preferred over feedforward
controlif itis impossible to obtain a reference signal of any type(andthis is relatively
uncommon) and a fixed, non-adaptive feedback controller is unsuitable.

2.2.3 Waveform Synthesis

Waveform synthesis uses a similar configuration to that shownin Figure 2.2. In this
case, the pulses from the tachometer signal are used directly by the electronic
controller to generate the cancelling signal. Each pulse from the tachometer is
converted to a corresponding output amplitude by the electronic controller. The
controller must be programmed with the numberof pulses that will be provided for
one complete cycle at the fundamental frequency to be controlled, In that way the
controller can assign appropriate output amplitudes corresponding to each pulse, and
then update the values after each cycle based on the error signal value. The error
signal is sampled synchronously once for each pulse received by the controller. A gear
wheelis usually needed to provide the required numberof pulses per revolution from
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2 tachometer. The numberof pulses required per waveform period increasesas the
‘ yired noise reduction increases or the number of harmonics to be controlled
creases This is becausethe accuracy of the output waveform shapeis dependentonin .

umberofpulses (and correspondingly the numberof steps) per period (see Figureihen

2.4).

tacho pulses AP

original signal

ati

waveform smoothingsynthesizer filter
cancelling signal

amplitudecalculator

Figure 2.4 Arrangement of waveform synthesis controller,

The waveform synthesis system canattenuate noise at the fundamental frequency
of the waveform and all its harmonics, butynothing in between. More details about this
approach can be found in the discussion in Chapter3.

2.3 CONTROL SYSTEM OPTIMIZATION

In general, the performanceof an active noise control system is governed by a number
of related factors that must be addressed in the appropriate order during the design
procedure. Referring to Figure 2.5, it can be seen that the absolute maximum levels
of (global) attenuation that are possible with a particular active noise control system
are determined first by the placementofthe control sources. This means that no matter
how well the error sensors have been placed or how goodarethe electronics, an active
control system will not function properly if the control source placement is not
satisfactory. Even for the simple single channel] case involving the control of plane
waves in a duct, there are preferred locations for the control source that will give
better results (in terms of power neededto drive the loudspeakersas well as noise
reduction) than other locations.

After the control source placement has been optimised, the maximum
performance achievable with the active control system will be determined by the
locations of the error sensors, which must be such that they can effectively sense all
Parts of both the primary and controlsignals. For example,if the target of the control
System is the reduction ofnoise levels in a reverberant space, the error sensors must
be capable of adequately sensingall acoustic modes driven by the primary and contro!
Sources. Similarly, if the aim is to reduce the noise inside automobiles, the error
Sensors must be capableof sensing all acoustic modes excited in the vehicle cabin.
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Figure 2.5 Performancehierarchyofan active noise control system.

After both control source and error sensor placements have been optimised, the
maximumachievable performanceofa feedforward control system will be limited by
the quality of the reference signal. The control signal can only act to cancel that part
of the error signalthat is correlated (or coherent) with the reference signal. Thus,if
the reference signal contains components thatare notin the errorsignal, the dynamic
range of the controllerwil! be effectively reduced, with correspondingly poorer noise
reduction results. On the other hand,if the error signal contains componentsthatare
not presentin the reference signal, then the noise reduction measured by the error
sensorwill be proportionally reduced.

The final performance limiting factor for a feedforward control system is the
performanceofthe electronic control system,whichin turn is related'toits calculation
accuracy and dynamic range as well as the algorithmsit uses. The dynamic range is
determined by the numberofbits characterising the A/D converters as well as the
adjustment ofthe input amplifiers to ensure that the maximum possible signallevel
corresponds to the maximum digital output. Usually 16-bit A/D converters are
adequate. The calculation accuracy depends on whetherthe processoris fixed point
(16 bit) or floating point (32 bit). The floating point processoris much easier to use
andsetup thanthe fixed point processor dueto its greater calculation accuracy making
it more forgiving ofthe selection ofparameters that impacton the calculation process.
Thus, the floating point processor is recommendedfor use in all but low cost mass
market implementations. Note that DSPs are used rather than ordinary micro-
processors because most of the operations done by the adaptive algorithm are
multiplication and addition.

Eachof the performancelimiting factors illustrated in Figure 2.5 and mentioned
above (except for controller performance) will now be discussed in detail. The
discussion of the influence of controller performanceis left to Chapter3.

The sources needed to generate the anti-noise field (control sources) must be
capable of producing noise levels similar to those produced by the unwanted noise
source. The control sources mustalso be able to survive in the particular industrial
environment in whichthey are used. Typical control sources include loudspeakers,
horn drivers or vibration actuators (piezoelectric patches, piezoelectric stacks,
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ostrictive actuators, electrodynamic shakers, electromagnetic actuators,inertial
hydraulic shakers and pneumatic shakers). The vibration actuators are used

to control the vibration of surfacesthat are radiating the unwanted sound,

magne
shakers,
someti mes

3.3.1 Control Source Output Power and Placement

jeving optimal control source placement is a complex process. To obtain globaleeiar the basic requirementis that the control source arrangement mustbe able
cite the unwanted soundfield with somefidelity. For single control source
a such as the control of plane waves in a duct, the optimal control source
E reeks where the required displacement amplitude (of the control loudspeaker) iseium. This location can be determined theoretically or experimentally by trial
, Beeror If the control source is not placedat the optimal location, the same amount
aFive reduction may be possible in some cases, but the control loudspeaker will
oieto be driven muchharderandin practice, there are likely to be locations where
it simply cannot be driven hard enough (due to loudspeaker power limitations) to
achieve the expected noise reduction. a

For applications where manycontrol sources are necessary, the optimal loca ne
can be determined by a numerical procedure involving finite element(or boun 7
element) analysis and genetic algorithmoptimisation. Finite element analysis is us
to calculate the system modal characteristics, which are then used to calculate the
soundfield generated by the primary and control sources. For simple systems, oe
asimply supported panelradiating noise) the theoretical modelling may be base en
an exact analysis using classical mechanics rather than finite element analysis. or
each possible control source configuration, the control source strengths required to
minimise the sum of the squared soundpressuresatall possible sensing locations are
calculated using quadratic optimisation (Hansen and Snyder, 1997, Chapter 8). For

enclosed sound fields, total potential energy, rather than the sum of squared sound
pressures at a numberof locations may be usedas the quantity to beminimised (cost
function). For sound radiated by a source outdoors, the cost function may be total
radiated sound power. The minimum value of the cost function is calculated for each
control source configuration tested. The best control source configuration can then be

determined by trial and error or a more sophisticated search procedure such as a
genetic algorithm may be used as described by Simpson and Hansen (1996) and
Hansenetal. (1996, 2000).

It should be noted that the modelling does not have to be purely analytical or

numerical. Experimental data, namely transfer function measurements, between an
array of possible sensing locations and the primary and possible control source
locations, can be used to model active noise control performance. First the primary
soundfield (with no controlled field operating) is measured at the locations whereit

is desired to minimise the sound field. The numberof Jocations can be much greater
than the numberoferror sensors that are planned to be used. Next, transfer functions

are measured (in the frequency domain, using a spectrum analyser) between all
Possible control source locationsand the locations where the primary soundfield was
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measured. For a particular control source configuration, the optimum controlsource
strengths that minimise the sum of the squared sound pressures at the specifieq
sensing locations can then be calculated using commercial multiple regression
packages as describedin the literature (Snyder and Hansen, 1991c).

Notethatthe optimisation proceduresoutlined in the preceding paragraphsstrictly
apply only to a single frequency. Each frequency ofinterest will be characterised by
a different optimum set of control source locations. If only one or a few tonesare to
be controlled (orif the frequency ranges to be controlled are narrow band in nature),
the optimum locations maybecalculated for each tonal frequency (or centre frequency
of a particular narrow band) and a compromise determined to obtain the best overall]
noise reduction. However, if the noise to be controlled is broadband in nature,it is
impractical to concentrate on optimising control source locations using the procedures
just outlined unless one part of the spectrum is more importantthanall the otherparts.
Alternatively, it may be possible to divide the frequency range of interest into a
numberof narrow bands and determine optimum source locations for each band. The
actual control sourcelocations that are used may then be a compromise between the
various optimal locations correspondingto the centre frequencies of each band and
more control sources than originally expected may have to be used as well. What is
likely to happen in practice is that some parts of the frequency spectrum will be
controlled to a greater extent than other parts of the spectrum fora particular control
source configuration.

One way of coping with broadband noise is to use more control sources than
theoretically necessary for a single frequency source. An exampleis controlling sound
propagating in a duct. If a single control source is used, there will be certain
frequenciesat which it cannotgenerate sufficient output to achieve significant control.
In this case, it would be beneficial to have a second control source separated from the
first axially along the duct by a distance correspondingto a third of a wavelength at
the highest frequency ofinterest.

There are a few general rules that apply to control source placement. First,it is
generally moredifficult to obtain significantlevels of global sound attenuationin free
space than in an enclosed space. To duplicate the unwanted acoustic radiation pattern
in free space generally requires the control sources (usually loudspeakers)to be placed
in close proximity to the source of the unwantednoise. As an example,if the source
of unwantednoiseis a simple monopole and the control source is a second monopole,
then to achieve a reduction of 10 dB in radiated power, the two sources must be no
greater than one tenth of an acoustic wavelength, A, apart, a constraint that is more
easily satisfied at low frequencies. This constraint is clearly illustrated in Figure 2.6,
which showsthe attenuation as a function of distance, r, between the two sources
(Nelsonet al., 1987b).

If the excitation frequency is 100 Hz, and the primary source size is small
compared to a wavelength of sound(less than 1/5), andif the control source is within
approximately 30 cm of the source of the unwanted noise, 10 dB of global sound
attenuation is the maximum that can be obtained. However,if the excitation frequency
is 500 Hz, the control source must be within a few centimetres of the unwanted noise
to achieve the sameattenuation. Global sound attenuation refers to a reduction in the
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Figure 2.6 Maximum possible attenuation in sound power
for a single monopole source by another monopole source
as a function of separation distance.

total sound powerradiated by the combined primary and control sources compared
to that radiated by the primary source alone. On the other hand, it is possible to obtain
“geal attenuation” using a control source remote‘from the primary source. In this case,
the sound levels at other locations are likely to increase with a resulting overall
increase in the radiated sound power,as a result of the reduction in a localised area.

If the source of unwanted noise is greater in size than about one fifth of a
wavelength, it will be necessary to use more than one independent control source to
obtain appreciable global sound attenuation, and the larger the physical sizeof the
unwanted noise source, the greater will be the numberofcontrol sources required. It
is also important to note that unless the noise being generated is tonal, it is often
difficult to obtain a reference signal, representing the impending unwanted
disturbance, in sufficient time to generate the required control signal. This is not so
muchofa problemfor periodic noise (such as electrical transformer hum) because in
mostcases, it may be assumed that the reference signal does not vary much from one
cycle to the next. ;

In summary, we may conclude that to obtain a substantial amount of noise
reduction, the control source signal mustbe coherentwith the primary source output
(that is, no extraneous noise mayexist in cither signal), the separation between the two
sources must be small and the control source mustbe of similar size to the primary
source and capable of generating a similar volume velocity at the frequencies to be
controlled. Of course,if the primary and control sources are in a duct, rather than in
free space, the source separation and size constraints do not apply.

The effect of control source location on the maximum achievable sound power
Teduction in a ductis illustrated in Figure 2.7 for a constant pressure primary source
(e.g. a fan for which the acoustic pressure generated is independentof the acoustic
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Figure 2.7 Total acoustic power reduction as a function of
ptimary/control source separation for a constant pressure, non-
tigid primary source (Hansen and Snyder, 1997).

load impedance thatit sees) and a non-infinite impedancein the planeof the primary
source. For an infinite impedance in the plane of the primary source, an infinite
amountof control is achievable regardless of source location.

Note that the downstream duct impedancehas no effect on the optimum control
sourcelocation. It is also interesting to note that the best location for the contro] sound
source in a duct turns out to be at one ofthe pressure maxima,so the best location may
be determined by measurementof the sound pressurein the ductif the primary source
termination impedance cannot be determined.

Figure 2.8 is interesting in that it shows how much volume velocity is required
from the contro] source in relation to the primary source to achieve optimal control.
It is clear that source location has a large influence on how hard it must be driven to
achieve optimal control.

Aspreviously explained, control source optimisation procedures usually only
optimise at a single frequency. There are many industrial applications wherethis is
inadequate and even in cases where a single frequency tone only is to be controlled,
the frequency or wavelength is likely to shift with process changes or temperature
changes.In these cases, it may be prudentto explore optimum controlsource locations
at a number of frequencies and temperatures in the range to be controlled. The
conclusion maythen bethat a numberofcontrol sources may be required to maximise
the noise reduction in cases for which, theoretically, only one source should be
sufficient.

An example is the control of a tonal noise in an industrial exhaust stack. The
wavelength of the noise typically may change by about 20% due to process
temperature changes and fan speed changes. Although a single control sourceis all
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function of primary/control source separation for optimal
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Snyder, 1997).
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that is required to control a single frequency noise in a duct in which no higher order
modes are cut-on, there are source locations that would require excessive source

output. These locations vary as the wavelength varies and to coverall possibilities,it
may be necessary to use up to three control sources spaced axially along the ductat
intervals of one sixth of a wavelengthat the highest frequency ofinterest.

Sometimes, oneis interested in obtainingjust local cancellation, rather than global
control; for example, around the driver’s head in the cabin of mobile mining
equipment. The size of the “zone of quiet” achievable is a function of error sensor
type and arrangementas well as the number and arrangementofcontrol sources. Thus,
the local cancellation case will be discussed in the next section.

2.3.2 Influence of Error Sensor Placement

As the control source configuration generally affects the optimum error sensor
placement,it is important that the error sensor configuration only be optimisedafter
the desired control source configuration has been determined.

With a theoretical or numerical analysis or with measured data that allows both
the primary sound field and optimally controlled sound field to be calculated (or
measured in the case of the primary field), itis possible to calculate the optimum error
sensorlocations. The optimally controlled sound field may be one that minimises the
Sum of the squared sound pressures at specified locations or it may be the sound
Powerradiated by a sourceorthe total potential energy in an enclosed space or ina
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sub-volumeofan enclosed space. The optimum errorsensorlocations are the locations
of greatest difference in acoustic pressure levels between the primary and controlled
soundfields.

Care mustbe taken to locate acoustic pressure error sensors in the far field ofthe
control or primary sources (if possible), otherwise good control may not be achieved
at large distances from the sources. At very low frequencies and for large sound
sources, the near field can extend a long way from the primary and control sources.
In this case, the result of using far field error sensors is a large delay in the contro]
system cancellation path, which reduces controller stability and tracking speed. In
these cases, better overall control system performance maybe obtained by placing the
error sensors in the near field of the control sources (for example in the controlofthe
hum generated by large substation power transformers).

Better overall system performanceis usually obtainedif the error sensors are not
placed symmetrically around the sources. However,the sensitivity of the control result
to error sensor placement reduces as the primary and control source separation
distance is reduced. Note that if sound intensity sensors are used,it is not necessary
that they be placed in the far field of the control and primary sources. However,to
date, poorresults have been obtained using sound intensity sensors rather than simple
sound pressure sensors, so the added complexity is not only notjustified, it produces
a poorer noise reduction performance, even when compared with that obtained with
near field pressure sensors.

In many cases the optimum error sensor locations (as well as optimum control
source locations) are frequency dependent, which meansthat more sensors must be
usedif a reasonable frequency bandwidthis to be covered. Also in somecases it may
be adequate to use bandpassfiltering, so that the error signal is only present at
frequencies where its location is close to optimal. In the case of noise radiating
structures,it is possible to replace microphoneerror sensors with PVDFfilm bonded
to the noise radiating structure as the error sensors.

PVDFfilm, whichis piezoelectric, may be cut to shapes, which result in them
only sensing the structural vibration that is contributing to the radiated sound. This
workis the subject of current research (see Cazzolato and Hansen, 1998, 1999).

Forthe case of local cancellation using a single error microphone, the size of the
“zone of silence” in which a greater than 10dB sound reduction is obtained, is
approximately one tenth of a wavelength. However,if the sound field is in an enclosed
space and an energy density probeis used that detects the total energy in the acoustic
field, the size of the “zoneof silence” extends to one half of a wavelength, although
the maximum attenuation obtainedisalittle less. Note that the total energy is made up
of the sum ofthe kinetic energy (proportional to the square of the acoustic particle
velocity) and the potential energy (proportionalto the squareof the acoustic pressure).

The preceding discussion applies mainly to feedforward control systems.
Feedbacksystemshave additionalstability constraints, which usually require that the
error sensor and control source be located close together. Also, for random noise,it
is essential that the noise autocorrelation coefficient, corresponding to the delay
through the controller, is greater than about 0.9 if the performance is to be at all
useful.
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9.3.3 Influence of Reference Signal Delay and Quality
that feedback systems do not have a reference sensor, ‘so the following

discussion applies only to feedforward systems. The reference signal influence on
feedforward control system performanceis twofold. First the delay for the unwanted
noise signalto travel between the reference sensor location and control source location
must be greater thanthe electronic delay through the control systemor the controller

rformance for random noise controlwill be degraded. For example, a measu rement
of random noise at an upstream point in an air handling duct may be used topredict
the noise at some downstream point in 3 milliseconds time (if the two points are
separated by approximately one meter); however, the measurement cannot be used to

redict the noise at the downstream point in,say, 10 or 20 milliseconds time. Periodic
signals, which are slowly varying, need not satisfy this causality condition because it
may be assumedthat the characteristics of one period are sufficiently similar to those
of the periods precedingit. Causality is even more important for feedback controllers
because they have no referencesignal, Instead, they rely on the autocorrelation of the
noise to be controlled to be high for delays greater than the delay through the control
system. ;

Thetotal delay through the controller includes the delays associated with the A/D
interface (significant delay), the signal processing (usually small) and the
electroacoustic conversions associated with reference sensors (small) and control
sources or loudspeakers (often large). The delays through eachof these components
may be characterised in terms of group delay, which is a measure of the timeit takes
for a given signal to propagate through a component.It is quite likely for the path
between the reference signal input and control signal output to have a group delay of
between 3 and 10 milli-seconds. The delay can easily be much larger for low
frequencysignals, as components designedto operate at low frequencies (anti-aliasing
and reconstructionfilters which cut off at low frequencies, and control sources that
have maximum outputlevels at low frequencies) typically have group delays that are
longer than similar components designed to operate at higher frequencies. Note that
a group delay of 10 milli-seconds corresponds to the need for approximately 3.4
metres ofspace (atroom temperature) between the reference sensor and control source
in a ductfull of air. ;

Regarding referencesignal quality, the following characteristics are important:

Note

* coherence between the reference anderror signals;
¢ feedbackof the control signal to the reference signal; and the
* relative magnitude and character of the main frequency components that

makeupthe reference signal.

First, in terms of coherence (which can be measured with most audio spectrum
analysers), the maximum possible fractional reduction in the power spectrum of the
system error signalis defined by:

Sef@opt = 1 -y"(@), (2.1)
S,(ounce
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where S,,(c) is the power spectrum of the error signal, opt and unc denote optimally
controlled and uncontrolled signals, and y’ is the coherence coefficient between the
error signal and reference signal. Clearly, the coherence coefficient mustbe close to
one for significant attenuation to be possible as a result of active noise control. Foy
example, using the above equation, the required minimumvalue of y’ to achieve g
20 dB noise reductionis 0.990.

Acoustic feedback can occur in a feedforward active noise control system if a
microphoneis used to provide the system reference signal and some of the noise
generated by the control source reaches the microphone.If the acoustic feedback jg
small relative to the primary noise signal at the reference microphonelocation, then
oneis just restricted in the choice of controlfilter types that may be used (see Chapter
3). If the feedbacksignalis relatively large (the exact size is system dependent), then
the control system may becomeunstable, regardless of whether an FIR or an IIRfilter
is used. Thus,it is important to find alternative reference sensors whenpossible, so
that the feedback ofthe control signal to the reference signal is minimised. When only
periodic noise generated by rotating equipment is to be controlled, a popular
alternative for a reference sensoris a tachometer. Otherpossibilities for random noise
include a microphone located near the noise sourceor an accelerometer mounted on
a structure attached to the noise source. When microphonesare used as reference
sensors the influence ofthe control sources on the reference signal may be minimised
by using directional microphoneor control source arrangements.

Foractive noise control systems that operate in the time domain, the controller
acts on the time varying reference signal, rather than explicitly onits frequency
components. ‘The control system operates so as to removethat part of the reference
signalthat is correlated with the error signal. This meansthat the control system will
attempt to remove the dominant frequency componentofthe reference signal, which
is also present in the error signal, even if this is not the desired result. For example,
if the target of an active noise control implementation is a 30 Hz signal, and a 20 Hz
signal (which need notbe controlled in this particular application) is also present in
both the reference anderrorsignals,then the controller will attempt to minimise both
the 20 Hz and 30 Hz components. If the amplitude of the 20 Hz componentof the
reference and error signals is 10 dB above that of the 30 Hz component, then the
controller wil] attemptto attenuate the 20 Hz componentby 10 dB beforeit explicitly
allenuates the 30 Hz component. The control system can be viewed as having a
"flattening" affect on the spectrum, where the frequency components in the error
signal that are also present in the reference signal will be "pushed" down to
approximately equal amplitudes. The control system can also be viewed as being able
to subtract a limited amountof "energy" from the referencesignal; the attenuation per
frequency componentis reduced as the number of frequency components requiring
attenuation is increased. For example, assuming that the control systemcan attenuate
both the 20 Hz and 30 Hz signal components, and if the amplitude of the 20 Hz
componentof the signals is 10 dB above the 30 Hz component, then the 20 Hz
component maybe attenuated 15 dB, while the 30 Hz componentis attenuated 5 dB
(the final spectrum is “flattcned"). If the 20 Hz component is removed, the 30 Hz
component maybe attenuated 15 dB. However,if the controller cannot attenuate the
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zcomponent, perhaps becausethe transducers were designed to operate at 30 Hz
nnot provide adequate outputlevels for attenuationat 20 Hz, and the 20 Hz
nentof the signals is dominant, the control system will go unstable asit tries to

he impossible taskofattenuating the dominantsignal component. To optimise
controller performance, the relative amplitudesofthe frequency componentsin the

ee ce signal should bethe sameas therelative amountsofattenuation required for
aerequenty component. Thatis, if 25 dB ofcontrolis required at frequencyf, and
foaB is required at f,, then the amplitude of the reference signal power spectrum at
i should be 15 dB higher than the amplitude at fj : In many cases this requires some
filtering of the reference signal prior to it being used by the controller. This
henomenon can be explained by referenceto the filter update equations discussedin

Chapter 3 andthe explanation will be discussed there.
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CHAPTER THREE

THE ELECTRONIC CONTROL

SYSTEM

3,1 INTRODUCTION

A numberofalternative types of electronic contro! system will be described in detail
here. First an overviewofthe different types will be given, then controlfilter types will
be discussed followed by a discussion of the algorithms used for optimising them.
Programminganelectronic control system is a complex task and optimal performance
requires that most of the programming be donein assembler code. Fortunately, with
the adventof reasonably priced commercial controllers, it is probably not necessary
for mostusers to know howto program them. Nevertheless even tuning a commercial
active noise control system is an acquiredart that takes quite a bit ofpractice to master.

Figures 2.2 and 2.3 show where the electronic controller fits into an adaptive
feedforward active noise control system. In practically all feedforward
implementations, the controller is digital. In some feedback systems that are non-
adaptive, analog electronics are still used due to,the minimal delays associated with
them. The feedforwardelectronic controller is made up of three major components
with two inputs and one output as shownin Figure 3.1.

Reference Error
Goa) caine signalinpu signal i

{output) (input)

Digital Cancellation pathfilter transfer function
modeller

Adaptive
algorithm

Figure 3.1 Basic components of the electronic part of a single-channel feedforward
active noise control system.

 
Multi-channel controllers are similar in architecture to single channel controllers

as shownin Figure 3.2; the majordifferenceis in the adaptation algorithm. Adaptation
algorithms for multichannel controllers are discussedin detail by Hansen and Snyder
(1997) and Kuo and Morgan (1996) and will only be briefly mentioned here. In
Figures 3.1 and 3.2, the input and output signals (reference, error, and control) are
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weight updatecoefficients

Adaptive
algorithm

Figure 3.2 Basic components ofthe electronic part of a multi-channel feedforward
active noise control system.

assumed to be digital (the analog to digital and digital to analog converters are not
shown). The three major componentsof the controller shown in Figures 3.1 and 3,2
are: a digital filter, an adaptive algorithm, and a cancellation path impulse response
modeller. Each of these will be discussed in detail in the sections to follow.

Adaptive feedback controllers differ from the structure shown in Figures 3.1 and
3.2 in that there is no external reference signal for a feedback system. Instead a
pseudo-referencesignalis synthesized from the errorsignal as will be seen later. Non-
adaptive feedback controllers are usually based on analog electronics and consist
solely ofa filter and an amplifier as the electronic controllerin Figure 2.1(b). For the
waveform synthesis implementation, the cancellation path transfer function modeller
is not needed andthe digitalfilter is replaced with a waveform synthesizer.

3.2 DIGITAL FILTERS (ADAPTIVE CONTROLFILTERS)

The digital filter component of the feedforward or adaptive feedback controller
{sometimesreferred to as a controlfilter) is responsible for generating a controlsignal
output from the reference signal input. The control signal is fed to a control source
(such as a speaker) that generates the cancelling sound. The controlfilter takes
discrete samples of current and past reference inputs (and possibly filter outputs),
multiplies them byasetof coefficients or weights, and addsthe results to produce an
output sample. The valuesofthefilter weights determine how the reference signalis
modified by the controlfilter to produce the required control output. To drive the
loudspeaker, consecutive output samples are converted to an analog signal using a
reconstructionfilter.

Thecontrolfilter may take a number offorms, the most commonof whichis the
finite impulse response (FIR)filter. An FIRfilter may be representedas in Figure 3.3,
where z represents a delay of one (input) sample and w, represents filter weight i.

The structure in Figure 3.3 is sometimes referred to as a transversal filter, or a
tapped delay line. The numberof"stages"in thefilter (the numberofpresent and past
input samples used in the output derivation) is usually referred to as the numberof
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sampled
input

Figure 3.3 FIR filter architecture.

filter "taps". Whensubjectto a unit step input, the filter output will eventuallydecay
zero, thus its name,finite impulse response filter. FIR filters are ideally suited to

tonal noise problems, where the reference signal is one or perhaps a few ee
(probably the most common reference signal in active noise and vibration eae
work), and where the control signal does not in any waycorrupt the reference signal.

In somecases, especially when there are resonancesin the system to be controlled
orif there is acoustic feedback from the control source to the reference sensor, leading
to corruption of the reference signal, the FIR filter is not the best choice and the
infinite impulse response(IIR)filter is often chosenforits ability to directly model the
poles in the system resulting from the above mentionedeffects. Such a filter has the
architecture illustrated in Figure 3.4 and may be considered as being made up of two
FIR filters.

Sampled
Input Feedforward

Transfer Function (3)b,+b,2'+b,2°+...

Feedback _Transfer Function
a,z'+a,2"+... 

Figure 3.4 IIRfilter architecture.
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Theoutputvalue of the IIRfilter is equalto the weighted sum ofpresent and past
inputs and is defined by:

yk) = byx(k) +Bx(k-1) ++Bk) + ayy(k~-1) + ayy(k-2) ++ a,y(k-m) (3.1)
The equation for an FIRfilter is obtained bysetting all of the “a”coefficients to zero
in the above equation.

The main advantageofthe IIR filter (in additiontoits ability to accurately mode]
the acoustic feedback path and system resonances) is that it can model complex
systems with much fewer weight coefficients than required by an FIRfilter, thus
reducing computationalload. This advantage comesatthe costof inherent instability,
slower convergence and the possibility of convergenceto a local minimum in the error
surface instead of a global minimum. Thisis in contrast to the existence of only one
minimum for an FIR filter when a gradient descent algorithm is used (see Section
3.4.1). The lack of inherent stability in the TIR filter is a result of the presenceofthe
feedback sectionofthefilter:if the (feedback) loop gain becomestoogreatthe system
becomesunstable, as opposedto the case of the FIR filter for which the gain can
become extremely large without causing instability, When anIIR filter is subjected
to a unit step input, the feedback section ensures that its output will never decayto
zero; thus its name, infinite impulse responsefilter.

ORfilters are preferred over FIR filters where the noise to be controlled is
broadband in nature especially if the system to be controlled has resonances in the
control frequency range or where the phase speedis not independent of frequency
(such as higher order modes propagating in air handling ducts). IIR filters are also
preferred over FIRfilters in feedforward control systems where there is feedback from
the control source to the reference microphone resulting in contamination ofthe
reference signal. This problem often occursin air handling ducts, where the reference
signal is provided by a microphonein the duct. Althoughthe problem can be reduced
by using directional sound source and microphone arrangements, it can never be
eliminated entirely when a microphoneis used to provide a reference signal. System
resonances andacoustic feedbackfrom the control source to the reference microphone
result in poles in the transfer function of the optimum controlfilter. These poles can
be modelled easily with an IIRfilter, as its transfer function is characterised by a
denominator as well as a numerator, but as an FIR filter transfer function has no
denominator,it takes a very long FIRfilter to even approximately model the poles.

In some cases, particularly when there are non-linear acoustic control sources or
non-linear systems to be controlJed, neither of the IIR or FIR filter architectures are

suitable. One possibility that addresses the non-linear problem is to use a non-linear
filter such as illustrated in Figure 3.5 where x is the input signal, W,, are the filter
weightcoefficients and x‘ and x° are the input signal raised to the 4th and 5th powers
respectively. A secondtype ofnon-linear filter ts a neural network, which is illustrated
in Figure 3.6. An important characteristic of non-linearfilters is that they can generate
signals at frequencies that do notexist in the reference signal and thus they are ideal
for controlling systems for which the control actuators suffer from significant
harmonicdistortion.

Eachof thefilter types just discussed requires a differentalgorithm for adjusting
its weights to achieve a control signal that will minimise the error signal.
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Figure 3.6 Non-linear neural network filter for control of non-linear systems.

In summary, there are three parameters that affect the performanceof a digital
filter in an active noise cancelling system:the type offilter, the filter weight values
and the number of weights. For a single tone, in theory, only 2 weights are needed
with an FIR filter to generate the required cancellation signal. In practice, a very large
difference in the two weight values may occur, especially if the sampling rate is more
than 20 times the frequency of the sine wave. This can result in less noise reduction
being achieved, as there are inaccuracies associated with subtracting large numbers
to calculate a small difference. It has been found that an FIRfilter with between 4 and

20 weightsis usually adequate. For multiple tones, 4 to 20 weights per tone should be
used, with the actual numberrequired being dependent on how different the sampic
tate is From 10 times the frequency to be controlled. The greater the difference, the
greater the numberoffilter weights necessary for optimum performance. For random
Noise, several hundredfilter weights are necessary and often anIIRfilter gives better
results (with less weights in the feedback path than in the feedforward path) for a
fixed allowed number of weights. If acoustic resonances exist in the physical system,
then 4 to 10 weights per resonance in the feedforward and in each ofthe feedback
Parts of an IIR filter are likely to be required for good control.
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3.3 ADAPTATION ALGORITHMS FOR ADAPTIVE FILTERS

The adaptation algorithm componentofthe controller is responsible for luningthe
digital filter weights so that the resulting control signal minimises the error Signal
received by the controller. Another adaptive algorithm is responsible for obtaining g
model of the cancellation path impulse response (time domain equivalent tg the
frequency domain transfer function) as discussed in Section 3.3.2. To be able to
accomplish the tuning task, the adaptive algorithm requires three inputs: the error
signal(s) corresponding to the sound level where the soundis to be minimised; the
reference signal; and the electroacoustic impulse response(s) between the electrica]
inputto the control source andelectrical output from the error sensor(s) (cancellation
path impulse response(s)). The error signals can be provided by microphones, or by
some other transducer that can measure the unwanted disturbance (such as an
accelerometer for vibration control). The cancellation path impulse response must be
determined as described in Section 3.3.2 for the path between each control source and
eacherror sensor.

Adaptive algorithms used to optimise the FIR or IIRfilter weights “on-line” in
active noise and vibration control systems are essentially derivations of the adaptive
algorithms used in systems such as telephone echo-cancellers and adaptive optics in
telescopes to cancel unwanted optical “noise” and thus enhancesignals from distant
stars. The main difference in active noise control systems is the existence of a
cancellation path impulse response, which exists because we are now dealing with
sound (and its corresponding slow wave speed)rather than electromagnetic waves,
Estimation ofthe cancellation path impulse response is discussed in Section 3.3.2.
Here we will derive the FXLMS (filtered-x, least mean squares) algorithm for
adapting the weights of an FIR filter, which includes the effects of the cancellation
path impulse response, The LMS (least mean squares) algorithm has been used for
many years in telephone echo cancelling systems. The addition of the “FX” to make
it the “FXLMS"”algorithm is a result of the need to include the effects of the acoustic
cancellation path (Morgan,1980; Burgess, 1981). Itis called the “filtered-x” algorithm
becauseit requires a filtered version of the referencesignal as input, with the filter
having the same(or estimated) impulse responseas the cancellation path. Ofcourse,
the adaptive algorithmused for determiningthe weightsofthe FIR filter used to model
the cancellation path impuise response doesnot includethe “filtered-x” part; it is the
sameas the LMSalgorithm used in echo-cancellers in ielephone systems.

3.3.1 Single-Channel FXLMS Algorithm for FIR Filter Weight Adaptation

3.3.1.1 Feedforward Control

The LMSalgorithm is a gradient descent algorithm that operates by adding to the
current value of the filter weights a small percentage of the negative gradient of the
‘ror surface (the errorcriterion plotted as a function of the filter weights) to calculate
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the “error bowl”to the optimum set of weight coefficients by adding to its existing
estimate a portion ofthe negative gradientof the error surface at the location defineq
by this estimate. Mathematically, the process may be expressed as:

w(k+1) = wk)-uVI kK) (3.2)
where VJis the gradientofthe error surfaceat the location given by the current weight
coefficient vector, w(x), and y is the convergence coefficient (a positive number),
which defines the portion of the negative gradient to be added. The weightcoefficient
vector elements are the controlfilter weights and it can be written as:

wk) = [wy(k) w(K) WAK) ees, w,_ (Ay (3.3)
For the two weighterror surface shown in Figure 3.7, the weight coefficient vector
will only have 2 elements; that is, L = 2 in Equation (3.3).

Consider for simplicity a system with only a single error sensor. Let the
contribution fo the error signal e(k) at any time instant & be p(k) from the primary (or
unwanted) noise source and s(k) from the contro! source. Thenat any time,k, the error
signal is given by:

e(k) = p(k) + s(k) (3.4)

The gradient ofthe error surface(errorcriterion plotted as a functionofthefilter
weights as in Figure 3.7) is calculated by differentiating the errorcriterion, J(k) =
e’(k), (square ofthe error signal) with respectto the filter weights. For a single error
sensor system, noting that the unwanted noise componentp(k) of the error signalis
independent of the digital filter weights, differentiation produces the following
expression:

  de*(k) _ re(t SEO). rec4 8800Aw(k) =
w(h) dw(k) ow(k) Ow(k) (3.5)

The preceding equation showsthatthe gradientofthe error surface at the location of
the currentfilter weight values is equal to twice the productof the currenterrorsignal
sample e(k) andthe partial derivative ds(k)/Ow(k) of the control source componentof
the error signal with respect to the filter weights. The error signal component of the
gradientestimate is obtained simply by sampling the error signal. However, obtaining
the secondterm is a little more complicated and requires the following procedure. The
controller output signal, y(k) (at time sample k) is given by:£7)

= ry = -{
wh) = wT) ext) = Di w(katk-0) (3.6)

where x(k) = [x(k) x(k-1) o.. x(k-L+ Dy represents the reference signal samples,
w(k) represents the filter weights and was defined in Equation (3.3), and L is the
numberoffilter weights for the main controlfilter. Referring to Figure 3.8,the control
source contribution,s(X), to the error signal, e(&) at time k is given by:M-i

s(k) = [w "(x()] * (= yd) ek) = Yo E(k)yk - f) 3.7)i=0

where, y(k) = [y(k) y(A-1) y(k-M+1)) and
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i) = [EQ(K) GYR) svessnseenssernens é,,-\(k) J"are the coefficients of the FIR filter usedi. model the cancellation path (between the control output and the error sensor input
to the controller) and M is the numberoffilter weights for thatfilter. Thequantity,
@(k), represents the estimated (with ¢(k) the actual) impulse response function ofthe
cancellation path (the time domain equivalentofthe transfer function inthe frequency
domain) and* is the convolution operator. If there were no cancellation path (as is the
case for the algorithm used to estimate the cancellation path impulse response or
impulse response), then s(k) = y(k).

Referring to Equation (3.7), the quantity, s(K) may also be written as:

s(k) = [w Tox(k)] * ek) = w 7k) «FU (3.8)

wheref(&)is the filtered reference signal given by:
fl) = [RO RAD) eon fk-M+1)]" andthe j" term in f(&)is given by:M-1

Kk -j) = » é(x(k - i -j) (3.9)
Thefiltered reference signal, f(k), is obtained by passing the reference signal through
an FIRfilter that models the impulse response of the cancellation path (from the input
to the control source to the output from the error sensor) as shownin Figure3.8.
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Figure 3.8 Typical contro! system layout with on-line cancellation path identification.

At this point something needs to be said about notation. Actual quantities are
differentiated from estimatesof the actual quantities by putting a* above the estimated
quantities. In the figures,filters are represented bycapital letters followedby (z), such
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as W(z) or C2), as they are really tapped delay lines. In the equations, th filta,
coefficients at time & are represented by vectors such as w(k) and é&(k). le

The error signal component of the gradient estimate is obtained simply bysamplingthe errorsignal. Using Equation (3.8), the error surface gradient with Fespegyto the filter weight coefficients may be written as: "J

VW = 22. - rearnKy
awk) (3.10)

Using Equations (3.2, 3.6 and 3.10), the adaptive weight update equation can bewritten as:

wk+l) = w(k)-2pe(k)f(k) (3.11)
Thisis the standard FKLMS algorithm, whichis used with an adaptive FIRfilter. The
equation for updating thej"" weightofthefilter is then:

wk+1) = w(k)-2ne(h)f(k -j)
where & represents the Ath time sample.

The algorithm is implementedin practicebyfirst passing the reference signal, x(k)
through an FIR filter, whichis a direct copyofthe cancellation path estimation filter
(FIRfilter model) shown in Figure 3.8. The outputofthe filter is then multiplied by
the error signal and the convergence coefficient (see Equation (3.11)) to give the
estimate of the change required for eachfilter weight. The adaptive algorithm
effectively calculates the “slope”ofthe error surface andcalculates weights that will
cause the error to move down the slope to a smaller value. When the slopeis zero, the
algorithm will stop con verging. Note that for an FIR filter and FXLMSalgorithm there
is only one minimum onthe error surface as opposedto the IIRfilter case for which
there may be several minima and for which only one ofthe minimawill represent thesmallest error.

Thefiltering of the signal samplesin the processofderiving the gradient estimate
is whatdifferentiates the active noise and vibration control implementation ofadaptive
filtering from the other adaptive control implementations, such as those used in
telephone echo cancellation.In the latter implementationsthere is no cancellation path,
and so the signal samplesin the digitalfilter are also used in the gradient calculation.
The requirement to filter the signal samples to derive the gradientin the active noise
and vibration control implementation hasled to adaptive algorithm namessuch asthe
"filtered-x LMS (or FXLMS) algorithm", which is the active noise and vibration
control version ofthe standard "LMS algorithm".

Selection ofa suitable value ofconvergence coefficient, 1, is extremely important,
as it controls both the speed of adaptation and thestability of the adaptive algorithm.
If the value ofx is too small, the weights will adapt slowly, and possibly stop adapting
before the optimum values are reached. This is because if both the gradient estimate
and convergence coefficient are small, then the product (which controls the algorithm)
will be even smaller andis likely to becomeless than the precisionofthedigital system
used for the calculations. If the value of the convergence coefficientis too large, the
weights will either oscillate with too large an amplitude around the optimum values or

(3.12)
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are discussed by Kuo and Morgan (1996). The most common methodis to use the
normalised FXLMS algorithm, which uses the following equation to adjust the
convergencecoefficient, essentially weightingit in proportionto the referencesignal
power.

-_#

Moxy (3.13)

The quantity x(k) is the reference signal vector equalin length to the number of taps
in the controlfilter and is defined following Equation (3.6). The quantity 2 is a
constant between 0 and 2 that depends on the particular application andis set bytrial
and error as the control system is set up. In practice,it is necessary to set a lower
allowable limit on the product x(k) x(k) to ensure that the convergence coefficient
doesnotgettoo large.

3.3.1.2 Delayed FXLMSAlgorithm

If a single sinusoidalsignalis to be controlled, the cancellation path can be modelled
as a pure delay, z“. The purposeofthe delayis to align the reference signal to the error
signal for use by the controlfilter weight update algorithm. The weight update
expression for the delayed FXLMSalgorithmis then:

wk +1) = w(k) - Que(k)x(k - A) (3.14)

3.3.1.3 Feedback Control

A very similar algorithm as discussed in Section 3.3.1.1 may also be used with an
adaptive feedback system, as illustrated in Figure 3.9. Note that for the adaptive
feedback algorithm shown in Figure 3.9, no reference signal is required. In fact, a
pseudo-referencesignal is synthesised from the error signal. The FIR (control) filter
weight update equation is written as:

wlk +1) = w(k) - 2we(W[clk)+x (lO) = w(k) - 2wetkyf(k - 1) (3.15)

Note that the adaptive feedback controller just discussed cancels only the predictable
parts ofthe primarysignal, whereas, feedforward controllers cancel all components of
the noise that appear in both the reference and error signals.

The cancellation path modeller shownin the figure is used to estimate the impulse
“esponse,¢(k)(transfer function in the frequency domain), betweenthe control signal
aut of and theerrorsignalinto the electronic controller. The operation ofthis part of
he system is discussed in detail in Section 3.3.2.

A multi-channel version of the adaptive feedback algorithm is discussed by Kuo
ind Morgan (1996).
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Figure 3.9 Adaptive feedback controller with on-line cancellation path identification.\,

3.3.1.4 Hybrid Feedforward / Feedback Control

Hybrid-feedforward/feedback systems are combined systemsthat use both a reference
and error signal to generate the control output. Note that a feedforward el use
only a reference signal to generate the control output; the errorsignal is only Fi a
the filter weight update algorithm andis not used directly to generate the contro aca
Aconfiguration for a hybrid system is illustrated in Figure 3. 10.The long acoustic ti 7
delay between the control source and error sensorforthe hybrid configuration ee .
that the feedbackpart of the controller can only act on the predictable components 0
the noise. The feedforward part will cancel those parts of the error signalthat are
correlated with the reference signal and the feedback partofthe controller will act on

all periodic components of the noise at the error sensor, whether or not they are
correlated with the reference signal. Thus, the feedback part reducesthe energy in t7
spectral peaksofthe error signal, leaving the feedforward part to —- on onother parts of the spectrum, resulting in a considerable overall performan
improvement when comparedto just a feedforward system.

The weight update equations for the filters shownin Figure 3.10 are:

w(k +1) = w,OU - wa) -uf) (3.16)

w(k +1) = w,(C1 - na) ~ ufelk) (3.17)
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Figure 3,10 Configuration for hybrid feedforward/feedback control system.

1.3.2 Cancellation Path Transfer Function (or Impulse Response) Estimation

aeieoe function(s) between the electrical input to the controlé electrical output from the error sens i ial j Ia é nsor(s) is an essential input into!eecommonlyused to update the controlfilter weights, as emphasized
3.3.1. To be more correct, whatis actually needed by the traditional time
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troller is the impulse response function, which is the time domain

uivalentofthe transfer functionin the frequency domain. To be even moreprecise,
e controller actually needsa finite impulse response (FIR)filter inserted between the
ferencesignal and the control algorithm to “filter” the reference signal before it is

used by the algorithm,as illustrated in Figure 3.8. Theeffectofthis filter is represented
py the term, é(k), in Equation (3.8). a —The performanceofthe adaptive algorithm in optimising the control filter weights
ig only weakly dependent on the accuracy of the estimate of the cancellation path
transfer functions. Errors in the transfer function amplitude affect the allowable
maximum convergence rate of the control algorithm, so it takes longer to reach an
optimum.If the phase error in the transfer function estimate exceeds 90 degrees (for
q single channel system), the adaptive algorithm will becomeunstable.In practice,it
is betterto limit the errorto less than 45 degrees. For multi-channel systems, the phase
requirement surprisingly becomesless restrictive as the number of channels increases.
From the preceding discussion it may be concludedthatit is only necessary that the
modelling process produce a reasonable approximationofthe actualtransfer function,
but that increased accuracy in the transfer function measurementwill, in some cases,
result in improved control system performance.

As the cancellation path transfer function (or impulse response) for a particular
system can change with time,it is often necessary to be able to determineit “on-line”
on a reasonably regular basis. Reasons for the cancellation path transfer function
variations include temperature changes that affect the speed of sound between the
control source anderror sensor,air flow rate changes in duct systems, dirt build-up on
loudspeakers and microphones and ageing of the electro-acoustic components.
However, on-line determination of this transfer function (or impulse response)
introduces a set of new problemsthatwill become apparent later in the discussion in
this section.

Figure 3.11 illustrates the principle of cancellation path impulse response
modelling. In most cases, an FIRfilter is the most appropriatefilter type to implement,
and an adaptive algorithm is used to adjust the filter weights so that the impulse
responseof the FIR filter matchesthat of the cancellation path. Thefilter weights are
adapted using a gradient descentalgorithm, whichis a little different to the algorithm
used to update the control filter weights (see Section 3.3.1). The difference results
from the absenceofan electro-acoustic transfer function in the arrangement shown in
Figure 3.11. As can be seen from thefigure, the modelling signal is used directly in
the calculation of the error signal, without having to first pass through speakers,
microphones, filters, etc.

The modelling signal shownin Figure 3.11 can be introduced random noise that
is uncorrelated with the reference signal or it can be the control signalitself. The
advantage of using the controlsignalis that no additional noise has to be introduced
into the system that will limit system performance. The disadvantage is that the
modelling signal is highly correlated with the reference signal and this causes errors
inthe transfer function (or impulse response) measurement. Both types of cancellation
path modelling will be discussed here and then a comparison betweenthe twowill be
made.
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Figure 3.11 Cancellation path modelling arrangement.

 

3.3.2.1 RandomNoise Modelling Signal

The random noise modelling signal is usually either white or pink pseudo-random
noise. The advantageof using pseudo-random noiseis that it is uncorrelated with the
primary noise, which reduces the chance of bias in the model. Unfortunately the use
of either type of random noise results in an additional, uncontrollable disturbance
being introduced into the system. Fortunately, the amplitude of the modelling
disturbance can usually be quite small and still produce an adequate model (say, 30
GB belowthe peaksignallevelsat the error sensoras a result of the primary noise, the
reduction of whichis the control objective).

The filter weight update equation for the filter in Figure 3.11 with both the
primary and control sources operating is:

w(k +1) = w(k) tpv (De® (3.18)

where:

e(k) = p(k) + s(k) + vk) ~ 9K) (3.19)

The presenceof the uncorrelated primary and control source contributionsatthe error
sensor (p(k) + s(k)) degrades the impulse response function estimate accuracy and
strong tones in these signals can causethe errorto be sufficiently large that the main
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control system will becomeunstable.If the primary source is turned off, no control
signal will be introduced andthe only signal emitted by the control source will be the
seudo-random noise modelling signal. Thus if the primary source (and thus the

control signal) are turned off when the modelling is undertaken, then there is
obviously no problem and an excellent estimate of the impulse response of the
cancellation path will be obtained. Alternatively, the pseudo random noise signal
could be increasedtoasufficientlevel to obtain an adequate model ofthe cancellation

ath but this can affect the perceived performanceof the controller.
Another way to minimise the influence of the primary and control signals, and

allow the controllerto remain operatingis to use an additional adaptive filter to cancel
the primary and controlsignals as described by Kuo and Morgan (1996, page 224) and
Hansen and Snyder (1997, page 483) andreferred to as extended identification. This
filter uses the referencesignalas input and producesanoutputsignalthat cancels the
components ofthe error signalthat are correlated with the reference signal.

Evenif an additional adaptivefilter is used, and the primary sourceis left running
as well as the control signal, it is preferable to turn off the controlfilter adaptation
while the impulse response of the cancellation path is being determinedandideally,
the impulse response should be measured at relatively infrequent intervals. The
interval that is required between consecutive measurements will depend on the
application, but in generalit need notbe nearly as often as the controlfilter is updated.
It has also been foundthatthe overall system performanceis improvedifthe first few
filter taps in the impulse response modelare set to zero (Snyder, 1999) to reflect the
actual delay in the cancellation path. i

3.3.2.2 Overall Modelling

Another approach to cancellation path modellingis to use the actual controlsignalas
the modelling signal (instead of the pseudo-random noise) and inject it into the
cancellation path model. This approach can lead to high degreesofsignal bias, which
requires treatment using the extended identification procedure mentioned above. An
arrangement forthisis illustrated in Figure 3.12 (Kuo and Morgan,1996). Note that
the adaptive algorithmsfor the primary path and cancellation path estimates are LMS
algorithms, not FXLMS.There are three adaptive filters shown in the figure: oneis
the controlfilter and the other two modelthe cancellation path andthe primary path,
respectively. This arrangementis referred to as “extended ID” due to the additional
adaptive filter used to remove the primary path fromthe cancellation path model.

Note also that the figure shows anoff-line state and an on-line state. The idea is
to begin with the off-line state when the control systemis first turned on. Forthisstate,
one or moreofthe control filter weights must be non-zero and the primary source must
be operating or else there would be no modelling signal. The delay, z, in the reference
signal path is equal to the delay through the controlfilter. This is to minimise the
correlation between the reference signal and the modelling signal. In the on-line state,
the control filter is being updated as well as the cancellation path and primary path
modelling filters and the control signal is correlated with the reference signal. This
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Figure 3.12 Control system with overall modelling of the cancellation path and extended ID to separate
out the primary signal.

results in the cancellation path and primary path models being less accurate thanif the
two signals were not corrrelated. This is acceptable, provided the cancellation path or
primary path do not change too much from theinitial estimate made in the off-line
configuration, If a significant change in either of these paths is detected, then the
control filter weight update is suspendedandthe controlleris switchedto off-line mode
until goodestimates of the two paths are obtained,

Asthe controller converges to the optimum controlfilter weight values, the error
signal becomes smaller and this results in increasing errors in the cancellation path
model. Eventually, the errors will become so great that the controller will begin to
diverge and the control source output level will increase. This event could be used as
a means of determining when to switch to “off-line” mode and measure an accurate
cancellation path model, If the increase in control source output level were a result of
a changein the primary signal, then a new, accurate cancellation path model is also
required, and the switching to “off-line” modeisstill the correct controller action.
Alternatively, if the cancellation path modelling is occurring continuously, the
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ontrol outputwill result in a better modelling signal (as it will be beer ;.toot than the primary sourcesignal atthe error sensor), which,in turn,will result
sos cancellation path model and allow the controller to converge again.er

in es this could result in an error signal that cycles from loud to quiet on afortu :

33.23 Comparison ofPseudo-Random Noise and Overall Modelling Approaches
seudo-random noisereducesthe noise reduction performance eran

“. werceived performance) of an active noise cancellation systemasit increases the
thepei oise level after cancellation. In practice, this can be reduced by using
.odelling as discussed in Section 3.3.2.1 and by leaving the control source
extende iadaptivefilter update) running during the modelling procedure. This will
Ewethe level of the pseudo-random noise required if the primary source cannot bere

errestems where the primary noise frequency contentis changing (eg as a result
ofahaa engine speed), the overall modelling technique will cause pee.
+ only produces an accurate cancellation path modelfor the frequencies int coni ad —- the primary) noise signal. If these change rapidly, the cancellation path
Seller will not be able to keep up and the modelestimatewill always be lagging the

is can result in control system instability.‘Specamelaion path estimate using the overall modelling technique has to be
updated more often than the controlfilter because it is so sensitive to the pramany noe
content. However, the estimate determined using pseudo random noise on Y nee _
updated whenthereis a large changein the cancellation path, and in some systems,
may not occurveryoften.

The use of p

3.3.3 Leaky Single-Channel FXLMSAlgorithm

i i i f Equation (3.11) in a digitalLong term operation of the gradient descent algorithm o E iaenewill lead to system instability dueto bias arising from the ——,
of quantisation errors. Fortunately, it is relatively simple to fix this problem ry
removing a small portion of thecurrent weight values with each new weight calculation
(referred to as tap leakage). When tap leakage is implemented, the gradient descent
algorithm becomes:

wk+1) = wk] ~ wa]-2melk) elk) *x(K)] (3.20)
iti ; ient. The above

wherea is some small positive number, referred toasaecantoweight update equation is derived by modifyingthe errorcriterion [rom#= :

J = e(k+ alwi? (3.21)

where || w(k)||is the vector normorlength ofthe entire filter filter weight vector, w(k)
at time, k.
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-channelversionsofthe cancellation path models discussed in Section 3.3.2Iti

y eussed by Kuo and Morgan (1996, page 234).
Anadditional benefit of tap leakageis that it can be shown mathematically

and Morgan,1996)thatit is equivalentto including a control“effort” term in the
function that is minimised by the control algorithm (as the weight values jn
adaptive filter are proportional to the control source output). This can be us
minimise any tendencyfor the control sound sourcesto be over-driven.It is uses
note that rather than use Equation (3.20), which represents a weighting Proportion,
to the square of the controleffort (see Equation (3.21)), to provide tap leakage, a
stable, faster converging algorithm often results when tap leakage proportional to 3
fourth powerof the control effort (or weight coefficient amplitudes) is used. Th
the cost function becomes:

J = ek) + af we |*

The weight update equation for the j"" weightin this case is then:

w(k+1) = [1 - paw;(lw(k)-2neflk - J)
It can be seen from Equation (3.23) that 4h powertap leakageis effectively variable
tap leakage. Asthe filter weight values get larger, the tap leakage effect gets laroer a
This is why the algorithm worksbetter, becauseit increasesthe tap leakage effect when rSL0SL0ILImieontone
it is most needed. a i

 
 
 
 
 
  

AAG Frequency Domain FXLMSAlgorithm
ome types of primary signal (eg tones spread a long way apart in frequency), the

“a ence of the time domain adaptive FXLMSalgorithm can be very slow. One
E. ee to overcome this problem is to convert the signal to the frequency domain
-hardwareFast Fourier Transform (FFT) processor and implementthe adaptive

ica in the frequency domain, with one algorithm for each frequency bin. The
cs bins are then combined together using an Inverse Fast Fourier Transform

to provide the control signal. A significant improvement im convergencerate
e achieved in this way asa different convergence coefficient can be used for each

rithm and thus each frequencybin. The arrangement for an active contro] system
ing a frequency domainalgorithm isillustrated in Figure 3.13. The reference signal,

 
 
 
 
 
 
 
 
 

 
 
 
 
 

 

 

3.3.4 Multi-Channel FXLMSAlgorithm aaactuator f

Similar algorithmsto those just derived canalso be derived for multi-channel systems,
However,this is beyond the scope of whatis intended here and is adequately cove
in anumberof advanced books (Nelson and Elliott, 1992, Kuo and Morgan,1996 and
Hansen and Snyder, 1997).

However,the filter weight update equation for a multi-channel system will be
given here asit is of particular interest for the implementation of practical multi-
channel systems. Using the same terminology asbefore, the equation for the n" control
filter weight update for a multi-channel system with one reference sensor, N control
sources and M error sensors is:

   
 
  

     
 

Adaptive
algorithmgenerator

 

  
 
 
 
 
 
 
 
 
 
 
 

 

 

M A
wik+l) = wi-# > fig(be(k), 2 =1,2...,.N (3.24)

= | Complex
where f,,,(k) is the reference signal, filtered by the impulse response(time domain’ algorithen 
equivalentofthe transfer function in the frequency domain) between control output,
n, and error sensor, m. It has been defined for m = n = 1 by Equations (3.8) and (3.9).
and the text in between. Note that this quantity is calculated using an estimate of the”
actual impulse response function, based on the cancellation path measurement
described in Section 3.3.2.

It is also possible to have a system with more than onereference signal (for
example, to control noise in a twin enginedaircraft cabin). The algorithm appropriate”
for such a system (with multiple error sensors and control sources) is presented by!
Kuo and Morgan (1996).

Figure 3.13 Configuration for frequency domain active control.

fh), is filtered by an estimate of the cancellation path impulse response, E(k), to give
prior to executing the FFT. Thesignal, f(x), is stored in an L-point data buffer in
iness for performing an L-point FFT. The vectors involved are:

1 F=LRAAKAD) Ak-L+ly" (3.25)
and the Fast Fourier transformed vectoris:

Exhibit 1019

Page 32 of 92

 



Exhibit 1019
Page 33 of 92

 
 
 
 

52 Understanding Active Noise C

FR) = [Fy&) FY}.... F,_(K)]" = FFTLADI

The same vector formulation is used for the error signal e(k) which is
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b(k+1) = b(k)-2ue®)f, &) (3.31)

yantities f,() and f,(k) are the filtered reference and control signals, also g1 t

an L-pointdata buffer and transformed using an FFT. Thefilter weight cou : Fey and are given by f,(k) = [,(K) f(K-1)... ikkeM41 )} iets ff (do) is:
are frequency domain quantities and are updated using the complex FKLMS alg ¢ ffw AKED vcrf,(K-M+1)J", respectively, where the j* elementof f(x) is:? M-I
as follows, with upper case indicating frequency domain quantities:

Wik +1) = WK) - hnMOF(DECK)

where the * denotes the complex conjugate and the above equation, consis
complex variables (except for ) represents two equations, one to calculate the
part and one the imaginary part of the complex weight coefficient. Note that
update equation is needed for each of the L frequency bins. The converg
coefficient is normalised with respect to the signal powerandis different for
frequency as the signal poweris different for each frequency bin. The normal
convergence coefficientis given by:

ue =—,
P{n)

where the convergence coefficient, 4 is set by trial and error for each application. The
quantity, P(n)is a low passfiltered estimate of the powerofX,(4). It is updated after
every block of L samples andis given by (Kuo and Morgan, 1996, page 256) as: —

Pk) = (1 -a)P(k-L) +a] XK)?
where a definesthe filter cut-off frequency.

The block processing requirementofthe frequency domain implementation causes
delays that makeit unsuitable for cancelling random noise. Some researchers have
tried with limited success to ameliorate this problem by performing an FFT at eac
sample with just one elementin the block changing between each FFT. Nevertheless,
the frequency domain approachisreally only suitable for periodic noise for which the
processing delays are unimportant.

 
1=0,1,2,.....,(L-1)

(3.29)

3.3.6 Filtered-U RLMSAlgorithms for IIR Filters :

Kuo and Morgan (1996) and Hansen and Snyder (1997) also deal with the more.
complicated case of derivation of a gradient descent algorithm suitable for the more.
complex HRfilter. The latter case will be considered briefly here asit is used in many,
active noise control applications (especially those involving resonances or acoustic.
feedbackto the reference sensor), becauseit provides better results than those obtained
using an FIRfilter. In this case, the weight update algorithm is the filtered-u RLMS-
algorithm (Eriksson and Allie, 1987). This can be written for the feedforward filter.
coefficients, a, as: J

ak+1) = ak)-2ne(f(
and for the feedback coefficients as:

(3.30)
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flk-D = y cfkyxtk - iJ) (3.32)
4h element ofLO is:

the J et
f{k-J) = Y c(Oyk -i-J) (3.33)i=0

 
 

  
 
 
 

 
 

 

Genetic Agorithms

ntrolfilters (see Figures 3.5 and 3.6), a gradient descent algorithm
| not work and the simplest weight update algorithm available is the genetic
rithm. The genetic algorithm canalso be used to updateIR and FIR filter weights,

n general for these latter two cases, its performance is not as good asthat of a
dient descentalgorithm. The main advantage(in additiontoitbeing able to—

yn-Jinearfilter structures) of the genetic-algorithm is that itis inherently stable an
uires no knowledgeofthe cancellation path transfer function (or impulseoe
ion), which means that the on-line system identification of the cancellation pat

‘be eliminated. As the genetic algorithm and filter structure are non-linear, they ae
ble of generating frequencies, not present in the reference signal, which may be
to cancel frequency components arising from the non-linear distortion in the

trol source output. The onebig disadvantage of the genetic algorithm is its slowness
onverging. This is a result of the averaging time required for performance
urement, which is at least half the period of the lowest frequency signal

ountered in the error signals, which is the lowest frequency to be controlled ifa
le high pass filter is used. A typical arrangement of an active noise control

-non-linear CO

‘system employing a genetic algorithm is shown in Figure 3.14.
The genetic algorithm is an optimisation/search technique based on evolution, and

isessentially a guided random search.It has been applied to many optimisation
problems, andin the field of active sound and vibration controlit has also been used

ptimise the placementofcontrol sources (Wang,1993, Katsikaset.al., 1993, Baek
and Elliott, 1993, Tsahalis et. al., 1993 and Raoet.al., 1991). Here, we discuss how
thegenetic algorithm may be usedto adaptthe coefficients of a digitalfilter (Wangler
and Hansen, 1993, 1994). ,

Useofthe genetic algorithm enables any filter structure to be treated as a black
box" that processes reference signals to produce control signals,based on different

Sels of filter weights. Basic genetic algorithm operation requires the testing of
Solutions (sets of filter weights), which involves loading the filter weights into the
filter and subsequently evaluating the performance of the filter in minimising a cost
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Figure 3.14 Genetic algorithm implementation of an active noise control system .

 

function based on the error sensor outputs. The genetic algorithm in essence combines
high performance solutions while also including a random search component.*

Implementation of the genetic algorithm described here has three basic stages:
fitness evaluation, selection and breeding.Fitness evaluation requiresthe testing of the
performanceofall individuals in the population, Here an individual is considered to
be a separate setoffilter weights, with the fitness of the individual being a measure
of the filter’s performance when these Weights are used for the filter output
calculation. The population then consists of acollection ofthese individuals. Selection
involveskilling a given proportion ofthe population based on probabilistic ‘survival-
of-the-fittest’. Killed individuals are replaced by children, whoare created by breeding
the remaining individuals in the population. Typically 70% of the population are
killed, with the remaining 30% forming the mating pool for breeding. For each child
produced, breeding first requires probabilistic selection of two (possibly the same)
parent individuals, with fitter individuals being more likely to be chosen. The
probability of selection is high for parents of "good"fitness and low for parents of
“poor” fitness. For optimal results, it is best to vary the probability distribution
depending uponthe stage of convergence that the algorithm has reached. Typical
probability distributions used at the beginning and at the end of convergence are
illustrated in Figure 3.16, where it can be seen thatin the beginning,there is a heavy
selection bias (or high selection pressure) towardsthefilter individuals.

Application of the crossover and mutation Operators on the parent pair produces
the new child, as illustrated in Figure 3.15. The crossover operator combines the
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Figure 3.15 Mlustration of cross-over and mutation operations for producing
a child from two parents.

 probabilityofselection
0.0
fitlest leastfit

Figure 3.16 Typical probability distributions used for parent
selection for breeding.

i i b

information contained in two parent strings (or two sets or nepondinextinei i i orresilisti i f information from either parent to each c Iprobabilistic copying 0 Sen Ted fiiexeae thei i i f the child being produced.element (or single filter weight) o Te oqtttoadi theoili i ticular weight value to the child fro !probability of copying a par! cular See econ? dainedkei troduces random copyingarents is the same. Mutation in erinformation copying stage of crossover, and gives the algorithm a random se
bility. ;

oeMutation plays a minor role in the implementation of the soaaieGansit i i e bi
imisati in that it is used to replace lost bits instandard optimisation problems, in aani i data have only two states, smencoding of the problem. As binary 7 aprobabilities work well with the ‘standard’ implementation where dataloss is min
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Thisis not the case in the implementation mostsuited to active noise and vibration
control, where a weight string is used instead of binary encoding (Wangler and
Hansen, 1994). Here, mutation is necessary tO maintain population diversity
(differences between individuals) and also to allow homing in’ on optimal solutio

being somewhatproblem dependent.
Two selection processes are carried out during the operation of the genetic

algorithm, namely the choice of individuals to be killed, and the choice of parents
during breeding (see Figure 3.17). Both selection processes have been implementeq
using a simulated roulette wheel, where each segment(orslot) on the roulette whee]
is allocated a size proportional to the individual's probability of being chosen
(selection probability), which is allocated according to Figure 3.16. Each spinofthe
roulette wheel results in one "winner" being selected. Selection probabilities are

random spin: ; :‘andom spin of pointerof poinier 
roulette selection

(without replacement)
roulette selection '

(with replacement)

Figure 3.17 Simulated roulette wheel for selecting individuals of a population to be “killed”
and those to be “parents”of the next generation.

assigned such that low performanceindividuals are morelikely to be killed, and such
that high performanceindividuals are more likely to be chosenasparents for breeding.
Selection without replacementis used for killing, where once an individual is chosen
it is removed from the roulette wheel. For breeding, selection with replacement (no
removal) is used for choosing the parents, hencethe entire mating poolis used in the
selection of each parent for each child.

Many aspects of the genetic algorithm used in standard optimisation
implementations have been changed to give the desired on-line optimisation
performance required for active noise and vibration contro] (Wangler and Hansen,
1994), as discussed in the subsections to follow.

3.3.7.1 Killing Selection Instead ofSurvivorSelection

Choosing individuals to be killed rather than those to survive allows highersurvival
probabilities to be realised for the higher performing individuals. This enables greater
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as the population data corresponding to one weight in the String will not fully
represent the weight’s entire data range. Howeverin practice it is necessary to Place
bounds on the allowed range of mutation (mutation amplitude), the optimal bounds
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ive pressure (bias towards survival and breeding of the higher performanceSeiaalt) to be applied, which can be used to give faster convergence when high
of mutation are used to sustain population diversity, Useofkilling selection also
the best performing individual to be assigned a killing probability of zero.

5 *
indivi
jevels
allows

33.7.2 WeightString Instead ofBinary Encoding

The "genetic code"of eachindividualis normally encoded asa binary string ie ie
plem variables;in this case, it would imply that each weight would beco le as

string and the strings connected together to form a complete individual or setPewk hts, with the crossover and mutation operators working at the singlebit level.eree of the upperbits of weight variables would result in large jumps in weight
- es when filter weights are encodedin this way, which significantlydegrades on-a formance. To alleviate this problem in active noise and vibration control
a a a weightstring is used with elements taking valuesof the filter weights andBthecrossover and mutation operators applied using whole weight values as the
smallest operational element.

3.3.7.3 Mutation Probability and Amplitude

Application of mutation to whole weight values enables a limit to be placed on the
deviation of filter weight values about their current values, which givescontrol over
the spread of the filter’s performance. Mutation is applied to a childoe es
ata given probability (mutation probability, typically 20 to 30 7). The oe ts ro 7
to be mutated are modified by a random change in value (see Figure 3.15), w 7
limited to a specified range (mutation amplitude). For best results the mi im
amplitude should be relatively high at the start of convergence and low rowar . me
end. Typical values range from 15% of the maximum possible weight va’ ve (a hastart of convergence) to 0.01% of the maximum possible weight value(at the end o
convergence).

3.3.7.4 Rank-Based Selection (Killing and Breeding)

 
Rank-based selection removes the scaling problems associated with fitness
proportionate selection (assigning selection probabilities proportional "oesvalues), and gives exceptional control over selective pressure (Whitley, an
Whitley and Hanson, 1989). Rank-based selection, used by Whitley and manson
(1989) for breeding (parent selection) has been extended in the active noise a
vibration control application to include killing selection. Selection probabilities, 7both killing and breeding, are assigned based on the rank position of each individual's
Performance. This essentially meansthatthe individuals are sorted into order from
best to worst performance, then each allocated a fixed selection probability
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(probability of being chosen) based ontheir position in this list. The Performane J
evaluation methodused thus becomesirrelevant as long as the rank positions are th.
same (or similar). Separate (adjustable) probability distributions are used for kill
and parent selection, with selection for killing being more probable for lower tanked
individuals and selection to be a parent being more probable for higher rankedindividuals. “i

3.3.7.5 Uniform Crossover

Uniform crossover nearly always combinesthe information of two parentstrings More.
effectively than one or two point crossover (Syswerda, 1989). One point crossoverjg
wherea position along the string is selected at random, and information is copied (f
the child being created) from one parentfor the first part of the child string and from
the other parentfor the secondpart. Similarly two point crossover involves selecting
two points along the string, and copying from one parent between these two Points,|
and from the other parentfor the rest of the child string. In uniform crossover each
position alongthe child string is produced by randomly copying from either parent, |
with both parents being equally likely to be chosen as the information source. For
active noise and vibration control problemsit has been found thatitis best to use q
modified form of uniform crossover (Wangler and Hansen, 1994), for which the
probability of copying information from the lower ranked parent is supplied, and
whole weightvalues are the smallest elements that are copied (comparedtosinglebits
for binary encoded strings) (see Figure 3.15).

3.3.7.6 Genetic Algorithm Parameter Adjustment

As suggested by De Jong (1985), adjustment of the operating parameters
(probabilities, population size, etc) can improve the performanceof the algorithm. The
adjustable parameters used in the active noise and vibration control implementation
discussed here (population size, survivalratio, killing and breeding rank-probability
distributions, crossover probability, mutation probability, and mutation amplitude)
provide good control over the stages of adaptation needed when good on-line
performance is required.

3.3.7.7 Performance Measurement

To evaluate the fitness of an individual(setoffilter weights) in minimising the error
signalit is necessary to average the mean squareerror signal over a period of time
greater than the period of the lowest frequency signal present. There should also be
a delay of twice this between eachfitness (or performance) evaluation to allow any
transient effects resulting from implementation of the previous individual (set of
weights) to subside.
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eresting to note that the genetic algorithm can handle any form of
measure, including a measure of poweror intensity, whereas previously

of their cost functions,

It is int
r, nce :
ae algorithms, because ofthe instantaneous natureus

intensity errorcriteria easily._ytuse powerOF I ;ee aes te-channel systems, the performance measure for the genetic algorithm
a f the average squared error measured by each error sensor. For

; involving "more important" and "less important”error sensors, it is easyication or aae signal from individual error sensors accordingly.

44 WAVEFORM SYNTHESIS

aveform synthesis is a control structure that was invented by Chaplin and his co- a8
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Figure 3.18 Configuration for control using waveformsynthesis.

workers (Chaplinet al., 1983) in 1979 andisillustrated in Figure 3.18. The waveform
synthesizer in the figure produces a waveform thatis intended to cancel the noise
arriving at the error microphone. The cancelling noise waveform is stored in the
waveform synthesizer as samples, w,(k), n= 1, ... N — 1, in contiguous memory
addresses, where k is the current time index, n represents a particular sample and N is
the total number of samples in one complete waveform (or one period). The
synchronisation pulse signal from the tacho is used to increment a memory address
pointer and the value in that particular part of the memory is output al that time
through a D/A converter and lowpassfilter. The output remains constant until the
waveform synthesizer receives the next synchronisation pulse, which moves it to the
hext memory address containing a different value. The output, y(k) prior to the D/A
converter is then:

WK) = Wilh) (3.34)
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where j(k) represents the [j(k)]" element of the waveform samples, w,(k), n = 1
N-1, at time, k. ‘|

The adaptation unit samples the error microphone signal once each time :
receives a pulse from the tacho. It then calculates a new value for the wavefy !
corresponding to that part in the cycle andinsertsit into the correct memory addracc
As there is some delay between when the signal is fed to the loudspeaker
subsequently received by the microphone,a time off-set, 4, needs to be Subtracteq
from the memory address pointer. Thefinal algorithm used by Chaplin (after reportinga numberofothersis:

w,Ck) + He(k), n=(k-A)
wdk + 1) = wk) otherwise (3.35)

3.5 IMPORTANT CONTROLLER IMPLEMENTATIONISSUES

The three constituents of the clectronic part of an active control system, the digital
filter, the adaptive algorithm, and the cancellation path impulse response modeller,
mustall be implemented on some formof microprocessor. Further,the signals that are
input to, and output from, the three constituents must pass through some form of
analogto digital, or digital to analog, converter. This section will briefly discuss some
of the issues associated with selection of microprocessors and converters forpractical
active noise control system implementation.

3.5.1 Microprocessor Selection

Theonly practical type of micro-processorfor the implementation of digital adaptive
controllersis the DSP (digital signal processor). These processorsare specialised with
enhanced support for mathematical computation and this is of particular benefit to
active noise control systems where the filter weight calculations involve a large
number of multiplications.

There are a wide range of DSPs, witha correspondingly wide range ofprices and
features. Twoprinciple variables are data format (fixed point versus floating point)
and precision (16 bit versus 32 bit). On the low end ofthe price scale are 16 bit fixed
pointunits. These should only be used in mass consumer goodsproductsinvolving the
reduction ofsingle tonal noise. Theyare notsuitable as general purpose controllers.
In particular there are problems with quantisation errors and there may be problems
with someIIR filter implementations, where individual weights in the feedbackpart
of the filter can have a magnitude greater than | (not allowed by default in a fixed
point unit). The use of double precision or block floating point calculations can ease
these problemsbut these are a pooralternative toa floating point DSP. The additional
price ofa floating point chip is a few hundred dollars, but the associated clectronic
design and programming is much more complex and adds considerably to the final
cost of the controller. In most cases, 16 bit precisionis adequate, but 32-bit precision
eases problems associated with dynamic range and quantisationerrors.
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pe and Group Delay Considerations

the group delay 1(@) of a given component is definedas:

nla) = “758 (3.36)
is the phase response of the transfer function of the component at
Thusthe group delay through a system componentcan be determined Zh

lope of the frequency response function phase plot (output/input) o

tion to the group delay at that frequency. Physically, group delay is a
imeit takes for a signal to pass through a component.time itt forasignal to pass

” Group delayis important in adaptive feedforward control systerns becauseit hasrou
t influence on the electronic control system stability as well as the

tion distance allowed between the reference sensor and control source~ system where noise is
% significan
minimum separa 1
fbroadband noise is to be controlled. An example is ai

i i honeis used to supply a referencesignal.ing in aduct and an upstream microp ehoiedelay through the digital system and loudspeakercontrol sourceis iveisa then for soundtravelling at 343 ms?! to be controlled, the active contro
eeebe at least 1.7 meters in length. Thatis, once the ——— sensesa i s in the timeit takes the controhe incoming sound, theoe willEe

ta control sound at the con 1 source..a delay also influences the stability of adaptive algorithms used in
feedforward active control systems. As there is a finite time delay aan -
derivation of a controlsignal andits “appearance” in the errorsi=ais aae
between a changein filter weights andits effect being measured. n
adaptation is doneattime intervals shorter than this delay the stability of the adaptive

i ce . > . .Soupdetey through the A/D and D/A converters and associated anti-aliasing
filters is dependent on the converter type. For successive apeeeainaoe soneyfoei for 16 bit accuracy (the appropriate accurawhich can cost hundreds ofdollars anandi i delay is very small and much lesan active noise contro] system), the group —_—i i-aliasing filter. The delay through an anti-aliasingdelay through the associated anti aliasing § ;filter can be calculated from the following relationship (assuming a filter cut-off
frequency of onethird of the sample rate),

t= 3MT/16 seconds (3.37)

where 7 is the sample period (reciprocal of sample rae in aco u :teesFf i-aliasing fi ically between4and 8). Noof poles in the anti-aliasing filter (typical aeeenion fi troller outputis calculated usingthesthrough the reconstructionfilter on the con cai i iti tely one sample period, 7, is usuallyrelationship. An additional delay of approxima ! edi ing ti f trol filter. The actuation delay assocallowed for the processing timeof the con | iat
i i ignifi dcan be measuredeasily by excitingwith the control sourceis often very significant an i citi

the loudspeaker with anelectrical impulse and noting the delay between excitation
input and measurement by a microphone.
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For sigma-delta A/D converters, which cost tens of dollars for 16 bits, the group
delay is approximately 30 samples (including the delay through the in-built ant).
aliasing filter) and thus is dependent on the samplerate. For the latter converter type,
to minimise group delay,it is necessary to sample the incomingsignalat the higheg,
possiblerate, then pass it through low pass digitalfilters (the group delay of which
may be calculated using the equation above) and down-sample in software to the
optimumrate for the particular frequency range that the active noise control system
is to address. Note that for good results, the samplerate of the data used in the contro|
algorithm and controlfilters should be between 4 and 100 times the frequency of the
signal to be controlled (with the optimum being approximately 10 times). Adaptation
of the controller at the lower frequency end of the above scale (100/)) tends to be very
slow, while at the other end of the scale, the performance deteriorates rapidly. Typical
maximum samplerates of low cost sigma delta converters are 40,000 Hz to 50,000 Hz,

Note that a 16 bit A/D converter implies a dynamic range of 96 dB. In practice,
however, several of the available bits are useless, owing to signal noise, quantisation
noise, and the non-use of the full dynamic range of the device, which meansthat the
actual dynamic range available is often only about 50 dB. Thus use ofless accurate
(than 16 bit) A/D converters is not recommended.

3.5.3 Digital Sampling Rate

An importantfactor in the overall performance of a controller is the sampling rate
used by the A/D convertersat the digital/analog interface. Samplingrate also affects
other controller parameters such as the optimum length ofthe controlfilter and the
optimum convergence coefficient.

If the samplingrate is too fast, the required filter length to achieve a particular
result will be excessive. For tonal disturbances, a sample rate thai is too high results
in digital filter weights of large magnitude (both positive and negative), resulting in
a controller output that is calculated by adding and subtracting large numbers of
similar magnitude. This results in an imprecise controller output and thus poor
performance. The only way to reduce the magnitudes of the weights, while keeping
the sample rate constant, is to increase the length of thefilter. However, this has the
undesirable effect of reducing the adaptive algorithm stability.

For broadband disturbances, a high sample rate results in a large number of
weights being required to digitally represent the broadband impulse responseofthe
system being controlled. Long control filters have the undesired effects of reduced
system stability (which can sometimes be compensated for by reducingthe algorithm
convergencecoefficient) and an increase in the computational overhead and memory
requirements of the DSP.

In a previous section, the “bowl-shaped”nature ofthe error surfacefor a gradient
descent algorithm adapting the weights of an FIR filter with just two weights was
discussed. For multiple weights, the error surface becomes multi-dimensional,
corresponding to multiple “bow!”axes some of which havesteep sides and some of
which have shallow sides. The optimum value of the algorithm convergence
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coefficient is a function of the “steepness” of the “bowl”, As the bowl becomes
steeper the convergence coefficient must be smaller or the algorithm will become
nstable. Onthe other handif the slope is shallow, an algorithm with a convergence

coefficient that is too small will stop converging before it reaches the optimum weight
yalues. If some of the principle axes of the “bowl” are steep and some are shallow,
there will be competing demands on the optimum value of the convergence coefficient
and the algorithm will either be unstable or stop converging before an optimum value
js reached. The variation in slopes of the error surface correspondingto the various
rinciple axes is mainly a function of the system sample rate. As the sample rate

increases, SO Coo does the slope variation.
The generally accepted optimum samplerate in active noise and vibration control

systems is approximately 10 times the frequency of the noise or vibration to be
controlled. The control system performance decreases as the sample rate increases or
decreasesrelative to the optimum value. At the lower end, the control system willstill
work to some extent for frequencies that are 1% of the sampling frequencies. For
frequencies less than this, the control system performanceis characterised by poor
adaptive algorithm stability and slow convergence for both fixed point andfloating
point processors. There are additional problemsfor fixed-pointprocessorsasthe filter
weights can become larger than normally allowed. At the higher end, the contro!
system will still provide somenoise reduction for frequencies up to about 30% of the
sampling frequency. For frequencies that are higher than this, the adaptive algorithm
is simply ineffective in converging to an éptimum set of weight coefficients. Thusit
can be seen that at best an active noise control system can operate over a frequency
range for which the maximum frequency is 30 times the minimum frequency, with
decreased performance expected near the ends of the range. One possible way of
extending the frequency range over which acceptable performanceis obtaincdis to use
acontrol system design methodology based on multi-rate filtering principles, where
multiple algorithms andfilters, running at multiple sample rates, are used with each
filter/algorithm combination being responsible for a narrow part of the frequency
range over which noise reduction is required.

In summary, a poorly selected sample rate can:

* reduce the final level of noise attenuation obtained;

* reduce system stability, especially if the control filter is updated at a rate
approaching the sample rate;and

* cause optimal filter weights to have widely varying values, which impacts on the
convergencerate.

3.5.4 Algorithm Considerations

Generally, the convergence coefficient chosen for the cancellation path identification
Must be larger than that used for generating the control signal. Also, if the control
Signal is used as the cancellation path modelling signal, it is necessary to update the
filter weights for the cancellation path identification much moreoften than for the

A
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is the maximum noise reduction in dB that is achievable at the error
nd y°() is the coherence value (between O and 1.0) obtained from theal

manalyserat frequency, fi

controlfilter. If these latter two guidelines are not followed, then the system isto become unstable.

Also, better results are obtained by updating the controlfilter at intervals,
shorter than the delay in the cancellation path. This allows a larger conve ent
coefficient to be used and theoretically, the convergence rate should be the sa i
when the controlfilter is updated every sample. This can be understood by imagin;
that it takes an amount of time equalto the cancellation path delay time before
effect of a weight change madebythe controller can be detected by the controller«
any filter weight changes done in the meantime are being done “blind” with no j
of determining their effect until quite a few more weight updates have been don;
However,in practice, using a larger convergence coefficient often produces a sm
mean squareerror dueto the quantisation errorsassociated withdigital multiplicatig
With a small convergence coefficient, the term that increments thefilter weights ip
Equation 3.20 will effectively becomea digital zero before the same term witha larger
convergencecoefficient. Thusthe larger convergence coefficient will produce a bette,
control result. ‘

50

i¢e)tb SooSoundPressureReduction(dB)
tw Qo

1210 5 0 5 10
Deviation (deg)

3.5.5 Accuracy of Controller Output

The controller output accuracy is a function of the accuracy of the A/D and D/A
converters, the size of the signalrelative to any noise in the system (physical system
or control system) andthe accuracyof the microprocessor. Often the mostinfluential
factoris the second one;acoustic orelectrical noise in the system that is not correlated.
with the noise to be controlled. The accuracy required of the control signalin terms
ofproducingthe desired phaseofthe cancelling signalis illustrated in Figure 3.19 for
the controlof tonal sound radiation from a vibration surface.

The required amplitude accuracy is approximately related to the phase accuracy
by a phase error of |° having the same effect as an amplitude error of 0.1dB. The
figure illustrates whyit is extremely difficult to achieve more than about 20 dB noise
reductionin practicalsituations involving sound sources, which have outputs that vary
slightly with time.

Figure 3.19 Effect of controller phise inaccuracy on the
soundpressure radiated by a simply supported lightly damped
panel excited at 320 Hz.

When multiple error sensors are to be used, a good esti mate of the overall
performanceofan active noise control system can be determined by measuring the
‘primary sourcesignalat all error sensors andthe transfer functions between all control
sources andall error sensors to be usedin the final system. This method is described
in Appendix A underthe heading,“Quadratic Optimisation”. Of course, if the number
of error sensors is equal to the numberof control sources, the calculation will return
an infinite amountofattenuation at each error sensor. However,if there are more error

sensors than control sources, the calculation will return the optimal attenuation that
“would be possible at each error sensor. More importantly,the method can be used to
estimate the sound pressure at locations other than the error sensors. In addition, itis
possible to insert a small percentageerror(e.g. 1%) in the transfer function amplitudes
‘Used to estimate the optimum controlsource strengthsto represent the limited dynamic
‘range and accuracyofthe digital controller that will be used in the final system.

- Both of the above mentioned procedures should be carried out for any potential
field application before the purchase of a commercial controller is contemplated.

  

3.5.6 Estimation of The Potential of ANC Without Using a Controller

There are manylaboratory orfield situations whereit is desirable to determine the
potential benefit of active noise control without needing to purchase a controller. The
first thing that can be doneis an on-site measurementofthe coherence between the
reference and error signals. This can be done using a spectrum analyser (with a
numberofaverages) and the resulting coherence can beusedto estimate the maximum
achievable performanceofan ideal active noise control system. This is: _ 3.5.7 Controller Processor Overload

Even though current digital signal processors are capable of handling a huge- 1 ; :NR) = he1p| i (3.38) Processing load,it is still easy to overload any control system by not paying sufficient
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attention to its optimisation. Toillustrate how increasing the number of Channe i
a multi-channel controller can quickly overload a controller, consider a 10-ch,system.

Recall that the input reference signal mustbe filtered by the impulse reg 0
estimate of the cancellation path,Sin(4), before being used bythe control algori
For a multi-channel system the control algorithm that updatesthefilter Weights isa

M

Wilk +1) = wk) -u of(Ke,(kK), n= 1,2...,N G3,m=]

From this equation it can be seen that if 100-tap filters are used, the number of
multiplications needed to derive the weights to update the controlfilter is given by:

N, = N,.xN,XN,xN,, = 1,000,000

wherethe quantities on the right ofthe equation represent numberoffilter taps in each
controlfilter, numberofcontrol output channels, number oferror sensors and number
offilter taps in each cancellation pathfilter, respectively. This requires a minimum of
1 million clock cycles. In addition, passing the reference signal through each contro]
filter requires another 1,000 multiplications, a few orders less than the algorithm
requirements. Calculating the transfer fu netion filter weights requires 10,000
multiplications for each iteration. It can be seen that doubling thefilter lengths wil]
multiply the numberofmultiplications needed by four. Use ofexternal memory to due
to limitations of on-chip DSP memory will slow the process down by at least a factorof four.

Thus,it is important to minimise the numberof control channelsif the controller
is to converge to the optimum reasonably quickly or be able to track a rapidly
changing inputsignal. It is also important to minimise the number of control and
cancellation pathfilter weights for each application.

3.5.8 Number of Error Signals

It is extremely important to minimise as far as possible, the number of error and
control channels in an active noise control System so that convergence speed and
stability are maximised, as discussed in Chapter3. This does not meanthat the number
of sensors or control actuators needsto be less than desired for control of the physical
system. Rather, some clever ways have to be devised to divide the system into a
numberof smaller independent controllers or combine the error sensors (and control
actuators) into groups so that the controller only receives one input from each group.
This is why shaped sensors are of such interest. When applied to sense acoustic
radiation modeson a vibrating structure thatis radiating or transmitting sound, they
offer the opportunity of providing a few error signals that when minimised will
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{RODUCTION

active noise control became a practical reality, commercial installations have
from insufficient sound source robustness. The robustness requirements

ary to ensure the survival of the sound source obviously differ from one
lation to another and clearly active control sources in air conditioning ducts -

have different requirements to those in an industrial air handling system in
ch the environment is very hostile. The sources needed to generate the anti-

must be capable of producing noise levels similar to those produced by the
gnted noise source. Typical acoustic sources include loudspeakers and horn

“arvers. Vibration sources are used sometimesto control the vibration of surfaces
satare radiating the unwanted sound. Typical vibration actuators are piezoelectric

aatches, piezoelectric stacks, magnetostrictive actuators, electrodynamic shakers,
Tetial shakers, electromagnetic actuators, hydraulic and pneumatic shakers.

42,ACOUSTIC SOURCES

42,1 Loudspeakers

Current loudspeaker technology is such that loudspeakers used for active noise
‘control will have a life of many years provided they are kept clean and cool. In
dirty, hostile industrial environments where the noise levels to be controlled are
‘high, satisfying these requirements is a challenging exercise in mechanical design.
To aid the ANC system designer, loudspeakers are available with aluminum or
fibreglass cones andalso with protection of the coil area from contaminants. Most
loudspeakers will not function for extended periods in ambient temperature
‘environments above about 50°C. Another problem is associated with the use of
‘small backing enclosures for the purpose of maximising the low frequency output

_ Of the loudspeakers. This practice often resultsin overheated and eventually burnt
“out speakers unless they are driven at a small fraction of their rated capacity or
“unless adequate cooling is provided.

At low frequencies and high soundlevels, noise source volume velocities are
large. Consequently, for active noise control at low frequencies the important

Parameter for specification of a control sound source is volume displacement
Capacity, rather than power handling capacity.
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In cases where the required volume velocity exceeds the capability of Available
speakers,(usually associated with 200 - 400 watts of electrical power), the nymber
of speakers at each control source location can be increased (for example,
placing them around the perimeter of a duct cross section at the desired axial
location and driving them all with the same control signal).

Commercial software is available to design speaker enclosures to Provide
maximum output power over a narrow frequencyrange or lesser output power Over
a much wider frequency range. Loudspeaker enclosures generally need drain holes
to prevent water build-up caused by cyclic heating and cooling of enclosures
especially those located outdoors. The drain holes mustbesufficiently small not to
affect the stiffness of the enclosure at the frequencies of interest or alternatively
must be taken into account in the design of the enclosure. Also, the enclosures
must be vented with a small hole so that the static pressure on the front face of the
speaker cone is equalto the static pressure acting on the rear surface. When very
low frequencies are being considered, these vent holes must also be taken into
accountin the design of the enclosure.

A loudspeaker enclosure design that satisfied the requirements of a cool, clean
loudspeaker, even though it was being used to control noise radiated from an 80 m
high stack containing wet, corrosive sludge with temperatures varying from 100°C
to 180°C is illustrated in Figure 4.1 (Hansenetal., 1996). As shownin thefigure, a
copper tube containing chilled water was wrapped around each speakercoil and in
addition, refrigerated air was used to purge the space between the speaker cone and
the stack as well as the speaker enclosure. It was foundthat it was essential for the
refrigerated purging air to be present, even when the ANC system was switched

Air Purge Mylar Seal
inlet Seal Screens

fitter \y Loudspeaker SpeakerInputover able
Chilled Water

waterin f oul

Exhaust

Stack : }

Water
out

Protection fv :SpeakerbackingStub \ Seal enclosure

Figure 4.1 Industrial loudspeaker enclosure with a single port for a dirty, hot

Gaskets

environment.

 
cola Waterin
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When this did not happen on one occasion, the loudspeaker suspension became
oft and sagged, resulting in the coil touching the magnet. When the cooling air

Fs turned on again, the suspension regained its original stiffness but remained
distorted. Thus when the loudspeaker was energised, the coil rubbed onthemagnet
and after a short time, the coil insulation rubbed off causing a short circuit and a
failed speaker. was . _.

Another requirement, which is sometimes overlooked, is the provision of a
connecting tube to equalise the static pressure on the front and rear faces of the
speaker cone. Failure to do this will greatly increase the distortion of the output and
reduce the available cone motion, especially in cases where there is a reasonably
high vacuum in the duct on which the speaker is mounted as a result ofair flow
through the duct. _

In many cases, the noise to be controlled is at the upper limit of capability for
continuous loudspeaker operation, which results in a serious problem of
Joudspeaker non-linearity. The non-linearity is heard as higher harmonics of the
noise being cancelled andthis can negate the subjective benefit of active controlin
practical installations. The non-linearity problem can be minimised by keeping
cone excursions small, which may be achieved by only driving loudspeakers at a
fraction of their capacity or by clever design of the speaker enclosure. In these
cases some effort needs to be devoted to the design of the speaker enclosure to

maximise the output in the frequencyi of interest. Blondel] and Elliott (1996)have investigated the use of ported speaker enclosures to minimise speaker non-
linearities while at the same time providing a large volume velocity output. In cases
where the loudspeaker has to be attached to a duct, the duct acoustics affect the
output and the design of Blondell and Elliott (1996) is inappropriate. A better
design in this case is a double cavity, fully enclosed speaker with a single port as
illustrated in Figure 4.2. A design such as this has been used by the authoras an

Duct

Loudspeaker 
Figure 4.2 Low frequency, high volume velocity,
speaker enclosure design.
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active control source to reduce a 30 - 40 Hz random noise problem jn an
conditioning system in a high rise building.

4.2.2 Tuned Cavity-Backed Panels

In terms of the usual active noise control requirement for a large volume
displacement over a broad frequency range, it is difficult to beat a conventional
loudspeaker. However, there are special applications for which a conventional
loudspeaker may not be the best noise source choice. One special application is the
control of tonal noise radiated outdoors, such as that radiated by a large electric.
powertransformer. In an effort to minimise the numberof control sources required,
large panels (1 m x 0.5 m) have been used (Liet al., 1997) as shownin Figure 43,

LZ/ piezo-electric
patch actuators

£7

 
 

 
Figure 4.3 Curved panel sound source with rigid backing cavity.

The panels are tuned to have an acoustically efficient mode resonating at 100 Hz
and another at 200 Hz (or 120 Hz and 240 Hzrespectively, in North America). The
panels are driven by piezo-electric patch actuators. If the actuators are too close to
a vibration node, then the forcé required to excite the panel sufficiently will be too
great, whereasif the actuators are placed too close to a vibration antinode,the large
amplitude may result in cracked actuators. Thus a compromise is necessary. In
addition, it is wise to curve the panel in one dimension so thatit looks like part of a
cylinder. This enables the extensional motion of the piezo-electric crystal to couple
better with the normal motion of the panel to which it is attached. The curvature of
the panel also makes it easier to design it so that its most efficiently radiating
modes resonate at 100 and 200 Hz (or 120 and 240 Hz in North America). The
panel should also be mounted overa closed cavity to prevent sound from the back
interfering with that radiated from the front, thus maximising the radiation
efficiency at the design frequencies.
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In the design of the panels to achieve resonance frequencies of 100 Hz and
it is important that there is some meansof compensating for the effect of
turing errors. This was achieved by designing panels to resonate at a

her frequency than desired and then placing lumped masses on the panel
he depth of the backing cavity. In this way it 1s possible to

two acoustically efficient resonances at frequencies of

 

 

 
nufac

qufacture a panel with
F00 Hz and 200 Hz respectively. It was also found that the panel radius of

had to berelatively large - at least three times the panel width.
An example of the response of a curved panel sound source designed =

aontrol electrical transformer noise is shownin Figure 4.4, in which part (a) is the
e fter manufacture and part (b) is the response after tuning. Note that the
son resonance frequencies were 100 and 200 Hz for the two most efficient
ie (1,1 and 1,3). Coincidentally, there is a third mode: with a strong response
nm close to 300 Hz, which is also a problem frequencyin the transformer noise
DScr The panel was 1 m x 0.5 m in size and made from 1.6 mm thick
 piniom sheet with a radius of curvature of 2.7 m. When tuned the backing
cavity was 58 mm deep.

 
0 0

io o
S 3S
e woS 5

g 8
-60

. 0 400200 300 400 0 100 200 30
: = Frequency (Hz) Frequency (Hz)

(a) (b)

Figure 4.4 Untuned and tuned curved panel (with backing cavity) response.

As can be seen by the data in Figures 4.5 and 4.6, it is possible to tune the 41
mode without affecting the 1,3 mode greatly and vice versa by adding mass in
strategic places on the panel and changing the depth of the backing cavity.

4.2.3 Acoustic Boundary Control

There are three types of acoustic boundary contro] that have been reported in the
literature directed at reducing the sound transmitted into an enclosure through a
bounding structure. One involves the use of an array of acoustic sources close to
the structure boundary inside the enclosure to generate a sound field which
“unloads” the structure (Jayachandran et al., 1998; Hirsch and Sun, 1998 and
Jayachandran and Sun, 1998). The authors showed that such an array could

RY
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Figure 4.6 Effect of cavity depth on the resonance frequencies of the I
for the curved panel sound source.

and 1,3 modes

outperform structural control sources, even if the system response were dominated
by structural modes. They have analytically calculated performance boundsthat
may be expected from this kind of control.

The second type of boundarycontrol involves the use of active foam mounted
on the interior of the structure (Gentry et al., 1997: and Guigou and Fuller, 1998)
consisting of cylindrically curved PVDF film embedded in partially reticulated
polyurethane acoustic foam to form a “smart skin”. Interior sound levels are
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inati sive absorption of the foam and acoustic unloadingCeéTesultofaia the embedded PVDFfilm. The authors used
sin to reduce noise transmitted into a Cessna Citation II fuselage.
pe aa third method, introduced by Fuller, et al. (1998) involves the use of ,

mart skin” arrangement that does not use acoustic foam but instead Mc ~* tors configured in such a way as to amplify their displacement norma to th
a on which they are fixed. PZT bimorphs are used together with a thinoOcs m_as shown in Figure 4.7. When the bimorphis activated, the tip moves
ar causing he diaphragm to bend up orstraighten as shown by the dashed
be in the figure (for activation of a single bimorph).

 
 
 

 
 

PZT Bi-morphs Active skin diaphragm 

Vibrating surface

Figure 4.7 Active skin concept(after Fuller et al., 1998).bs

4.2.4 Tuned Resonator

For the tuned resonator type of control source the resonance penn " tuned
the output of an active noise controller. The control could take eo orm va
moveable piston which changes the volume and hence resonancea— °
thus the control effect of the resonator. A different type oftuned a i aoeloudspeaker, microphoneand feedback control system (Darlington and Avis :

4.2.5 Compressed Air Sources

i hen very high level sound is to beCompressed air sources are often necessary w )Fontelied ((Blondel and Elliott, 1997, Obier and Pfeifer, 1997). Optimum design
of these sourcesis still the subject of research.

4.3 VIBRATION SOURCES

It is possible to reduce a radiated sound field by controlling the vibration of ihe
structure generating the sound as discussed in the preceding sections. However, “also mentioned, it is not sufficient to minimise the amplitude of the norma

  

  



Exhibit 1019
Page 45 of 92

  

 
  

 76

Understanding Activ,€ Noise Cance)cel
vibration modes of th€ structure; generally it joes Rah he any if is necessary t inim;iiaeeaare vibration modesthat are orthogonalenise radieoecusene fel 3 Opposed to normal vibration modesthat atei
ceeoaac vibration field. Reduction of the amplitudeonal¢ 1s guaranteed t eaeFoca u 0 reduce the overall vibrati eivite ie soundradiation.In fact, reducing theieeother hand, reducin is e may. actually result in increased soundSai rastaes malik t ne amplitude of a radiation mode is guarant nd tafoun eeet 7 se necessarily the overall] structural] rail oe

n be derived as a combinativarlous proportions that oofPevieee miare frequency dshapes Graton 'y dependent. They havere:digtceai € different to the values for the normal Structural eeoeoratalmore detail under “sensing” in the next section ~ ate they  
 
 
 

4.3.1 Piezo-Electric Patch Actuators

{ ts interestin to note tha 1€Z0- p Oa Str ura, rfI sg h t p electric atches bonded ti truct ]generate vibration b iy extending and contracting jvoltage, which i Ontracting in response to i ;point of chmerace Hractus a cyclic bending momentin fheeeoe a; € actuator. Kim and J ure at thean optimum thi . 1 ones (1991a) shothickness offee piezo-electric actuator, which a Geotieear eing excited. The i ; on theof act H . [he induced ben .uator thicknessis illustrated in Figure 4.8 for a PoTestctanetiactuator bonded
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will be needed for the thicker actuators. IF the voltage applied to the

ere is assumed to be constant, then it is better to use the thinnest actuator that
ee driven comfortably by the available voltage. Special high impedance
oes capable of outputs of 150 V to 1000 V (depending on the actuatort be used, although it is possible to drive the patches with normal
ess) mus

, amplifiers connectedto the actuator through a step-up transformer,ch
we:

2 piezo-Electric Stack and Magnetostrictive Actuators
uctures, greater bending moments can be induced by using piezo-ry str’ ure and theor magnetostrictive actuators mounted between the struct

le section as illustrated in Figure 4.9(a) or between the ends of a
section as shown in Figure 4.9(b), with the base of the channel bonded to

Piezoelectric stacks are made from layers of piezoelectric discs
and magnetostrictive actuators are made from a terfenol rod

de a coil that carries the actuating signal. Both types of actuator are
ducing large forces and are discussed in detail by Hansen and Snyder

electric stack actuators need a high impedance, high voltage
magnetostrictive actuators need a low impedance power

mounted insi
capable of pro
(1997). Again, piezo-
amplifier, whereas the
amplifier capable of handling a high inductive load.

™
J piezoceramic

stack actuator
 

(a)

(b)

Figure 4.9 Mounting configurations for stack
actuators to apply a bending momentto a structure.
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4.3.3 Inertial Actuators

available recently7 otin0 control vibrating structures
nertial actuator. This* actuator iselectrod i

ynamic shaker, except that the part that movesis the h
while the coil remains stationa cae

that has

frequency ranges. Typi- Typical maximuPower. Tuning the actuators j oe
shownon the far right of the Photograph

4.3.4 Distributed yj :b

Actuator Grouping ibration Actuators, Shaped Vibration Actuators and

When using vibration actuators i
Gosibie an on ac to achieve minimisation of radiati it iore od Boa isaa energy will “spill-over”into higheeentseee thal
sufficient nee ie oe this problem can be minimised b sen
fixed to the mae 7 i€can also be addressed by using actua iihataee

$ Surface and shaped so that they only excite iheradiansjation
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t are being sensed by the shaped error sensors. The use of shaped or
piezo-electric actuators bonded to the radiating surface has been the

oa considerable amount ofpast work (Burke and Hubbard, 1987, 1988,
Their use has been shown to reduce modal spillover and improve

aliability-
fy cont

 
 
  
 
  
 

 
 
 

 
 
 
 

  
 
 
 

rol of sound radiation with distributed actuatorsrelied on the use of
ously placed actuators. These were optimised in the sense that the boundaries
e actuators extended along the nodal lines of the modes desired to be
essed (Dimitriadis and Fuller, 1991) and were relatively successfully in

DAjcine modal spillover to a limited extent. Sun et al. (1996) designed a PZT
“dal actuator for a cylindrical shell that had control authority only for the
; tural modes which efficiently coupled to the acoustic modes. In doing so they

re able to reduce modal spillover and reduce the interior noise levels without
ing the structural vibration.

For distributed structural actuators to make a significant impact on the noise
‘reduction of an enclosed or radiated sound field, it is necessary to use a
considerable number ofactuators, especially for modally dense structures. This in
jum leads to many-channel controllers with their associated instability problems
‘and slow convergence. Thus there has been considerable interest in developing
“ways of grouping actuators so that several] can be driven by the same control signal
(Ahn and Balachandran, 1998). In some configurations, fixed phase delays and
attenuators are used so that each actuator in a group does not necessarily receive
the same signal as any other. However, the relative phase and amplitude of the
signals fed to all actuators in a particular group do not change as the controller
changes the signal supplied to each group. Anotherstrategy uses a “biologically
inspired control” approach (Fuller and Carneal, 1993) in which a small number of
signals are sent from an advanced,centralized controller and are then distributed by
local simple rules to multiple control actuators.

Using thereciprocalrelationship that exists for any piezoelectric transducerit
is possible to create modal actuators from the same expressions as used for modal
sensors (see Chapter 5). These produce the same benefits that the modal sensors
exhibit, namely a reduction in modalspillover and improved controllability due to
un-coupling of the modal response. PZT as a shaped modal actuator poses
significant difficulties because of the brittle nature of the material. Subsequently
more flexible materials have been used such as PVDF and although PVDF does
not have sufficient control authority at low frequencies for most practical
applications, it has been used successfully in the control of very flexible
lightweight space structures (Bailey and Hubbard, 1987; Choi, 1995).

Because ofthe lack of control authority, researchers have looked at alternative
materials. One such material which shows great promise for modal actuators is an
elastomeric piezoelectric solid commonly referred to as piezo-rubber. Being
relatively flexible, piezo-rubber can be used to form non-planar transducers easily
without the need for casting and grinding; unfortunately, the lack of material
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CHAPTERFIVE

REFERENCE AND ERROR
SENSING

availability has kept the research interest low (LaflLafleur, 1997). ciatehet

4.3.5 Tuned Vibration Absorbers

The tunable vibration absorber relies on an active control system [
eine=—_— the damping) of a variable stiffness vibration absasRo

at the tonal sound field radiated bya vibrating structure is minimised i; 61 MICROPHONES
“the most common sensors used in active control applications are microphones.In

ern digitally based control systems, the frequency responseof the microphone
for providing either the reference signal or error signal to the controller is not

~y critical as any lackofflatness in amplitude or phase is taken into account in the
em identification algorithms, and can be compensatedin the weights used in the
trol filter. For this reason, itis common to find relatively inexpensive microphones

in active control systems. The two most common types are the piezo-electric
one and the inexpensive prepolarised condenser (electret) microphone. The

4.3.6 Other Types of Vibration Actuator es
moee

Other types of vibration sources to control sound radiation from vj
structures include electrodynamic shakers, electromagnetic actuators ae
actuators, shape memory alloy actuators, hydraulic actuators anda :
actuators. These are all described in detail by Hansen and Snyder (1997).Ms
the actuators have non-linear characteristics and care must be taken either od t
drive them too hard or to use a nonlinear control filter structure and assoc gophalgorithm (Wangler and Hansen, 1994). The use of shape memory alloy wire Tatter microphones may be purchased with power supply for tens ofdollars or withoutInteresting as it can act indirectly to reduce structural sound radiation. This is do cable or power SUPply for less than $5. Thus multiple error microphones\(forwhich‘the outputs are summed) may be used economially to improve system reliability. The

author has used these microphones in very dirty environments using the holder
incorporating an air purge system as illustrated in Figure 5.1. The additional noise at
‘the microphonelocationresulting from the air purge is dependenton the speed of the
air flow over the microphone.For the case considered here it was about 85-90 dB,
‘which was sufficiently below the duct noise that it was not a problem,as duct noise
Jevels varied from 112 dB to 138 dB.

by embedding shape memory alloy wire iy wire in the structure (usually made of compe
material) which will change the structural stiffness characteristics on applicatigfl
a voltage (Liang and Rogers, 1991). This in turn will result in a change in the
soundradiation characteristics of the structure. i

Filter MicrophoneCover Retention
Screw

g Cable Slot

 
 

Microphone \
; (3-off) Ca

Microphone Air-line
Stub Coupling

Figure 5.1 Microphoneholder with air purge.

___ Even when the microphones became covered in sludge (due to a malfunction in
‘the air purge supply), they all continued to operate. If noise control is required over
specified frequency range, then better results are obtained if the reference or error
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signalis filtered (with either an analogordigitalfilter) so that unwanted frequeare discarded priorto the signal being used in the control algorithm,
In many cases aerodynamic pressure fluctuations caused by fluid flow

travelling with the speed ofthe flow, contaminate the mucrophonesignals andr
the achievable noise reduction. This problem can be ameliorated by using turk)
filters (Hansen and Snyder, 1997)if the flow is uncontaminated (see Figure
the microphone maybe located in a small side branch asillustrated in Figure SI
extreme contamination cases it may be mountedin a side branch and Protected ‘4
thin mylar membraneor protected with an air purge system as shown in Figure

aerodynamic
nose cone slit covered with

a layer of porous material

 
tube

sectiontubefilled with microphoneporous material

Figure 5.2 Turbulencefilter and directional microphone.

To minimise acoustic feedback from the control source to the referen
microphone(in cases for which a tachometersignal is unsuitable - see next sectio:
a directional microphone or a directional loudspeaker or both may be used.
directional microphone may be fabricated using two microphones placed a fixed axia
distanceapart in the wall of the duct with the signal from the one furthest from the
control source being delayed by the propagation time for an acoustic waveto travel
from oneto the other. A directional sound source can be made from two loudspeakers
using similar reasoning, Alternatively, a directional probe microphone, which consists
of a microphoneat one end ofa porous tube (or a hollow tube with aslit covered with
porous material as shown in Figure 5.2) may be used. This has the added advantage
of acting as a turbulencefilter as well and for this reasonis commonly used for both
reference and error microphonesin ducts with a meanflow.

A particular probe tube design that works well in practice consists of either a
porous ceramic tube (Hoopsand Eriksson, 1991) or asintered metal tube (Bies, 1971).
Alternatively a hollow metal tube containing a longitudinalslit runningits full length
could be used as shownin Figure 5.2. Theslit should be covered with porous material
having a flow resistance of approximately 2pc (Neise, 1975). Sometimes it is
necessary to use two microphones (between 0.5m and 1m apart) in the probe tube to
obtain a reasonable directivity at low frequencies.

To beeffective, the endofthe probe tube opposite to the microphone mustpoint
towards the soundsource that is to be measured, regardless of the direction ofair
flow. This is particularly important for noise control on fan inlets where the air flow
is in the opposite direction to the acoustic wave propagation. As discussed previously
an IIRfilter may be usedin the controller in place of an FIR filter to compensate for
mild cases of acoustic feedback. However, in many Cases, at low frequencies the
acoustic feedbackis so strong that a directional microphoneis also needed to ensure
system stability.
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ence of unwanted extraneousnoisein the reference and error
mbionesignals are oftenfiltered with band pass filters so only the

lled is presentin both signals. However, for the control of random
filtering the reference signal could have a detrimental effect on

result of the group delay through filter. Thusit should be

‘minim
ashe mie
‘tobe contro
Fr nd pass
performance as a
with care.

 

 
 
 
 
 
 
 

 
 
 
 
 
 

 
 
 
 

 

 
 
 

ACHOMETER REFERENCESIGNAL
s, it is difficult to obtain an uncontaminated reference signal using a
Many problems are caused by non-acoustic turbulent ee

1 at the speed of the flow butstill cause,a response from the
oustic wave. Other problemsare a result of

Ty many case
mic ophone-

juations that trave
; erophone in the same way as an ac
mesesoebe controlled is periodic in nature (one or several tones) and is

pe Ee ooea synchronously with rotating machinery,it is feasible to replacethe
vom rophonewith a tachometer. The tachometer may be magnetic oroptical
icbyit would output a string of pulses as shownin Figure 5.3. If pointed at

Sof: rotating gear wheel, there would be one pulse generated for each gear
Fat poe d the tachometer sensor. Magnetic sensors (or Hall effect sensors) are
Reover they are mote rugged andless sensitiveto dirt.

Optical tacha Pulse train

,| =o> 1000000

Figure 5.3 Arrangementforoptical tachometerreference signal generation.

There are a numberof ways of convertingthe tachometerpulsetrain into a signal
that is useful for an adaptivefilter type of active noise control system. Note that for

the waveform synthesis method, no pre-processing of the pulse train is pee
_ However, the implementation of active control by adaptive filtering is the tec niqu

‘used in commercial controllers and is characterised by a better performance, so it is
of interest to discuss the conversion of the tacho pulse signal into sine wavesthat are
Suitable j e adaptive filter control system.:Seenin Chapter 3 thatthe relative powers of the differenteo
in the reference signal spectrum shouldreflectthe relative noise reductions require
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ave becausethere are no such componentsin it. Fortunately the pulse train
tical tacho is usually non-symmetrical and thus containsall of the desired

With specially designed filters to adjust the phases and amplitudes, the
and amplitude of each existing harmonic can beset to any value.

at each frequency. Thusit is useful to be able to convert the tachometerpulse trainins
multiple sine waves correspondingto desired harmonicsor sub-harmonicsofthe »
frequency, with the relative amplitude of each sine wave ableto be setto any desivalue.

A numberof different ways of generating a multiple sine wave output fron
pulse input are discussed in the following sections. a

pare
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523 Non-Linear Transformation

5.2.1 Waveform Synthesis ‘Non-linear transformation methods usually are more complicated andare noteasy to
E jize in real time; however, they avoid the difficulty of precise estimation of the

; ndamental frequency. In a practical implementation, the sampled reference input
4achometer signal) is low pass filtered, then a 1,024 point FFT is implemented to

\ identify the dominant frequency. The frequencyso identified isuused to set the centre
sequency of a digital band passfilter that has a bandwidth similar to the frequency
ecolution of the FFT. At the same time, the data are passed through the band pass
filter that was set up with the previous data set and FIT. Theresult is a pure (or
nearly pure) sine wave output. Automatic gain control (AGC) is used to set the
amplitude of the sine wave equal to one. Having obtained a sine wave at the

ndamental frequency of the tachometer pulses, non-linear transformations can be
ised to obtain various harmonics and sub-harmonicsas follows:

lHx 1—cos* zt

sin) =(“Dy , maint x
x m [teos x . [4—)=(-1 ——— =int/—

cos(>) (-1) 3 m=in Um
cos(2x) =1--2 sin? (x)= 2cos? (x) -1

sin(3x) = 3sin(x) — 4 sin? (x)

cos(3.x) = 4cos? (x) — 3.cos(x)

There are a number of ways to estimate the fundamental frequency if wavefor,
synthesis methodsare to be used. For example,auto correlation analysisis suitable fa.
detecting the period from a noisy signal; however, the precision of the freque
estimate is limited by the sampling rate. For a 48 Hzsignal sampled at 48 kHz,the
are about 1,000 points within one period. So the precision ofthe estimated frequeng y
is about 1/1,000, while for a 480 Hz signal with the same samplingrate,it reducestg
1/100. Similarly, time domain techniques including the zero cross rate estimation
method al! have this shortcoming due to the discretization of the continuous signal.

To obtain sufficient frequency precision, a long time data record is necessary.
Thus the ZOOM FFT should beused in frequency domain analysis. Normally, FET
algorithms use base band analysis where the frequency range extendsfrom zero upto
the Nyquist frequency. The analysis resolution is decided by F, /N. where F,is the
sampling frequency (two times of the Nyquist rate) and N is the numberpoints in the
record. That means for any type of signal, 1 second of data can only offer 1 Hz
frequencyresolution, no matter what the sampling frequency is. There are two main
procedures used for digital zoom. Oneis called “real-time zoom’, which acts by
reducing the sampling frequency after a digital frequency shift. The otheris called
“non-destructive zoom”, which acts by increasing the record length NV. Real-time zoom
does not need as long a buffer as non-destructive zoom (10 k words or more).
However,it is rare that individual components are so stable in frequencyasto be able
to justify a resolution of better than 1/4,000 of the centre frequency (Hz) whenusing
real-time zoom. It is only with non-destructive zoom that frequency component
definitions to an accuracy of 1/20,000 ofthe centre frequency (Hz) can be achieved,

Waveform synthesis is characterised by the difficulty in precisely estimating the
fundamental frequency. A record length of 10 seconds is needed to get a frequency,
resolution of 0.1of the centre frequency. There may be a jump (discontinuous) point
in the output wave wheneverthe detected frequency changesa little; for example,
from !00Hz to 100.1Hz. The advantage of this methodis that it can easily generale
sinusoidal wavesat sub-harmonics and any other harmonicswith specified phasesand
amplitudes. Thus, the method is a good choice when the input signal is very stable: —

 
]

(5.1)

cos(4.x)=1-8 cos” (x)+ 8cos* (x)

5.2.4 Simple Look-Up Tables

‘Two types of look-up table methods will be discussed here. One is suitable as a
eral purpose tool that can be implemented using a DSP andtheotheris a special
lication tool that can be implementedusing a low cost micro-processor.

; The general purpose implementation involvesusing an optical or magnetic tacho,
Measuring the time period between pulses. A look-up table can then be used to
Fate a sine wave of the same period. Subharmonics can also be generated using
“up tables to generate a single sine wave over more than onepulse period and also
*nerate a sine wave with one or more periods within the pulse period. The period

Ween two consecutive pulses is measured by the software and that is used to

5.2.2 Filtering

Thefiltering method uses a low passfilter to filter out the undesired frequency
components. Thus, '2 harmonic and 2™ harmonic can never befiltered out from@
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determine the time interval between copying the values in sequential locations ;
look-up tableto the output. The accuracyofthis interval can only be the time bel
samples on the DSP, so a very rapidly sampling DSP is needed. The DSP can cond
the outputs of a numberof look-up tables together, so it is possible to have look,
tables for a large number of harmonics and sub-harmonics and combinethe ou
together with any specified relative amplitude. Of course a D/A converter
with a low passfilter on the outputto minimisethe high frequency compone
by discontinuities in the sine waves generated in sequential pulse periods,

For non-general purpose processing electronics, it is preferable to use a f
sampling micro-processor, rather than a DSP. In one particular application jh
concerned the author,a single engined propelleraircraft, with an existing 149-tooy
gear wheel was used with an optical tacho to provide 149 pulses per revolution oftie
propeller. To reduce harmonic distortion, two pulses were inserted by the electronic
between eachpulse received from the tacho, using the period measured betweenthe
previous two tachopulses to provide an estimate of the required time Spacing forthe
inserted pulses. The result was a pulse train of 447 per revolution of the propeller.
Thus the waveform repeatedafter a period of 447 pulses. A MATLAB program
written to calculate the required amplitude of the output waveform at 447 equalti
intervals. These values were placed in a look-up table that was accessed by the mi¢ro.
processor at the appropriate place each time a pulse was received. The digital value
so accessed wasthen outputto a D/A converter and steep low passfilter (to remove
unwanted high frequency contamination). i

Several look-up tables were provided to represent different applications and the
required table was selected using a manual switch. Each look-up table could be
configured to representa particular combinationofpropeller blade passing harmonics
(numbers andrelative amplitudes).

The system consisted of a low-cost microprocessor (<$12) and a D/A converter.
($5). The resolution for the digital input was about 200 kHz,(this depends on the
speed ofthe processor) and the sampling frequency of the D/A converter was about.
50 kHz.

If the rotational speed ofthe gear wheel changestoorapidly,it is difficult to insert
the pulse evenly between the original tacho pulses becauseit dependsonthe precise.
prediction of the period, which is based on a measurementofthe previous period.

    
 
   
  

 is nee, ;
nts cq

5.2.5 Time Domain Measurement

Perhapsthe mosteffective way of generating a sine waveat the same frequencyasthe
tacho pulse signalis to use an extremely fast sampling rate on a floating pointdigital”
signal processor (DSP) such as found on the digital interrupt. This could easily be
as high as 40 MHz. The number of samples between tacho pulses is measured and -
then a sine wave ofthat period is calculated by the DSP andoutput through a D/A
converter sampling at a relatively high frequency (such as 16 kHz). Sine waves of
frequencies corresponding to multiples or sub-multiples of the fundamental frequency
can also be easily generated. The advantage of this method is that a continuously
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ace varying signal is output that does notsuffer from any discontinuity if the input
: eI changes. Practical implementation has shownthat this method can produce sine

yes with less harmonic distortion than commercial signal generators.

OUND INTENSITY
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

gound i ntensity is proportional to the product of sound pressure and particlevelocity,
; vith the particle velocity usually being measured by measuring the pressure difference
etween [WO closely spaced microphones as explained in Hansen and Snyder(1997).

Sound intensity sensing is often considered to be an attractive alternative to
ound pressure error sensing becauseit actually measures the energy radiated froma

ind source to the far field, even when the measurementis*made in the near field.
hus, error sensors (sound intensity sensors) can be placed close to the sound source,

“which increases controller stability and reduces the numberof error sensor channels
“eeded to achieve global soundpressurelevel reductions. Althoughthe use of sound
jntensity seems to overcome the near field problems associated with using sound
“pressure, its use raises another set of problems. Errorsin relative phase offsets of the
‘two microphones usedfora soundintensity measurementare difficult to avoid in low
‘cost microphones andcan degradethe results achieved,especially in cases where the
phases drift with time, negating any corrections that were made atthe time the system
was installed. Fortunately for systems with many channels, the phaseerrorsare likely
{o produce sound intensity errors that cancel but when averaged over many
measurements, so the problem maynotbe as bad as expected.

Nevertheless, experience has shownthat sound intensity sensingis unlikely to be
useful cost function for active noise control systems directed at reducing sound
sadiated from vibrating structures. As well as problems with phaseerrors in low cost
microphones,there is another problem. The soundintensity field close to a vibrating
structure generally hasa large variation with location and minimising soundintensity
al the error sensors tends to produce a negative intensity very locally to the intensity
sensor at the expense of large increases in intensity elsewhere. If researchers

"determine noise reduction by only measuringthefield at the error sensors, then the
strategy appears to work very well indeed. However,ifother intensity sensors are used.
to investigate the field elsewhere a very different story unfolds. It is found in most

-ases that the overall radiated sound powerincreases, even when manyintensity
“sensors are used. Evenif the absolute value of intensity is used as the cost function,
similar results are obtained anditis foundthatbetter results are generally found using

“hear field sound pressure sensing (Berryetal., 1999). However,in spiteofits failure
$a cost function for the control of sound radiation from vibrating structures, there
May be other applications whereit is more successful, so the underlying ideaswill still
be discussed here.

___ Theuse ofsound intensity as the cost function to be minimised wasfirst
Published by Hald (1991). He developed thefiltered-x least mean productalgorithm
tid used it to minimise the sound intensity in front of a loudspeaker for actively

‘Rducing the sound radiated by a second (or primary) loudspeaker. In 1994,
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‘g qxis energy density sensor made from 6 electret microphones mountedin a wooden
phere- The preliminary results indicated that controlling energy density has the
potential to achieve greater global control than controlling squared pressures. Park and
Pnmerfeldt (1997) successfully showed that energy density control can also be
applied to enclosures excited by broadband noise.
~~ Energy density control has also been applied to the control of a pure tone in a
giffuse soundfield (Elliottand Garcia-Bonito, 1995; Garcia-Bonito and Elliott, 1995).
It was found that minimising both the pressure and pressure gradient along one axis
rather than simply pressure, resulted in a significant increase in the 10 dB zone of
quiet, from a sphere of diameter 1/10 around the pressure sensor to A/2, for an

“ellipsoid with its longest axis in the direction of the measured pressure gradient.
— Wenjun and Sun (1997) presented numerical simulations showingthat 4 energy
density sensors were as effective as 32 uniformly spaced micophonesin terms oftheir
-gbility to lead to global noise reduction whenusedas error signals in an active noise
control system. More recently Cazzolato (1999) constructed an energy density sensor
“using just 4 microphones and showedthat it performed as well as a 6-microphone
sensor. He undertook some numerical simulations for a rigid-wall enclosure and

~ showed that whena single acoustic source wasused to controlthe interior soundfield,
‘the energy density sensor always out performed 4 separate microphonessensing just
pressure. However, it was also shown that when the number of acoustic control

_ sources is equal to or greater than the numberof microphonesin the energy density
sensor, global control of the soundfield is not as good,andthereis also no advantage
gained in using energy density sensing over simply summing the squared pressures
from all the microphones. The phenomenonof reduced global performance with an

increasing ratio of control sources to error sensors is a result of the control sources
being able to achieve greater reduction at the sensorlocationsat the expense ofglobal
contro] andis associated with the contro] mechanism moving from modalcontrol (of
‘acoustic modes) to modal rearrangement with the consequent reduction in global
control. Modal rearrangement, which involves a rearrangement of the phases and
amplitudes of the acoustic modes,is the only mechanism whereby the controler can
drive the microphone signals to the smallest level possible. The phenomenonis best
illustcated graphically in Figure 5.4.

Whenthe enclosure boundaries are flexible, their vibration couples with the
Anterior sound field and this mechanism is the one responsible for many vehicle and
fircraft cabin noise transmission problems. Such problems are characterised by

Xternal noise being transmitted into the passenger cabin by vibration of the cabin
undaries. Such acoupled vibro-acoustic system is typically the mostdifficult to treat
ce the structure tends to excite many more acoustic modes than would aninterior

Noise source emitting the same spectrum of sound, due to interface modalfiltering
between the structure and the cavity. With more acoustic modes excited, more control
Sources are required to achieve the same level of control. Also, since the structural
Ee ues typically have a shorter wavelength comparedto the acoustic modes, acoustic
! elds excited by the structure tend to exhibit much greater spatial variance, which

leates observability problems.

Sommerfeldt and Nashif published a more detailed analysis and exposition of Hala’
algorithm, although they seemed to be unaware of Hald’s work. Theyalso develg,.
an algorithm for the minimisation of energy density (sum of potential and kinetj
energies) in an enclosed soundfield. In a later paper, Park and Sommerfeldt (1997) |
extended the energy density approach to the control of a broadband enclosed Sound:
field. It is worth noting that the energy density approachis not appropriate for gq

choice andin the far field, pressure squared is a more effective cost function,
A frequency domain algorithm for minimisation of sound intensity wae

formulated in 1994 by Swanson (1994) who also demonstrated the importance o¢
using “zero-padding”, which meansthatthelast half of the samplesin a particular
set must be set equal to zero. When the inverse Fourier Transform is taken to prody
a time domain signal(after the necessary arithmetic operations have been perfo
in the frequency domain), the last half of the resulting time domaindatasetis alsq_
discarded.

In 1995, Kang and Kim (1995) published a paper on the minimisation of soung
intensity in a duct for the purpose of minimising the radiated sound power, Their
formulation is similar to that of Sommerfeldt and Nashif (1994); however, they do_
investigate analytically the convergence and stability properties of the algorithm for
minimising instantaneousintensity.

Qiu and Hansen (1997) developed an algorithm for controlling soundintensity
radiated by electric power transformers based on waveform synthesis. However,the:
disadvantage of this method is that the A/D clock on the controller must be
synchronised with the periodic noise to be controlled.

5.4 ENERGY DENSITY

Energy density is a little different to sound intensity in that it is proportional to the
weighted sum of the squared acoustic pressure and squared particle velocity in each
of three orthogonaldirections. ‘

It has long been knownthat the energy density in a one-dimensional soundfield
is approximately constant throughoutthe field and for 3-D systems with high modal| ~
densities it has been shownthatthe spatial variance of energy density is significantly”
less than the potential energy (Cook and Schade, 1974). To overcomethe observability
difficulties that are inherent with microphones as error sensors, such as pressure)
nodes, Sommerfeldt and Nashif (1991) suggested minimising the energy density at
discrete locations. In a numerical simulation the authors found that minimisation of

the energy density at a discrete location significantly outperformed the minimisation
of squared pressures. Subsequent practical studies using the two microphone
techniqueto estimatethe particle velocity in one-dimensional fields (Sommerfeldt and
Nashif, 1992, Nashif and Sommerfeldt, 1992, Sommerfeldt and Nashif, 1994;
Sommerfeldt and Parkins, 1994) verified the carlier findings and showed thatthe
location of the energy density sensor makeslittle differenceto the controlled levels.
Sommerfeldtet al. (1995) extended their earlier work to three dimensions and builta
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Control Process
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Numberof control sources 1
Numberof error sensors

Figure 5.4 Effect of numberofcontrol sources on control
mechanisms (Cazzolato, £999).

Two types of control system for minimising the sound transmitted in
rectangular enclosure with 5 rigid walls and a flexible curved panelasits other
have been investigated (Cazzolato, 1999): interior acoustic control sources
surface mounted structural control sources. A single primary structural sourcewill
unit driving force, was placed in a non-symmetrical position on the curved pané
that all structural modes were excited directly. His results showthatifacoustic co
sources are used, and if global controlis the objective for any cost function deri
from discrete sensors, then broadly speaking, there must be a greater number of
sensors than control sources. Any enclosed space excited by structural vibration of it
boundariesis particularly prone to modalspillover (energyat any particular freque
transferred from low order modes to high wave number modes), since the pri
source doesnotnecessarily efficiently excite the same modesas the acoustic contro
sources. The level of spillover is considerably reduced when structural vibration
control sources rather than acoustic sources are used.

For his enclosure configuration, Cazzolato (1999) calculated the attenua!
versusdistance resulting from minimisation ofthe pressureat a single microphon
the energy density sensor using four acoustic control sources and a single struct
primary source. His results are shown in Figure 5.5 for a heavily damped acoustl
system. The attenuationvs distance from the error sensorhas been calculated over
small frequency range of 600 Hz to 700 Hzto allow the separation distance lo
normalised to the wavelength. Although energy density control suffers from spillo'
the local zone of controlis still larger than that achieved when minimisingthepress!
at a single location. However, both the 10 dB zonesofquiet are significantly smal
than they are in an enclosure excited by acoustic sources only, particularly the
ofquiet for energy density control (see Figure 5.6). The reason for the decrease in
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Figure 5.5|Numerical attenuation of squared pressure as a function ofdistance
from the errorsensorfor a heavily damped acoustic system. Frequencyrangeis from
600 to 700Hz and the separation distance has been normalised to 650Hz(single
structural primary source and 4 acoustic control sources) (Cazzolato, 1999).5
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Figure 5.6 Numericalattenuation ofsquared pressure asa function ofdistance
from the error sensor for a heavily damped acoustic system, Frequency range
is from 600 to 700Hz and the separation distance has been normalised to
650Hz(single acoustic primary source and | or 4 acoustic control sources)
(Cazzolato, 1999).
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is because the soundfield is driven by high wave numberstructural modesrather
lower wave number acoustic modes. As a result, the pressurefield varies much
rapidly with a change in position and therefore the zone of quiet is reduced,

When the acoustic and structural damping were decreased, it was found4
global noise reductions, especially for energy density control, were increac,
However,the size of the zone of local control in the vicinity of the sensor for ener,
density control was decreased, although the size of the zone oflocal contro] f
pressure control wasrelatively insensitive to damping as illustrated by comparingthe
results in Figure 5.7 with those in Figure 5.5. "4

55 VIRTUAL SENSING

“ yirtual sensing is the process of minimising the soundfield at a locationthatis away
fom the error sensor, There are three approaches that have been used in the past to

_go this and eachwill be discussed in the following sections. One approach that was
jptroduced by Garcia-Bonito etal. (1996, 1997), is based on measuri ng the acoustic
pressure transfer function between a permanently placed remote microphone and a
‘igrophone temporarily located at the observer location, With the temporary
“microphone subsequently removed,the signal from the permanent microphone was
modified with the transfer functionto create the virtual microphone. The assumption
jg implicit that the transfer function does notalter with time and whileit is possible
that the control system will become ineffective if it changes significantly,
Garcia-Bonito et al. (1996) reported acceptable stability when a spherical shape (such
asa head) was added to the environment. This approachis discussed in the following
paragraphs for pressure (microphone) sensing,

The second approach (Cazzolato, 1999: Hansen and Cazzolato, 1999) is to
estimate the pressure at the virtual location in real time using forward difference
extrapolation with the signal from a numberof remotely placed microphones. This
approach would havethe advantage that the “virtual microphone” would not need a
priori informationofthe control source to pressure transfer functions, This approach
will be discussed in the following paragrapiis for both pressure and energy density
sensing. ‘

Thethird approach, called model reference control, wasfirst reported by Clark
and Fuller (1992, 1993) and it is very similar to the first method mentioned above.
They implemented active control of sound radiated by a vibrating structure by using

Ip? Control
ED Control

Zipi?Attenuation(dB)
ERAemereiie
|
i

 
5

7 o1 wo, 8 os 08 microphoneerror sensors in thefar field and actuators on the vibrating structure. They
then measured the “phase-referenced” structural response at the same number of

Figure 5.7 Numerical attenuation ofsquared pressure as a function of distance structural locations as they had control actuators. This was called the “desiredfrom the error sensorfora lightly damped acoustic system. Frequencyrange is _ Structural response”. The control system then used the vibration sensors at thefrom 600 to 700Hz and the separation distance has been normalised to 650Hz

(1 structural primary source and 4 acoustic control sources) (Cazzolato, 1999). | structural measurement locations as error sensors and adjusted the control signal so|

that the difference between the desired structural response and the actualstructural
In conclusion,it may be stated that whenit is desired to obtain zones of reduced Tesponse was minimised. The above two papers describe the methodin detail.

noise at a numberoflocationsin an enclosed space, use of an energy density sensor
will result in a larger zone of reduced noise level that a microphoneat the expenseof
reduced noise reduction right at the sensor. It was also observedthat the type of
control source that works best is one that is similar to the type of original primary
excitation source; for example, for primary structural excitation a structural control
source worksbest. This is because the control structural sources are more likely to
producea soundfield that matches the primary sound field. For energy density to be
effective in obtaining global levels of sound reduction in an enclosed field, multiple
sensors and control sources are needed, with the number ofcontrol sources required
being less than the numberof sensing elements but more than the numberof energy
density sensing systems, Multiple energy density sensors result in a reduction of
energy “spilled-over” into higher order modes, thus improving the global controlresult,

5.5.1 Virtual Sound Pressure (Virtual Microphone)

 
 
 
 

 
 
 

55.1.2 Transfer Function Method

‘The transfer function method, as described by Garcia-Bonito etal. (1996, 1997), is
based on measuring the acoustic pressure transfer function between a permanently
‘Placed remote microphone and a microphone temporarily located at the observer
location, The theory may be summarisedas follows. Thetotal pressure field p, is the
4m of the primary P, and controlpressure fields p, as follows:
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P, = Py *P,

Thecontrol source contribution may also be written as the Productofthe
acoustic impedance, Z, between the control source location and the e
location andthe control sourcestrength, q,. This can be applied to boththeacy
virtual microphone locations where the subscripts a and v apply to the a
virtual locations respectively:

Pa = Poa * 2,9;

The expression for the pressure difference between the two locationsis then:
and p, = Poy +Z,4q,

Py ~Py 7 Py, 7 2,95) ~ Py oi Z,9,)

Garcia-Bonito et al. (1996, 1997) state that at low frequencies the Spatial
pressure change dueto the primary field is small enough so we can assume thai
primary source pressure componentisthe sameat both thevirtual andactual loc
Close to the contro! sound source, the actual sensor and the virtual error sen
control source transfer impedance functions are significantly different. The p
measurementofthis difference can be used as an operator on the actual error si
to estimate the pressure at the virtual location. Thus:

P, = P,~(Z,~Z,)4,

5.5.1.2 Forward Prediction Method

As mentioned previously, this method is based on using forward prediction to
determine the sound pressureat a particular location based on actual measurements”
at two or more remotely located microphonesasillustrated in Figure 5.8.

Thepressure at point p; can be approximated bythefirst order finite difference
estimate: 1

t x

P.=P2*5,(PoP) (5.6)

Using a three-microphone approach it can be seen in Figure 5.9 that the forward
estimatein pressure improves(atleast theoretically) comparedto the estimate fromthe
two-microphoneapproach.

The pressure at point Pp, can be approximated by the second order finite
difference estimate using Lagrange’s interpolation formula for unequalintervals; thatis:

- (x-x,)(x-2,) (x-x, (x -X;) (x ~X,x~*,)
— pt 7(=e) Gyepega)?” Goxpeg) OF

P(x)
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Figure 5.9 Three-microphone forward prediction technique.
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96 Understanding Active Noise Gin ace and Error Sensing
Therefore for the system shownin Figure 5.9, Equation (5.7) reducesto: i_Po Py

1 _Ce+hYQ)  , e+2hV) | (x+2h)Or+h) “: ” Fohpo (5.13)x I 7) 3 7
(4)(2h) (hy-h) (2h)(h) represents an estimated quantity. The quantity,j=v-1, in the equation,rime On Vy Ml

cle velocity phase lags the phase of the acoustic pressure gradientCollecting like terms gives: ys that the parti : ‘
H_MXt+h)_—— x(x+2h) (x+2A)(x+h) ween 21 and p, , by 90°. Substituting Equations (5.6) and (5.13) into Equation

x Te Pit>PotPs ives:
2h? -h? 2h? ay ene ide in th edi uation may be usedas a costquantity on the left hand side in the preceding eq y

’ tion to be minimised by the active noise control system.
‘Tris anticipated that the use of these virtual sensors as active noise control error
sors will have the following advantages with respect to the more conventional
ve noise control error sensors:

If x=h, then Equation (5.9) reduces to:HW

Px =P1~3Py*3P3 =P) *3(Py-Py)

If x=2h, then Equation (5.9) reducesto:

The high attenuation associated with local control may be broughtdirectly to the
‘observers car without intrusive transducers. oe
The attenuation zone around the observer may be broadened with the virtual

; energy density sensor.
, With an algorithm based on separation distance, it may be possible to track the

distance between the observer and error sensors and allow the zoneofsilence to
‘follow the observer.
Controlling immediately around the head of the observerwill allow the use of

muchsmaller speakers (than required fok global control).t

p,=3p, -8p,+6p, =p, ~2(P,-P,)+6(,-P)

It is possible to have two closely spaced “virtual microphones”, which w
controlled would create a larger zone of quiet than would be achieved with a sing
“virtual microphone”. It could be possible to define a virtual microphone arrayto
extend the control region even further. i

In practice it has been found that background noise thatis alwayspresentin,
measurements causes problems for the 3-microphone estimation technique as jt}
much moresensitive than the 2-microphone technique. Additional problems occur
ducts as a result ofhigher order modal contributions affecting the “smoothness”o;
plane wave signal. Both of these problems result in the 2-microphone techni
providing better control results in practice. A promising alternative is to use th
second order equations associated with the 3-microphone technique, but use mo}
microphonesandtake a least squares approach to obtaining the correctextrapol
pressure.

VIBRATION SENSING OF SOUND RADIATION

y applications of active noise control,itis inconvenient to use microphones to
ide the error signal for minimising the sound field radiated from or transmitted
ugh a structure. Thus, the use of structural vibration sensors to provide the

ed error signal, which mustbe proportionalto the radiated soundfield strength,
great interest.

2 2x 2 x x x 2
1+— -—2) 1 +— +f( 3] iz “( =) pp, (3)

(2 - 2p,p, ps)

5.5.2 Virtual Energy Density

 
Only the forward prediction methodwill be discussed for energy density as results fo
the transfer function method applied to energy density have not yet been publish
Also only the 2-microphone technique will be considered for the reasonsstated in
previous section. The three microphone, second order extrapolation is discussed
Kestell et al. (2000).

The expression for energy density (in a |-dimensional space)is:

 
(5.14)

  (2hky*

_ Itis well known that the vibration response of any structure can be represented
aa tms of vibration modesthat are orthogonalwith respectto the structural vibration,

[py + perv] (5.12) hich are not orthogonalin terms of their contribution to the radiated soundfield.
ans that reducing the amplitude of a particular vibration mode will not

ssarily reduce the soundradiated from the structure and mayeven increase it. One
of overcoming the problem is to decomposethe structural vibration field into
ation modes”that are orthogonalin terms ofthe radiated soundfield, but notin

2 2

PePe
2pe 2 2pc*

Dx
  

For the 2-microphone set-up shown in Figure 5.8, the estimate of the acou' ec
pressure, p, is given by Equation (5.6) and the particle velocity may be approximates
by the following equation:
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98 Understanding Active Noise Cancell

termsof the structural vibration field. An interesting aside is that the radiation
are each madeupofdiffering combinationsofthe structural vibration Modeswi
telative contributions of each vibration modeto a particular radiation mode
frequency dependent. Each radiation modeis characterised by a radiation effic;
and a structural mode shape. Although the calculation of radiation modesjs relat
straightforward mathematically, there are a number of practical implementa
problemsthat have provided fruitful topics for recent research. These Problems
associated with unambiguous sensing of the radiation modesand the Variationin
mode shapes as a function of frequency. One of the advantages of using Tadiatig
mode sensors rather than independent microphones (apart from the obyig
convenience) is that less controller channels are needed to achieve the same noj
reduction and this results in a more stable, faster converging (and hence faster
tracking) controller.

The calculation of free space radiation modes for vibrating structures wag fi
illustrated in a paper published by Borgiotti (1990) in which he developed a mod 1
representation for the radiated acoustic power. At a similar time, Photiadis ((9¢
illustrated the relationship betweenthe radiation mode approachandthe wavenumh
transform approachforthe identification of efficient radiation modes (dominated
supersonic wavenumber components) andinefficient radiation modes (dominated
sub-sonic wavenumber components). Cunefare (1991) used the natural vibration,
modes of a beam as components of the radiation modes. Although all of the work
mentionedessentially derived acoustic radiation modesfora vibratingstructure,sor
confusion existed asa result of the different approaches used and theuseofdifferent.
names such as acoustic modes, weak radiators, singular velocity patterns and
eigenfunctions. Since thosefirst three papers, a numberof authors have applied th
results to the active control of noise radiated by vibrating structures, ranging from
beams to cylinders (Baumann et al., 1991, Baumann and Greiner, 1992a, 1992b; |
Naghshineh and Koopmann, 1993, Naghshineh and Gellrich, 1994, Cunefare and.
Currey, 1994, Elliott and Johnson, 1993, Burdisso and Fuller, 1993, Currey and.
Cunefare, 1995, Song et al., 1991, Chen and Ginsburg, 1995, Snyder and Tanaka,
1993). More recently Cazzolato and Hansen (1998) have applied the radiation mode
approachto the active control of sound transmissioninto a cylindrical enclosure and
the principle results from this work are summarised here.

A seriousobstacleto the implementation ofradiation mode control using an active
noise control system is the physical measurementof the radiation modal amplitudes
and the subsequentderivation of an error signal proportional to the amplitudes. The
problem of sensing radiation modes adequately is similar to the problem ofsensing
vibration modesin an active vibration control system with the added complexity that
the radiation modes change shape with frequency. There has been a considerable
amountofeffort expendedin deriving strategies for sensing vibration modesthat used)
continuous PVDF film bonded to the structure and shaped to only measure the
mode(s) of interest (Lee and Moon, 1990, Crawley and De Luis, 1987, Lee etal.,
1991, Lee, 1990, Lee and Moon, 1989, Burke and Hubbard, 1991, Kim and Jones, ;
1991, Callahan and Baruh, 1995, Sonti et al., 1995, Sullivan et al., 1996). Of course,
similar results can be obtained by measuringthe structuralvelocity at a large number
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+.qiscrete Jocations on the structure and then appropriately weighting each
. rement. However this is a very expensive and in most cases an impractical
ave to continuoussensing.

2 work on shaped sensors for measuring vibration mode amplitudes has been
; ended to the measurementof radiation modal amplitudes by a numberof authors
i a have taken into account two important properties of radiation modes,First, it has

4 found that the frequency dependenceofthe radiation mode shapes is not very
so thatit is possible to fix the sensor shape to the correct shapeata particular

eacy and obtain good results for a band of frequencies about an octave wide and
tred on the design frequency. Second,it has been found that for soundradiation

typical structuresat low frequencies (below ka = 1, where k is the wavenumber
ais the largest structural dimension), the radiation efficiencies of the radiation

modes sharply decrease as the radiation mode order increases. This latter property
“nplies that only a very few radiation modesare necessary to adequately characterise

“the structural sound radiation.
In the case of planar soundradiators, a numberof researchers (Rex andElliott,
1992, Johnson and Elliott, 1995, Charette et al., 1995) have demonstrated that large

uctions in radiated sound powercould be obtained by sensing and minimising the
otal volume velocity over the entire surface of the radiator. It can be showneasily,
‘that this is effectively the same as minimisingthefirst radiation mode andas such is
‘effective only at relatively very low values of ka. Sommerfeldt and Scott (1994)
investigated the use of shaped sensors to form a low pass wavenumberfilter so that
‘minimisation of the sensor output would effectively minimise the supersonic
‘wavenumber spectrum thatis responsible for the radiated sound. Snyderetal. (1993,
1995), Snyder and Tanaka (1993) and Tanakaetal. (1996) investigated the design of
[-dimensional and 2-dimensional modal sensors and demonstrated their application
to the reduction of sound radiated by a vibrating panel into free space. Snyder and
Tanaka (1993) also briefly investigated the problem of designing shaped sensors for
the active minimisation of sound transmission through a rectangular panel into a

_ rectangular enclosure.
Morerecently, Cazzolato and Hansen (1998) have extendedthe use of structural

‘error sensing to the active control of sound transmission intoa stiffened cylindrical
enclosure through the enclosure walls. In their work, the transmitted soundfield is
derived in terms of structural radiation modes and the implications for structural

vibration sensing ofthe radiation modesis also discussed. Using the modal-interaction
‘approach to the solution of coupled problems, the response of the structure is
‘Modelled in terms of its in vacuo mode shape functions and the response of the
enclosed acoustic space is described in terms ofthe rigid-wall mode shape functions.

; ne response of the coupled system is then determined by solving the modal
formulation of the Kirchhoff-Helmholtz integral equation.

The quantity traditionally minimised in active control strategies for minimising
‘Sound transmission into an enclosureis the total time-averaged frequency dependent
‘ACoustic potential energy, E(w), whichis effectively the acoustic pressure squared
‘Summed over the entire enclosure volume (Nelsonet al., 987):
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where P(F,@) is the acoustic pressure amplitude at somelocation ¥ in the
fyis the density of the acoustic fluid (air), cy is the speed of sound in th :
is the volume over which the integral is evaluated. The frequency depend
variables is omitted in the following equations to minimise complexitpressure at any location within the cavity my be expressed as a pcre
acoustic mode shape functions, g, and the mod i. al amplitud ,
follows: heed6

Oclosys,
fluid ang}

p®) - Yipee ;

The acoustic potential energy evaluated using n, acoustic modes may bewrittenas:
_ H

E, = poAp (5.17)

where p is the (#, x 1) vector of acoustic m j) the (1, odal amplitudes and A is adiagonal weighting matrix, the diagonal terms of which are: nS
A,

A. = .di 2
4peco

vhere A,is the modal volumeof the ith cavity mode, defined as the volumeintegrati
of the square of the modeshape function: wd

A, = [oi@ave)¥

 

(5.18)

(5.19)

" oa acount pressure modal amplitudes, p, within the cavity, arising from the
! favion of the structure are given by the productof the structural modal velocityx ) vector, v, and the modalstructural-acoustic radiation transfer function (n, xn.)
vatrix Snyder and Hansen 1994), Z,,: —

=Z
Pp aY (5.20)

th wos

a hi element of the radiation transfer function matrix Z, is the pressure
= oseacoustic mode / generated as a result of structural mode / vibrating with
iit velocity amplitude. Substituting Equation (5.20) into Equation (5.17) gives an
ip SSH th sul p THU: £(pression for e acoustic pote tial ener y with esr pect to the normal str uctural

E = H» v'Tlv (5.21)

h h ITOr igh ing m trix ement: Me € ap d to each e ‘OFere the error we d TT the ele $ of Wht h ay > plie IT:
0 - 7AZ (5.22)a a
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rhe error weighting matrix IT is not necessarily diagonal, which implies that the
Pe structural modes are not orthogonal contributors to the interior acoustic

field.It is for this reason that minimisation of the modal amplitudes of the
vidual structural modes (or kinetic energy) will not necessarily reduce the total

ES ind power transmission into the enclosure.
pon | symmetric it may be diagonalised by the orthonormaltransformation:AsIlis rea

nm = usut (5.23)

where the unitary matrix U is the (real) orthonormaltransformation matrix represents
the eigenvector matrix of TI and the(real) diagonal matrix S contains the eigenvalues
(singular values) of I. The physicalsignificance of the eigenvectors and cigenvalues
ig interesting. The eigenvalues can be considered radiationefficiencies (or coupling
strengths (Bessac et al. 1996)) and the associated eigenvectot gives the level of
participation of each normalstructural modeto the radiation mode; thus it indicates
ihe modal transmission path, The structural radiation modes are orthogonal with
respect to sound radiation but not with respect to structural vibration.

Substituting the orthonormal expansion of Equation (5.23) into Equation (5.21)
results in an expression for the potential energy of the cavily as a function of the
orthogonal radiation modeset:

E, = vUSUTy = — (5.24)
where the elements of ware the velocity amplitudes of the radiation modes defined
by:

w = UTy (5.25)

Equation (5.25) demonstrates that each radiation mode is made up of a linear
combination of the normal structural modes, the relative contributions of which are
defined by the eigenvector matrix U. As the eigenvalue matrix, S, is diagonal,
Equation (5.24) may be written as follows:n

BE, = Desjlwil? (5.26)iz

wheres, are the diagonal elementsofthe eigenvalue matrix S and w, are the modal
amplitudes of the individual radiation modes given by Equation (5.25).

Theenclosure potential energy contribution from anyradiation mode is equal to
the squareofits amplitude multiplied by the corresponding eigenvalue. The radiation
modesare therefore independent (orthogonal) contributorsto the poten tial energy and
the potential energy is directly reduced by reducing the amplitude of any of the
radiation modes. As mentioned previously, the normal structural modes are not
orthogonal radiators since the potential energy arising from one structural mode
depends on the amplitudes of the other structural modes. The orthogonality of the
radiation modesis importantfor active control purposes because it guaranteesthatthe
potential energy will be reduced if the amplitude of any radiation mode is reduced
(Johnson and Elliott, 1995). An important propertyofthe radiation modes is that only
the first few are sufficiently efficient to have a significant effect on the transmitted
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soundfield. This greatly reduces the complexity of the physical contro] system
eigen value magnitudesfor thefirst few radiation modes for sound transmission ;
a cylindrical enclosure, 3 m in length 0.9 m in diameter and Imm thick, exciteg bsingle point force and controlled by a single control force located re
primary force are shown in Figure 5.10.

Radiation Mode 1 ———
Radiation Mode 2 - - -

3 Radiation Mode 3 - - - -
4 ve Radiation Mode 4+ - - -

10 c Radiation Mode 5 ~~~
Radiation Mode 6 - ~ ~
Radiation Mode7 :
Radiation Mode 8 « ’ > ~

EigenvalueMagnitude 
  

0 50 100 150 200 250
Frequency (Hz)

Figure 5.10 Eigenvalue magnitudes for the first few radiation modes that control sound
transmission into a cylindrical enclosure (Cazzolato, 1999).

If the structural velocity distribution is sensed with a numberofdiscrete sensors,
then the structural velocity levels at these locations are given by the vector y,, whichis defined as:

y= Py = [PBUlw (5.27)
where ‘¥, is the mode shape matrix at the discrete error sensor locations with the
number of rows equal to the number of sensor locations, n,, and the number of
columns equal to the numberofstructural modes, n, used to describe the structural
vibration field.

It is possible to show (Cazzolato and Hansen, 1998) that the radiation modal
amplitudes are given by:

w= Zy, (5.28)

and the radiation mode shapes evaluated at the measurement locations are given by:
y= Pp = [YU] w (5.29)
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Figure 5.11 Schematic of modal and eigen-filter for an AN y:

| The radiation mode shapes are frequency dependent, bowerseet
| dependenceis not very strong and it can be shownthat nr- givens

replaced with shaped PVDFfilm vibration sensors, snee = oemedcies to produce a signal proportionalto a radiation m =.arate ts
peantealeta eee oeaSeeaiee in the control system

| ——_ canineTepes is effective over a restricted frequency
| ioeam the mode shapevariation is small enough toaee naerake Seneaiaioa ofthe radiation modeerror sensingstrategy practica :l Aothe mode shapeat a given frequency is carried out by normalising
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eigen vector matrix U, at the fixed frequency to form a new eigen vector Matrix
U, = KU, where K is a square but highly diagonal correction matrix. With th
approximation, only the frequency dependenteigen valuefilters (see Figure 5. In
to be implementeddigitally and the modal filter can be implemented with a shang
sensor whose shape is fixed at the optimum for a selected frequency. The sha
sensor is attached to the vibrating structure and is shaped so thatit respondsto 4.
particular radiation (or eigen) mode. 7

Figure 5.12 shows some numerical results comparing the minimum interior
potential energies achieved by using as cost functions: the interior potential energy
the structuralkinetic energy; and the amplitudes of the two dominantradiation Modes
where it is assumed that the radiation mode sensor shape is optimised at each
frequency. The cylinder wasexcited by a single point primary force and controlled by.
a single point control force. As expected, minimisationofthe structural kinetic energy|
is ineffective, but minimising the amplitudes of the two radiation modes js almost as
effective as minimising theinterior potential energy. It is also clear that the greatest
noise reduction occurs at the resonance frequencies of the acoustic modes (57 Hz,
115 Hz, 173 Hz, 220 Hz, 228 Hz, 233 Hz, 244 Hz, 250 Hz and 251 Hz).

 
 

 

20

0

-20

8 -40So
=
‘a -60tu

-B80 _— Primary Ep--- Ep Minimised
--- Ek Minimised

-100 +--+ 2 Most Efficient Radiation Modes Minimised

-120  
200100 150 250

Frequency (Hz)
0 50

Figure 5.12 Comparisonofthe effect of using different cost functions on
the active reduction of interior acoustic potential energy transmitted into a
cylindrical enclosure (Cazzolato, 1999).

In Figure 5.13, similar results to Figure 5.12 are shown, butin this case the
distributed sensor shapesare fixed forall frequencies at the optimum value for 57 Hz
and 220 Hz respectively. It can be seen that fixing the shapeofthe first two radiation
modesat 57 Hz workswell in controlling sound transmission up to about 150 Hz and
fixing the shapes at 220 Hz sensor workswell at controlling sound transmission above
about 70 Hz. Finally results are shown in Figure 5.14 for the first radiation mode
sensorshape fixed at the optimum for 117 Hz and the secondfixed at the optimum
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Figure 5.13 Effect of different normalisation frequencies on the active
control of sound transmission into a cylindrical enclosure using radiation
mode amplitudes as a cost function.

 
 — Primary Ep
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—=- 117 Hz Radiation Mode Sensor
seeene 220 Hz Radiation Mode Sensor

 
   
 250150

Frequency (Hz)
oO 50. 100

Figure 5.14 Active control of potential energy using single channel fixed
frequencyradiation modal sensors without aradiation efficiency weightingfilter
(Cazzolato, 1999).

shape for 220 Hz. Thebestoverall single-channel results would be achieved by using
across-over networkset up so thatonly the first mode is minimised at low frequencies
(below 170 Hz) and the secondat high frequencies (above 170 Hz), which effectively
Tequires a single channel controller.
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Ascan be seen from the figure, the results obtained are nearly as goog as
obtained by minimising the interior potential energy, which would require
microphones distributed throughout the cavity and a many channel contro] s

Oneinteresting discovery made during this research was thatthe optimum ¢
for the structural radiation mode sensor, derived using the preceding analysis
very close to the mode shapeofthe interior acoustic field to be controlled, In fac
was found that when the sensor shapes were made the sameas theinterior acous
field shape, very similar results were obtained. This finding has enormous impa
the level of effort required to find the optimal sensor shapes for complex enclog
enclosed by structures with high modaldensities.

In the future, it is clear that there will be increasing interest jp.
developmentof "smart"structures containingdistributed actuators and sensors, Th;
is considerable current research effort devoted to the development of suitable.
strategies for controlling the noise radiated by such structures. a

5.7 CONTROL ALGORITHMSFOR VARIOUS SENSING STRATEGIES

5.7.1 Shaped or Distributed Structural Sensors

The control algorithm for minimising radiation modal amplitudes sensed either with
continuousorpoint error sensorsis effectively the filtered-x algorithm, which can
used with FIRfilters (FXLMSalgorithm) or IIR filters (Q(URLMSalgorithm). The
quantity that is minimisedis the sum of the products of the squared radiation modal
amplitudes, w,, and their correspondingradiation efficiencies, o;. For an enclosurethis
is the total interior potential energy and for soundradiationinto free spaceit is the
powerradiatedbythe vibrating structure. Theerrorcriterionifn error signals are used
is:

n i!

~~ 4|;|7i=}J (5.30)

To simplify the analysis and allow ease of comparison between the different
algorithms considered here, only a single channel control system will be assumed so.
hat:

J= o, | Ww, ? (5.31),

The control system layout for a shaped sensorerrorsignalis illustrated in Figure SiS
Thefilter weight update equationif an FIR filter is used is given by Equation

3.11) or (3.20) in Chapter3, and if an IIRfilter is used, the weight update equations:
ie given by Equations (3.16) and (3.17). Essentially the shaped sensor output (a
ippropriate signal conditioning) is treated by the controller in a similar way [0)#
nicrophone.
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Figure 5.15 Control system layout for shaped sensor errorsignal and FXLMSalgorithm.

5.7.2. Sound Intensity

The control system arrangement used when soundintensity is the cost function is
shownin Figure 5.16.

When soundintensity (in one direction) is used together with the least mean
product (LMP)algorithm, the weight update equationisa little different to that used
for minimising the squared output from shaped sensors discussed in the preceding
section, The cost function to be minimisedis:

J, 1, = plus) = (p00) +s,(01 x [pd + 3,0) (5.32)

‘Where the product b,(k)p,(k) represents the soundintensity at the error sensor due to
the primary source alone and 5,(k)s,(k) represents the control source contribution to
error sensor. Referring to Figure 5.16, the quantities s,(k) and s,(k) can be written*

(5.33)5) = tw hh) x(k)] * 6,(k)=w TOF(0

w TDF(k)s,(k) = [w™(k) x(k] *¢,(k) (5.34)
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Sound Alternatively. a digital integrator may be used (Park and Sommerfeldt (1997)) as
,souine { wn in Figure 5.17.  
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Figure 5.16 Control system layout for soundintensity control with the FXLMPalgorithm, algorithm

 

 
uk)

The gradient of the error surface with respect to the weightcoefficients may be
Tritt : oo : : a os
es Figure 5.17 Control system layout for sound intensity control with two microphones,a digital integrator

 os and the FXLMPalgorithm.
Valk) = = = POF+ uO40) (5.35)wk) I In this case, the velocity may be expressed in terms of the pressures at the two

Thus the weight update equation becomes: “microphones as:
=wih)- (©) - Pp,wk+1) = wh)-{POF+ uF} (5.36) w(k) = -15 [PSfea (5.39)

which is the result obtained by Sommerfeldt and Nashif (1994). An equivalent Pot
equation can be derived for the F-u RLMS algorithm and IIR filter. For the where the function = denotes the continuous to discrete time transformation. The
feedforward controlfilter, the weight update equationis: velocity can be calculated recursively using a digital integrator as follows:

a(k+1) = a(k)-p (PAftk) + u(t} 5.37 F > 1ck ? 6.37) Hk) = fk - 1) - ——Ip,.(8)-p,() lexp(- Uf) (5.40)
and for the feedback section it is: f,pAx

b(k+1) = BK) - 4 (POF, * lk)Fry) } (5.38) Where f, is the sampling frequency, p is the density of air and Ax is the distance
where the subscript x refers to the reference signal filtered with a model of the between the microphones. Theerror sound pressure is given by:
cancellation path and the subscriptyrefers to the filtered control signal.

: a 7 Pal) = (Polk) +p,))/2 5.41)
Implementing Equation (5.36) in practice is difficult because of the requirement

for a measure of the instantaneous particle velocity. If two microphones are used to
estimate the particle velocity, then a running time average must be used for the The actual implementation ofthealgorithm in this case is shownin Figure 5.17,
2stimate of the particle velocity.
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CHAPTERSIX

APPLICATIONSOF ACTIVE NOISE
| CONTROL

5.7.3 Energy Density

When energy density is used as a cost function, the weight update algorit :
different again. However,the control system arrangementis similarto that for so
intensity except that with 3D energy density, velocities in each ofthe three ca
coordinate directions need to be measureratherthan in just onedirectionas iluste-
in the previous figures. The cost function for energy density ina 3-dimensiona}
is given by:

 2

J, = P > + ED ty
2pc

2

wed SOME GENERAL CONSIDERATIONS
Following a similar procedure as for the intensity error sensing approach,

obtain the following for the gradient of the energy density with respectto the fi
weight coefficients:

Ve, — plbrf,o
w(k) pe?

+ PltOf+ UyOSy® + «(Of(0)
where the subscripts x, y and z refer to velocity in the cartesian x, y and z coordinate
directions, respectively.

The control filter weight update equation for energy density control in a 3-D.
enclosure is thus:

in free space, the complexity of the sound field combined with the difficulty of
ning a reference signalprior to the noise arriving at the’ control sources means
tis not generally practical to attempt control of broadbandortransient noise from

ge noise sources, although feedback control can be used to obtain noise reductions
, jntocal areas at the expenseofincreased noiselevels elsewhere. Tonalnoise radiating

(5.43) i to free space can be controlled, and a good exampleofthisis the control of the hum
electric power transformers, whichis characterised by three or four major tones.
In semi-enclosed spaces, such as characterised by a duct, active control works

well up to the point where there are a few higher order modes cut on. It works
particularly well at low frequencies when qnly the plane wave mode is propagating,
which is why most commercial active noise control implementations have been
directed at this problem. For fully enclosed sound fields, such those characterised by

ViAk) =
 

w(k +1) = w(- PLASCK) aircraft or vehicle cabins, the maximum achievable noise attenuation is normally
7 pe? cted as a function of some measure of the presence or otherwise in the space of

acoustic "modes". The most useful measure is modal overlap, which is a measure of
i¢ density of modes (number of modes per Hz) and the damping associated with each
e (Bies and Hansen, 1996). Active control has the potential (with correct control
urce placement) to work well when the modal overlap is low, where the unwanted

is predominantly contained in a few lightly damped modes (Elliott, 1989).
- bee we erally, it is difficult to achieve global control with just a few sourcesif this is not

an IRfilter can be derivedin a similar way case. Local cancellation to produce "zones of quiet"is a feasible alternative and
to that done for the intensity case of success has been achievedin propeller-driven aircraft, for passengers resting
Equations (5.37) and (5.38). If an energy 7 their head against seat headrests, at frequencies up to about 350Hz (Carme, 1997).
density probe(suchas the oneillustratedin Use of active absorbers is sometimes contemplated as a meansof reducing very
Figure 5.18) is used to obtain the velocity low: frequency reverberant sound fields at frequencies below which traditional
and pressure measurements, the ment with porous acoustic material (such as fibreglass or rockwool)is ineffective
mmstanianeous values maybe obtained using impractical. The advantage of actiye absorbers over passive systems such as
Equations (5.40) and (5.41) for each ‘Helmholtz resonatorsis that they can adapt to changes in environmental conditions,
microphonepair. These values cals then be Which result in a change of wavelength in even constant frequency soundfields, and
convertedto the 3 cartesiandirections using Figure 5.18 4-microphone Energydensity M addition, the active systems can also absorb sound energy over a much wider
simpletrigonometry. probe developed at Adelaide University. Mequency range.

p ‘In the remainderofthis chapter, specific application examples that are suitable
‘0active control and examples that are unsuitable will be discussed.

- 1p,OFAM) + UWF+ 4.4Fuh)
which is equivalentto the result derived by
Sommerfeldt and Nashif (1994).

The filter weight update equation for
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12 Understanding Active Noise Caince

6.2 APPLICATION EXAMPLES

6.2.1 Sound Propagation in Ducts

6.2.1.1 Plane Wave Propagation

Active control of noise propagating in ducts is well suited for the control Of Ic
frequency noise where the attenuation which can be achieved using convention
passive silencers may be inadequate. Elements of active systems are usually smal};
can be mounted in the duct wall, thus minimising air flow pressure losses. T
application of active noise control is the oldest and is now the most comme
successful with numerous systems installed in industry in the USA. Typical Tes
achieved are 15-20 dB over two octaves of random noise and 20 to 30 dB for t
noise. Typical frequencies which are controlled range from 40 Hz to 400 Hz. _

Disadvantagesof active attenuators are associated with their cost (although
is rapidly decreasing), the need for regular maintenance (speaker replacementeve;
three to five years), the requirementfor custom installation and testing by experts,
reduction in performance at frequencies above the first higher order mode cut ¢
frequency and the fact that they often only function wellin relatively tong (over 3r
sections of duct. Although most installed systemsare only intendedto control plan
wave propagation,the installation of one commercial system which also controls.o
higher order mode hasalso been reported (Peltonetal., 1994). :

Almostall systemsare installed using feedforward control dueto its superior
performance, although Kuo and Morgan (1996)report a novel configuration f
feedback system that is suitable when the reference signal is contaminated with too
muchflow noise. Their suggested system is illustrated in Figure 6.1.

Applicationsofduct noise control include: reduction ofnoise in air conditioning.
ducts; reduction of noise in industrial blower systems; and reduction of vehicl
exhaustnoise. Althoughvehicle exhaust active mufflers have been demonstrated that_
perform aswell acoustically as their passive counterparts (but without the undesirable.
pressure drop- see Figure 6.2), they have yet to be used commercially on a widesprea
basis because oftheir expenseandunreliability (due to the harsh environment). Recent
developments involving the use ofa radically new type of noise source (Renault etal.
1996) have revolutionised the possibility of practical active control of engine exhaust
noise. The device consists of a rotatable flap placed in the exhaust flow and angled up.
from the exhaustpipe axis by about 12° (see Figure 6.3). i

The active control system is used to oscillate the flap back and forth +3 to 5°. As
might be expected, this device consumes very little power and is reported as being
extremely effective. However, work is still necessary to improve the mechanical
reliability and also to overcome the excessive exhaust back pressure generated by the -
valve. Various means such as perforated flapper valves are being investigated 10
ameliorate this latter problem.
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Figure 6.1 Implementation of a feedback system for control of noise
propagating in ducts (after Kuo and Morgan, 1996). = Oo
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6.2.1.2 Higher Order Mode Propagation _gounding the structure, or a combination of both may be used. Similarly, error
j may be either structural vibration sensors, which sense the vibration

aaeen nsa‘aatheaeeeofnee order modesin qi, 4 erbution in such a waythat the reduction of the errorsignal results in a reductionelton, et. al., -Ithas been shownthat for the case of/Vpropagating moa he radiated sound power, or they may be one or more microphones placed
error sensors and N control sourcesare sufficient to suppress the propagatingna . voxically in the acoustic medium surrounding the structure. ° ,
Forlarge air conditioning ducts, the first cut-on mode may begin to Propagate at. sia
frequency as low as 100 Hz. Consequently, to provide active controlin such g duchil
200 Hz would require five error sensors and five control sources(as there woylq,
five propagating modes), while active control to 800 Hz would require 64
sensors and 64 control sources.

Controlof one propagating higher order mode has been reported (Eriksson e
1989, Pelton et. al., 1994). A separate adaptive filter was used for each positive
negative portion of the non-uniformpressure distribution associated with the high
order mode. Eachfilter obtained error information from a separate error transdu
and output a signal to a separate loudspeaker. The active control system was repo, t
to reduce tonal noise by 20 to 25 dB at a single measurementlocation, and broadha
noise, above the cut-on ofthe higher order mode by about 10 to 25 dB.

In many casesit is preferable to use axial splitters in the duct to prevent higher
order mode propagationin the vicinity of the controller and then usea single chan
independent control system for each splitter section. The splitters need to be
sufficiently long to include the reference sensor, control source and error sensor and.
extend a half wavelength beyond the reference and error sensors.

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 
 
 
 
 

 

3.1 Physical Control Mechanisms

ofconsiderable interestto identify the physical mechanisms underlying the active
trol of sound radiation from a vibrating surface. Only if these are properly
erstood will it be possible to determine the limitations on the amount ofnoise
uction that would be achievable with an ideal electronic coftroller. In one study

Hansen and Snyder, 1991), the effect of various parameters such as control source
jocation, error sensor location, control source type (acoustic or force) panel size,

ctural damping, excitation frequency and panel response type (resonance or
ed) has been evaluated theoretically for a simply supported, baffled rectangular
el vibrating at a single frequency and radiating into free space. The panel was

cited off-resonanceby a harmonicpointprimary force ata single frequency between
he (2,2) and (3,1) modalresonance frequencies.

Figure 6.4 shows the maximum achievable reduction in radiated sound poweras

Its

  

6.2.1.3 Hybrid Active/Passive Silencers

These silencers for duct systemsare of specialinterestin that they are an exampleof
the effective combinationof active (feedback) and passive silencing techniquesinthe
same device (Kruger and Leistner, 1996, Carme et al., 1997). The concept |
combiningactive andpassive techniquesin vehicle suspensionsandvibration isola
systems has been used for some time now andit is clear that future researchis likely’
to extend the conceptto other devices and systems for active noise control.

6.2.3 Sound Radiation From Vibrating Structures

Generallyit is desired to reducethe total sound powerradiated bya vibrating structul
rather than the soundpressure at one or twolocations. Thusthe error sensors must
of sufficient number and arrangementso thatthey can observethetotal radiated soul
power. A trade off will almost invariably have to be made between the practi
numberof error microphonesandthe need to accurately measure the radiated $0
powerso that the maximum reduction theoretically achievable with the control souree
arrangementcan berealised.

To control the sound radiated by a vibrating structure, either vibration Sour
attached to the structure or acoustic sources located in the acoustic

Figure 6.4 Maximum achievable reduction in sound powcras a
function of control source location on a simply supported panel.
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ower is 22.4 dB and this will only occur for one location of the contro} force
mproper location of the control force can result in achievable sound power level
eductions as low as 4 dB. The size of the panel depicted in Figure 6.4 was such that
1€ acoustic wavelength correspondingto the excitation frequency wasthree times the
irgest panel dimension.

For this test case, two fundamental physical control mechanisms were identifieq
y calculating modal vibration levels on the panel before and after control. With the
ingle control force located at the right hand maximum of Figure 6.4, the contro}
1echanism was modal amplitude reduction; that is, the vibration amplitudes ofthe
10des contributing mostto the sound radiation were significantly reduced.It wasalso
yund that for the simple case considered here, a single error microphone properly
ycated in the far field of the panel was able to provide anerrorsignalthat allowed the
yund powerto be reduced by an amountvery close to the maximum possible,

With the single control force located in the centre of the panel, the dominant
ontro] mechanism was foundto be that of modal phase rearrangement. Thatis, the
ontroller rearranged the temporal phases of the radiating modes in such a way as to
‘fectively reducethe overall panelradiation efficiency. This can be better understood
it is noted that the total sound powerradiated by a vibrating surface is not the sum

f the powers radiated by each mode. Rather, the modes combine together to provide
particular panel velocity distribution that is characterised by a particular radiation
ficiency. With this control mechanism,it is likely that the r.m.s. vibration levels on
e structure will, in some cases, increase under control, even though the radiated
sund powerwill be reduced.

Increasing the panel size so thatit was one rather (han onethird of a wavelength
‘ross had a dramatic effect on the results. The maximum reduction in sound power
eoretically achievable with a single control source was reduced from 22.4 to 16.9
3. Also, the modal rearrangement control mechanism was no longeroperative.

Increasing the panelloss factor (vibration damping) from y = 0.04 to n =0.2 also
id a dramatic effect on the maximum achievable reduction in sound power. Apart
am the trivial case of the control source on top of the primary source, the maximum
hievable sound power reduction was reduced to 8 dB. Also the modal amplitude
mtrol mechanism was no longer effective; control was only achieved by a
arrangement ofthe relative modal temporal phases.

With acoustic contro] sources, the mechanism responsible for a reduction in
diated sound power was found to be a changein radiation impedance "seen" by the
nel as a result of the presence of the acoustic sources. Thusthe acoustic sources act
"unload" the panel. Clearly, it is not possible then for a single small acoustic source
provide a significant reduction in the powerradiated by a large structure such as an
sctrical transformer, as such a source could not acoustically unload the transformer.
weverthis does notprecludethe control source from providing local areas of sound
ncellation at the expense of other areas of increased soundlevel.

Aswell as needing to understand the physical mechanismsinvolved to design an
timum system to control sound radiation from a vibrating surface, it is- also
cessary to realise that all vibration modes contributingto the radiation must be both
ntrollable by the control forces and observable by the error sensors. Clearly 4
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control force located at a modal node cannotcontrol that mode and equally clearly a
vibration sensorlocated at a modal node cannotprovide an error signal for that mode.
Also an acoustic sensorlocated at a minimum pointin the radiation field generated by
aparticular mode may not provide adequate error information for that mode. Thusif
a single acoustic error sensoris used to provide a signal proportionalto the total sound
power radiated by a structure, then it is extremely important thatit is located so that
it can best measure the required quantity. Measurements madeusingthe simple test
arrangementjust described indicated that the maximum achievable reduction in sound
power, could vary from 11 dB to 22.4 dB (forthe optimum location of asingle control
force) dependent upon the location ofthe far field acoustic error sensor. Clearly, it is
desirable to use multiple error sensors.

An importantpractical application of active control to the reduction of sound
radiation from a vibrating surface is the reduction of low frequency tonal noise
radiated outdoorsby electric power transformers. A numberofprototype systems have
been demonstrated for actively controlling the tonal noise (100 Hz and 200 Hz)
radiated by electric power transformers. Systems include the use of loudspeakers and
tuned curved panels as acoustic control sources and piezoceramic patch actuators
bonded to the transformer tank to control its noise radiation. Reductions of 10-15 dB
have been claimed. However,careful reading ofthe claims indicates that they refer to
the reduction measuredat the error sensors and not the global sound powerreduction,

which is considerably smaller! 7

6.2.4 Active Headsets and Ear Muffs

Itis well knownthat conventional passive hearing protectors are not very effective in
protecting the wearer from low frequency noise, and that communication using
standard headsets in noisyareasis extremely difficult. Both active headsets and active
hearing protectors enhance hearingprotectionat low frequencies (usually below 1,500
Hz). Active hearing protectors differ from active headsets in that the former include
passive elementsto further attenuate midto high frequency sound (above 250 Hz), and
the latter allow radio communicationto be heard clearly. As the principles ofoperation
of active headsets and active hearing protectors are similar, the two devices will be
treated together here.

Theactive controlofnoise at the ear using an active headset or hearing protectors
is a similar problem tothat of active control of plane wave noise propagating ina duct,
in that the problem is one-dimensional. The one-dimensionality of the problemenables
good results to be achieved with a single channel control system.

The need for increased performance of passive hearing protectors in a numberof
applications is well established, especially in the low frequency range where the
performanceis particularly poor. In addition to the needs in noisy industries such as
sheet metal and forging, better hearing protectors arc needed for occupants oftracked
military vehicles and military aircraft.

Although a numberof researchers have been working on the development of
active hearing protectors for some time, almostall of the work reported has been in
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the form of brief conference papers and patents rather than detailed journal pape
This lack of detailed reporting of particular designs probably stems from
commercial sensitivity of the work. However, two detailed studies have beenrecorq,
in the doctoral theses of Wheeler (1986) and Carme (1987), and these along with th
paper by Salloway and Twiney (1985) provide some useful insights. In the follow;
sections, various designs of hearing protectors and head sets will be discusseq With
reference to their principles of operation, practical implementation problems and
potential performance. 7

There are two main typesofcontrol system for active hearing protectors and heaq
sets; feedback and feedforward. Eachwill be discussed in the following sections.an
the associated advantages and disadvantageswill also be considered. j

6.2.4.1 Feedback Systems

A typical active feedback system for hearing protectorsis illustrated in Figure 6.5. In
practice, it is necessary to place the microphoneas close as possible to the ear cana]
as this is where the sound pressure will be minimised.

 
Figure 6.5 Active ear protector using feedback control.
K = amplifier; C = compensatingfilter; S = speaker; M = microphone.

The design challenge is to develop a compensationfilter, C, which allows the
gain, K, to be large without causing the system to become unstable. A feedback system
such as the one: shown in Figure 6.5 was first suggested by Doreyet.al. (1975);
although problems with instability were reported and the feasibility of attenuation a
random noise was not established. The work wasdirected at developing a headset
suitable for aircrew, and for this reason it also involved the introduction of a
communicationssignal between the compensating filter and the amplifier.
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Typical noise reductions as a function of frequency for a headset designed by
Carme (1988) are shownin Figure 6.6. Data for a low costactive headset are shown
in Figure6.7.

without ANC
with ANC

(commercial
system)

with ANG
(lab. system) §

amplitudespectrum(dB) 
20 200

frequency (Hz)

2000

f

Figure 6.6 Noise reduction as a function of frequency for the
t feedback controlled active hearing protector.
i
i

Noisereduction(dB) 
10 100

frequency (Hz)
1000

Figure 6.7 Performance of feedback controlled headset used for
aircraft passengers.

_ An arrangementallowing the hearing protector to act as a communications
headset is illustrated in Figure 6.8. In the arrangement shown, the communications
signal is not affected by the compensationfilter, and it is also free from the distortion
Usually caused by the transfer function of the loudspeakerand cavity, thus resulting
‘tna clear andeasily heard signal.

One problem associated with feedback control systems for active headsetsis the
€ variability in the transfer functions of the cavity depending upon who is wearing

tn device and uponthe quality of the acoustic seal between the device and the head.
*his can result in the onsetofinstability if an ear protector optimally adjusted for one

{ ‘Ison is worn by anotherorif the device slips a little on the wearer's head. Trinder
nd Jones (1987) claim to have developed a filter that minimises the effect of the
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effectively extend the upper frequency range over which the headsetis effective as
well as increasing the noise reduction over the operating frequency range.It is clear
iat active hearing protection for low frequency noiseis viable andit is here to stay.

A number of active headsets based on the feedback control approach (using
analog electronics) are now commercially available and are very effective up to
requencies of 1,000 Hz.Prices range from $US20 to $US 1,000. An industrial quality

peadset will usually be at least $US300.

 
 

add radio
signal

 6.2.4.2 Feedforward Systems

As discussed earlier, feedforward control systems rely on the availability of a
reference signal, which contains information on the frequency content of the noise
signal to be attenuated. For an adaptive feedforward system an error microphone
rovides a measure of the remaining acoustic signal after action of the control

foudspeakerandthis signal is used to update thefilter that operates on the reference
signal prior to feeding it to the control source. Two types of adaptive feedforward
system are shownin Figure 6.9.

The system shownin Figure 6.9a wasfirst reported by Jones and Smith (1983)
and is the subject of a patent awarded to Chaplin et. al. (1987). It will only control
periodic noise originating from the noise source attachedto the toothed wheel sampled
with the tachometer.In practice,this is limited to the fundamentalrotational frequency
and the first few harmonics. Any random noiseor‘periodic noise originating from
other noise sources will not be attenuated. However,in certain applications this may
be an advantage rather than a disadvantage. For example, in the mining industryitis
desirable to attenuate rotational equipmentnoise but not the random noiseassociated
with "roof talk" which gives miners some warning of an impending cave-in.It is also
feasible to use radio transmitted signals to transmit the reference signal from a
transducer on the noisy equipmentto the headset.

In other situations, it is desirable to control the random noise componentas well
and a system that is capable of controlling both periodic and random noise is
illustrated in Figure 6.9b. The main problem associated with controlling random noise
is the need to ensure that the noisesignals arrive at the microphonesufficiently long
enough before arrivingat the earto allow the controller to process the signal and send
it to the loudspeaker so that it arrives at the same time as the undesirable noise.
Satisfaction of this requirement means that for random noisecontrol, the reference
Microphone must be mounted on a boom pointed towards the noise source. If the
direction from which the noise originates is unknownorvaries, the boom could be
designed so that the microphonelocation is adjustable. For example,if the microphone
were connectedto the hearing protector with a ball-joint orif it were on the end of a
flexible rod, the user could adjust its location with respect to the hearing protector
Until the noise was minimised.

Feedforward controllers are advantageousin that the control signals they generate
do not attemptto interfere with any radio communication signal whichis not sampled
by the reference microphone. In Figure 6.9, the communication signal would be

 
microphonein

Figure 6.8 Arrangementfor a feedback controlled headsetintended for radio communication.

acoustic seal on the results and that is also effective for an open backed headset, for
which they obtained more than 15 dB of reduction at the ear over a decade jn
frequency (60 to 600 Hz). It is clear that feedback control systems are effective in
significantly reducing broadbandnoise in ear protectors and their practical application
is the subject of muchcurrentattention.

Openback headsets are preferable to fully enclosed hearingprotectorsforpilots
and other industrial workers who are required to wear them continuously for long
periods of time, as heat build up in the enclosed cavity and the pressure to maintain
the acoustic seal causes considerable discomfortto the wearer. Another study by Veit
(1988) reported on the effectiveness of a feedback active control system using an open
backed headset with the microphone mounted externally. This microphone location
was justified because of the low frequency nature of the noise and hadtheeffect of
minimising the effect of the compensation network on the radio communication
signals incorporated as part of the system. Veit reported maximum noise reductions
of 20 dB in one % octave band and 10 dB over two octave bands (from 250 Hz to

1,000 Hz). The frequency band corresponding to maximum attenuation was
adjustable.

Although aconsiderable effort has been devoted to developing commercialactive
headsets and hearingprotectors using feedback controllers, their use to date has been
very limited, possibly due to potential system instabilities caused by high level
impulsive noise (with high frequency components) or low frequency pressure
pulsations that can overdrive the loudspeaker. Removing the low frequency pressure
pulsationsby useofa high passfilter is described in a patent by Twiney and Salloway
(1990). However, high level impulsive noise in the control frequency range canstill
result in system instability if the control speakeris over driven asa result.

Current research is addressing these problems and is also investigating the
effectiveness of digital feedforward and adaptive feedback systems (Bao and Pan,
1996, Pan et al., 1995). Note that for broadband noise control, feedback system
headsets are the best choice. Analog feedback headsets perform better than digital
headsets because of the smaller délay in the electronic system. The smaller delays
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Figure 6.9 Ada tive feedforward control systems for active headsets.8) pl nt y:
(a) tachoreference signal.
(b) microphonereference signal.
E = error microphone, M = reference microphone and S = loudspeaker

(b)

mnipoducedaadprior to the loudspeaker. The same reference microphoneorer signal could also be used to dri isigns ive a second adaptive noi inn dj C driv ip noise cancellinystem to minimise noise in radio communication signals initiated by the wearer of iis
active hearing protector, using the circuit shown in Figure 6.10

6.2.4.3 Transducer Considerations

O pes . ‘

—memostaie tasks in the design ofan active hearing protectoris the design
ppropriate loudspeaker that is capable of producing the required cancelling
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A Figure 6.10 Cancellation of unwanted noise in radio communication signal.

“signals. The loudspeaker must be small enough to fit in a standard hearing protector
nd yet perform well at low frequencies. It must also have the required "headroom"
jo support undistorted speech communication signals at the required level. In an
intense noise environment such as found in a tracked vehicle, achieving this
nerformance canbedifficult.

Fortunately, procuring a microphone suitable for measuring the unwanted noise
jg relatively easy, as there are several commercially available miniature electret
microphones that are more than adequate for the task.

62.5 Sound Transmission Into Enclosed Spaces

When soundis transmitted from the outside of an enclosed spaceto the inside, such
as propeller noise into an aircraft fuselage, the outside disturbance first sets the
enclosing structure into motion. The structural vibration modes then couple with the
interior acoustic modes, resulting in an energy transfer from the structure into the
acoustic space. Forstructuresthatareat least of “moderate” size, which constitute the
vast majority of enclosed spaces ofinterest for active noise control, and where the
acoustic medium is not particularly dense, such as air, the response of the
structural/acoustic system can be considered in terms of the structural in vacuo mode
shapes, the acoustic cavity rigid-walled mode shapes, and the modal coupling between
the two. Notall structural modes will excite all acoustic modes; in fact, quite the
opposite. For modal coupling to occur, the productofthe structural and acoustic mode
shape functions at the structural/acoustic boundary (the wall), integrated over the
entire contacting area, must be a non-zero number. Forthis type of coupled system,
the total response can be considered in two regimes; structure-controlled, where the
majority of the total system energy is in the shell, and cavity-controlled, where the
majority of the total system energy is in the acoustic space. Examples ofpotential
applications of active noise control of interior noise fields include aircraft cabins,
diesel generated mining equipmentcabins, trucks andcars.
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The basic components of an active noise control system to con
transmitted into an enclosure, are shown in Figure 6.11, where the aim is usual}
minimise the acoustic potential energy (or mean squared sound Pressureinte
over the enclosure volume). The mean square sound pressure averaged Over
enclosure volume is usually approximated with a number of strategically Jog
microphones. The optimum microphonelocationsare at the locations of the é
difference in sound pressure between the primary and optimally controlled 5. . ound
fields (assuming that potential energy was being accurately measured), ma

In somecases, the aim may be to achieve local areas of high attenuation atthe
Electronic Physical

Coniral ponte!System stem
¥ ; * Primary———_._» Disturbance

Reference
Sensor 

 
 

x
 
 
 
 

Control
Sources

 Controller

 
 

Enclosure

 
Error

Figure 6.11 Active noise control systemfor reducing sound transmitted
into an enclosed space.

expense of other areas being subjected to increased levels (especially when the
physical system is such that global levels of noise reduction are not possible). In this
case, the use of energy density sensors (virtual or actual), as discussed in Chapter5,
at the locations of the desired noise reduction is preferable to simple microphones.
This is due to the increase in volume over which substantial noise reduction occurs
when energy density sensors are used.

Wheninterior acoustic sources are used in an active system controlling sound
transmission to produce global attenuation ofthe interior noise levels, it is tempting
to view the physical control mechanism as one of “cancellation”, where the goalofthe
active control system is to excite the acoustic modes in the enclosure with equal
amplitude and opposite phase to that of the primary source. However, simple
interference of two soundfields would resultin large noise reductions at someinterior
locations at the expense of increased noise at other locations. Implying this as the
physical mechanism responsible for global sound attenuation leads to the (in)famous
catch-cry of active noise control researchers, "where does the encrgy go?" (Roebuck,
1990). To find an answer, acloserlook at the sound transmission problem is required.

Exhibit 1019

Page 69 of 92

trol noe

125
ns ofActive Noise Control

 

  

 
 
 
 

4ppticatlo

The energy transfer from the structural to the acoustic modes isSe
«aut impedance of the acoustic modesat the structural/acoustic inter ‘ace, :

wett nal to the acoustic modalpressureat this boundary.In exciting the acoustic
i eeeaf phase with the primary excitation, the control source causes a reduction

= vidal pressure at the interface, which in turn acts to decrease this input
ance. Thus, the amountof energy accepted by the acoustic modesisoe

a rther, by teciprocity, the impedance presented to the control sources bytie modeis similarly reduced. Thus mutual unloadingofthe primary and contro’
a rces is the impedance mechanism used in the global activecontrol of sound
peission using acoustic sources. When the source of noiseis inside the enclosuretran

d the enclosure responseis modal(that is, not highly damped), then goodinterioran

c
  

 

ise control can be obtained byplacing a control source such thatit can excite thei

ame modes at the same amplitude as the primary source’ The amountof control§

chieved whenthe soundfield is not too modally dense is illustrated in Figure 6.12 fora
ne and five control sources. Note that at frequencies above 300 Hzinthis example,0

yen five control sources become ineffective as the modal density and modal overlap€

become too high to enable effective contro] with just a few control sources. Thus,
100

without control

== = == with one control source

Relativeinteriorpotentialenergylevel(dB)
vee With five control sources
 2

< etmnteeee:::::

300
0 Frequency (Hz)

 
Figure 6.12 Typical noise reductions resulting froma single active
noise source in an enclosed space.

when many modesexist in the frequency bandto be controlled that the ——
diffuse or if the enclosed space is acoustically well damped (resulting ‘ ae
relatively small resonance peaks),it is not possible to globally control mn= ”
with even a large number of control sources unless they are locate wit in ioe a’
wavelength of the primary source. This latter conditionis similar to the con

  

a
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active noise controlin free space. Nevertheless,it is still possible to obt
of cancellation near the error sensors.

Noise levels transmitted into an enclosed space may also be controll
vibration sources driving the enclosure boundarystructure. However,this Ce
is notlikely to be effective if the interior noise levels are a result of noise te
into the enclosure through openings or holes in the enclosure boundary Vind
control sources achieve global sound control by altering the velocity distribuaes 2
the structure. This can have two different effects, corresponding to two differs
physical mechanisms. Thefirst of these, which is the most obvious,is to reduc
levels of vibration which cause the noise (Fuller and Jones, 1987). For a cout
enclosure, this does not necessarily mean reducingthe total structural vibration ;
rather reducing the vibration levels of the principal noise-producing (couple
structural modes. This effect, termed modal control, is most prevalent whed
response of the system is structure controlled, and is due to an increase in
structural input impedancethat these modespresent to the external sound pres
excitation field (Pan et al., 1990).

The second effect that vibration control sources can have upon the velocity
distribution of a structure, often predominantfor a cavity-controlled response, js is
alter the relative amplitudes and phasing of the structural modes (termed modal
rearrangement) (Pan et al., 1990; Snyder and Hansen, 1991a) without necessarily
reducing the overall structural vibration amplitude. This can have the effect of
reducing the total modal energy transfer into an individual acoustic mode from the set
of structural modes coupledto it, by reducing the coupling efficiency. 7

There is an interesting sideline arising fromm this dual-mechanism nature of

ain local 20n

 

vibration source active noise control. Initial research directed towards using vibration
control sources on aircraft, modelled the aircraft as plain cylinders. The modal
coupling characteristics of a plain cylinder are such that essentially, at low.
frequencies, each acoustic mode is driven by a single structural mode. It was found
that when using a limited number of contro] sources, sound attenuation by modal
control near the resonanceofeither the acoustic or structural modein a coupledpair.
was significant. However, off-resonance sound attenuation was poor. Often, modal
rearrangement will work off-resonance, but this was not a viable prospectin a plain
cylinder, as it requiredat least two structural modesto be coupledto a single acoustic
mode to work. The addition of a floor-like longitudinal partition into the model,
however, alters the modal coupling characteristics so as to “turn-on” the modal
rearrangement mechanism, improving off-resonance performance. (Snyder and
Hansen, 1991a). This phenomenonis very unusual, where adding complexity to the
model improvesthe result!

Because of the differing physical mechanisms involved, it can be shownthat
acoustic control sources are more effective when the coupled system response 18
dominated by one or more acoustic modes while vibration control sources are often
more effective when the coupled system response is dominated by one or more
structural modes.

Thereis no direct analytical method forthe design ofthe physical part of an active
sound transmission control system. There are, however, several concepts that are
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he error sensor locations (Pan etal., 1990a-d, Nelson et al., 1987a, Snyder and
Hansen, 1991b, 1994a,b). The process can be implemented in a genetic search
algorithm to find the optimumlocations of the control sources, For the case of
‘minimisationofthe acoustic potential energy, the corresponding optimum error sensor
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nly employed whenanalytically assessing the maximum performanceof such
tem. AS for the sound radiation case consideredin the previous section, the active

ontrol system mustbe able both to excite the modes(structural and/or acoustic)
by the primary noise source (controllability), and also measure the response

e modes (observability). Ideally, this would lead to the use of one control

saurce and error sensor per mode (Meirovitch et al., 1983), an ideal not practically
vpalisable.It is more desirable to design active control systems using a relatively few,
ydiciously placed, transducers. For a simple structure, such as a rectangular

Josure, "good"acoustic control source and error sensor placementpositionsin the
mers (where the acoustic modes have antinodes) are obvious. For more complex

 

Geuctures, such as anaircraft fuselage, the optimum arrangementis notso clear, and
“will depend upon whetherthe objective is to minimise the acoustic potential energy
of the entire enclosure orto minimise the soundpressure level at a fixed numberof

within the enclosure. ;
feasible to use numerical modelling (finite element analysis or boundary

 
It is

‘element analysis) to express the acoustic potential energy or the sound pressures at the
fixed numberoferrorsensors as a function of the control source volume velocities or
forces. The problem can then be solved to find the optimum control forces and

ximum possible reduction in acoustic potential energy or sound pressure level at

locations (which should be no more in numberthan the control sources) can be found
‘by expressing the problem as one of linear regression and using commercially
available software for solution (Snyder and Hansen, 1991c).

Note that an optimum physical system to control sound transmission into an
enclosure would probably include both acoustic and vibration control sources as well
as acoustic and vibration error sensors. In addition; each error sensor could have a
weighting applied to it, depending upon its importance. Thus error microphones
located near people may be considered more important then those located further
away. Also, vibration levels sensed on the enclosure boundary structure may be given
alower weighting than the interior noise sensors.It is also possible to include control
source effort (Snyder and Hansen, 1994a) in the controller algorithm so that no control
source is over driven.It is likely that distributed vibration sensors attached to the
enclosure boundary structure may be located and shaped so that minimisation of their
output will minimise the acoustic potential energy in the enclosure.

Practical applications of active control of noise transmitted into enclosures are
discussed in the following sections.

 

 
 

6.2.5.1 Global Reduction ofLow Frequency Tonal Noise in Propeller Aircraft

Anumberofprototype systemshave achieved global noise reductions of up to 15 dB
a the propeller blade passing frequency (and lesser reductions at frequencies
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corresponding to harmoni : .up to . 100 ee and ecnmeddenkces) In aircraft ranging 5 Reduction of Low Frequency Sound Transmission Through Double Panel
about 6 dB(A)is currently in service in a SAAB 340 eaeoeTeductig
sia= at the propeller blade pass frequency have bead! a 7 ntafairohiaceA (Lord Corporation Website 1998) usingeight loudeseaia| E ioluses a multi-channelcorcially available system for a SAAB2000 propeller. and Moser,
sienificant noise Wee of 27 loudspeakers and 72 microphones a " reraft fuselagesfhoauenenA ion of the first four harmonics ofthe Propellerb] ‘ a. (Fuller 1997, 1998).requency. Anothercommercialsystem,installed on the deHavilland ade p trim ,
aircraft, relies on actuators attached to the fuselage and does not- Dash8 p;
at all. The system produces a noise reduction of 7 dB(A) in inte: S® any loudsp,
a— in the fuselage vibration levels. tior noise as weuller et al. sand qtransmission into ihe fuselagea CessneGuin : ‘s possible to reduce y feis necessary in some cases to vibration isolate mechanical equipment from supportfoam skin attachedto the interior fuselage surface n by using an actively contra actures to prevent the transmission of vibratory energy to these structures and the. subsequent noise radiation. As periodic vibratory energy is the mostcommonproblem,

ihe following discussion will be restricted to it. Custom active vibration isolation
ystems have been developed for some special problems and these usually involve a
jnulti-channel feedforward control system driving control actuators that are placed in
arallel orin series with an existing passiveisolator. Control actuators may be piezo-

ive rods, electrodynamic shakers, hydraulic shakers or

| systems have been demonstrated for reducing low frequency noise
(in the range 80 to 200 Hz) through double panel walls (Panetal., 1998;

1999; and Pauroballyetal., 1999), Similar workhasalso been done
by placing vibration actuators between the outer skin and the

 
 

 
 

 
 
 

 
 

 
 

 
 
 
 
 

 

42.6 Active VibrationIsolation

6.2.5.2 Reduction of Interior Noise i i‘0 i ;

Equipment ise in Diesel Engine-Driven, Mobile Mining
electric stacks, magnetostrict
electromagnetic drivers (as in loudspeakerg).

Althoughthe generalprinciplesofactive vibration isolation are similar to those
discussed in the previous sections for active noise control, there are some added
complexities. For example, equipment support systems usually exert moments and
horizontal forces as well as vertical forces on the support structure and these generate
Jongitudinal and shear waves as well as bending waves. Although bending waves are
responsible for any appreciable sound radiation, longitudinal and shear wave energy
can be transformed to bending wavesatstructural discontinuities. Thusit is important
that the transmissionofall wave types through the isolator into the support structure
are controlled. For this reasonit is necessary for an active isolation system containing
multiple actuators to be controlled by a multi channel controller and not by individual
single channel controllers for each actuator. This allows the actuators to be adjusted
together to minimise some cost function which may bethe total vibratory power flow
through the isolators to the supporting structure or the mean square vibratory energy
ata numberoflocations on the support structure or even the radiated sound measured
‘ala numberoferror microphonelocations. Applications of active vibration isolation
for noise control are discussed in the following sections.

E i:
—— evels of low frequency noise in this type of equipment can lead to driverpapet a skytoes dampednature of this space meansthat global ae anoying low frequency engine noise is : ; ivecon t feasible. Prelimi 5indicate that the use of ener. i ing i a -yOfachiev? talgy density sensing is an excellent w ievi ou: ofe ensi ay of achievi 7iesas reductionin the vicinity of the occupants’ heads.It is even osetia_vee one of control away from the error sensor so that it surroundsaonions i (Kestell, et al., 2000). This allows loudspeakers and sensors to be

taunt where yey will not be noticed by the occupant. Use of more than onend control source can increase the si i i
Suton he size of the zone of noise reduction quite

6.2.5.3 Local Reduction ofBroadband Noise in Large Aircraft

aacce exist which consist of a loudspeaker and microphonesetinto
7Ee ae eadrest, A single channel control system is used for each headrest and ”
: reductions of 10 - 15 dB in the frequency range 100 to 400 Hz have bemonstrated (Carme and Valentin, 1997). a

6.2.6.1 Reduction of Engine Noise Transmitted Into Passenger Cars in the Low to
6.2.5. ;

4 Global Reduction ofLow Frequency Road Noise in Cars Mid-Frequency Range

_ Because the engine noise is periodic, the reference sensor used in this case is a
tachometer on the camshaft. Reductions of 10 to 15 dB(A) have been achieved over
range of engine speeds. Manufacturers are now investigating the possible use of

Between 5 and 7 dBofnoi i iaaron se reduction has been achieved up toa frequency of 150 Hz
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active engine mountsso thatlighter cars can becomea reality with no od. [f the room werelightly damped, control of some low frequency resonances
increase in engine noise levels heard in the passenger compartment. |ges be possible, provided one control source was used for each resonance.

oan most building spaces are not lightly damped andalso have a high modal
r (and thus high modaloverlap)in the audio frequencyrange. Thusitis unlikely
significant global noise reductions would be achieved, even with a large number
gontrol Sources.

Corresp

6.2.6.2 Reduction ofNoise Generated by Naval Ships

Active vibration isolation is also being tried out on Naval ships in a nae
countries to reduce both interior noise and radiated noise. One example was”
ee . 443 Reduction of Traffic or Aircraft Flyover Noise Transmitted into a Building

this noise may be considered random andis generally transmitted into the building
of a multitude ofdifferent paths, its control is impractical for the reasons-6.3 EXAMPLES OF APPLICATIONS WHICH ARE IMPRACTICAL way

$a ted above.

6.3.1 Global Reduction of Broadband or High Frequency Tonal Noisein
Aircraft 4 Global Reduction of Tonal or Periodic Noise in a Large Space Such as a

aThat Contains Many Noise Sources
This is currently not possible using standard loudspeaker / microphonesystems aan
a feedforward controller because in the case of broadbandnoise,a suitable refer
signal is not available and for the case of high frequency tonal noise, the soundfie
is too complex to be cancelled with a reasonable number(and acceptable locatj
of control sources and error sensors. However, several researchers are working
various alternative solutions. Fuller et al. (1998) have investigated the possibili
using active skin attachedto the fuselage interior to “unload”the fuselage and redu
its ability to couple acoustically with the interior space. They have demonstratedth:
this treatment can work for low-frequency-propeller tonal noise, but it has notyet been.
demonstrated for global control of high frequency tonal noise or random noise.

Itis possible to achieve local areas of cancellation of low frequency random noise
(below 350Hz)in the vicinity ofseat headrests by using an independentsingle channel
feedback control system in each headrest. It may also be possiblein the future to use [
individual feedback systems driving actuators fixed to the fuselage to control low
frequency broadband boundary layer noise in aircraft (Thomas and Nelson, 1995). Of
course the control of low frequencytonal noise is quite feasible as stated previously,—l

jna large space in the audio frequencyrange,the acoustic resonance frequencies are
"<oclose togetherthat the difference between the peaks and troughs is very small, thus
P ysically limiting the effect of active contrql, even at room resonance frequencies,
to an insignificant ammount, regardless of the capability of the controller, unlessit is
nossible to use a sufficient numberofcontrol sources‘near each primary sourcesothat

“all primary sources are acoustically "unloaded". Note that it is possible to achieve
“ones of silence”of up to one tenth of a wavelength in size around pressure sensors
and up to one half a wavelength in size around energy sensors whenthese are used as
‘ertor sensors in periodic soundfields.

63.5 Global Reduction of Broadband Noise in a Large Factory

‘The lack ofavailability of a causal reference signal and the complexity of the sound
‘fieldgenerally makes this application impossible for feedforward control and the lack
ofcorrelation together with the high degree of complexity in most random industrial

1 noise fields makes the application impractical for feedback control.
6.3.2 Global Reduction of Broadband or Transient Noise Transmitted into a
Building Space

6.3.6 Reduction of Broadband Noise Outdoors
If the transmission paths into the building were restricted to small areas such as
windows, then it may be feasible to use active noise controt sources in the cavity of —
a double glazed construction to further reduce low frequency noise transmission,—
especially at frequencies corresponding to the window cavity resonances. Howevel,
it is unlikely that control over a wide frequency range would be possible (Baoet al.
1996). In the more general case where there are multiple transmission paths into the —
building, the control sources would need to be inside the space where control was

This form ofactive controlis physically impractical because of the complexity of the
sound field involved andthelack oftime for the controller to adapt the control source
‘output to provide the required cancellingfield. For a feedforward controlsystem,the
teference signal would have to be available early enoughforthe controller to produce
an appropriate cancelling signal at the control source. However, to obtain a 10 dB
Noise reduction, the control and primary sources must be separated by no more than
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1/10 of a wavelength. If it is assumed that the reference signal com
microphone directly in front of the primary source, then to satisfy the yA
wavelength minimum separation between the primary and control sources g "A
would be limited to a frequency range below a few tens of Hz. Thus, for i
purposes, feasible control of outdoornoise is limited to periodic noise aun
radiated byelectrical transformers, motors, commercial garden vacuums Or an *
equipmentwith rotating parts generating periodic noise. A feedback system aa
used to achieve noise reductionsat a particular location if the random noise aa 3
highly correlated for time delays corresponding to the processing delay ore
controller.

6.3.7 Reduction of Transient Noise Outdoors

In addition to the complexities associated with the control of broadband noise
outdoors, the control of transient noise suffers from too short a time for the conan
to adaptto the incoming sound field. This latter problem could be somewhat alleviated
if the transient events were repetitive (such as a punch press) and a reference signal
were available or could be generated artificially based on the previous event and
triggered by a sensorthat detected the imminent occurrence of the event (such as the
initiation of the press movementin the case of a punchpress). A sufficient number of ,
control sources would also have to be placed aroundthe noise source to be controlled:
so that the latter source was acoustically unloaded. '

Control at a single point would also be possible for the punch press case
described above using a single control source and error sensor.
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APPENDIX A

A LITTLE MATHS

Ad INTRODUCTION

‘The brief overview of mathematicsin this appendix is intended to provide background
material to help in the understanding of the vector and matrix maths used in the main
part of the book.

A.2, VECTORS

In the sense used in this book, vectors represent a string of discrete numbers(for
example, the string of controlfilter weights). A vector is written in bold type and a
vector x is definedas:

x=|- ; (A.1)

The transpose of the vectoris defined as:

xT = [x, x ~~ x,] (A.2)

The Hermitian transpose is the complex conjugateof the transpose and is used when
one or more elements in the vector are complex numbers. It is defined as:

xH = (x, Xp a X, ] (A.3)
where the asterisk denotes the complex conjugate. Thus the squared magnitude ofa
complex vector is obtained by multiplyingit by its Hermitian transpose, which is why
you see x.x" in many equations.

A.3 MATRICES

A matrix may be considered as a grouping of a number of vectors of with the same
numberof elements. A square matrix is one for which the numberof vectors is equal
to the number of elements in each vector. Thus a matrix can be used to represent a
system of equations in a numberof unknowns. For a square matrix representation, the
numberof equations is equal to the numberof unknown variables. A matrix may be
written as:

 
  

OM
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ontrol source strengths so found canthen be used to evaluate the cost functiona, 4. 7 4

noe " ically the sum of the squared sound pressure at each error sensor). When the
A& By 492Ang mber of control sourcesand error sensorsare identical,it is possible to find control

Js that will produce zero sound pressure at each error sensorfor each frequency
sidered. However, when the number of error sensors exceeds the number of

Bp Ame Ging ,trol sources, the optimalsolutionis calculated using the pseudo-inverse ofamatrix
giscussed in the previous section with the usual result of non-zero sound pressureThe Hermitian transpose of this matrix is:

, all of the error sensors. Note that an adaptive controller will not necessarily arrive
ay ay os any ‘4 he same solutions as they are not unique. One wayof forcing a controller to a

e solution is to use effort weighting (leakage) to include minimising the control
7 ay ayy Any rce output in the system of equations.

A‘ = Once the optimal control source outputs have been calculated, the sound pressure
any location in the sound field can be calculated, thus allowing the evaluation of

ay, Ag ~~ a, tities such as total radiated sound powerandtotalinterior potential energy for an
Josure.
Let the sound pressure at ¢ error sensors be given by:A unit matrix is defined as one for whichall elements on the diagonalare equal t T

Pp = [Ppy Poa ™Pye] (A9)Anotherimportant quantity is the matrix inverse, A' defined as A A! =T, A)
matrix equation is written as:

tthe same e¢ locations, the sound pressure due to one control sourceis then:Ax =y T

Ps = [Psp Ps Pre | (A.10)
where A is a matrix and x and y are vectors. If the elements ofthe vector, re
unknown(x, x2 ¥;.... x,) and the quantities in the matrix, A, and vector,y, are eal9)
complex numbers,the solution of this system of equationsis the vector, x, give

L ‘
Ifthere are c control sources, then the vector of control source strengths may be
written as: T

x=Aly 9, = [41 42" Ge] (A.11)

Wénow define the acoustic transfer impedance, Z,as the matrix of transfer functions
létween all control sources and all error sensors.

Zp 22 0" ye

The quantity, A”, is called the inverse of matrix, A, and meansforits calculati
discussedin detail in books of applied mathematics. If the numberof equatio
equal to the numberof unknownsin the vector,x, (that is, the matrix, A,is sq
then there is a unique solution for every elementin the vector, x. However,if
are more equationsthanthere are elements in.x, the matrix, A,will no longer be squ
and there will be no unique solutions for the elements ofx. However, a pseudo-inve
ofA can still be found and thus solutions for the elements ofx can be found bas

a least squares fit. The solution for x is then:

x = (ATA)IATy

The quantity, (A7A)"is symmetric, so its inverse can be foundin the usual way
quantity, (ATA)'A™,is referred to as the generalised or pseudo-inverse. The r
properties just discussed will be useful in the discussion of quadratic optimisatl
follow.

z z. uae Zz

Zaft a

fey 22 ec

Ii elements of the transfer impedance matrixin the above equation are measured by
ducing a signal into each control source in turn and measuring the response at

th error sensor with the primary source turned off. Thus,
 

P, = 24, (A.13)

total sound pressureat the error sensorlocations may be Tepresented as:
= Z

A.4 QUADRATIC OPTIMISATION Py~Py * 44, (A.14)

Quadratic optimisation is the process wherebythe optimum control source ste! *0st function, J, to be minimised is:
are determinedforthe minimisation ofthe noise at a numberoferror sensor locatl
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Jy = » IPI? = p,'p, = (p, + Zq,)"(p, + Zq,)
Expanding Equation (A.15) gives:

_ pH H H
J, = Pp Pp *Pp 29, +9, £4p, +9,Z4Zq,

which can be represented in quadratic form as:

J, = q,'Aq, + q.'b +bHg +c
The optimal set of control sources that will minimise J, are:

q,opt) = -A'b = (Z4Z)'Z¥p,
and the optimal valueof the cost functionis:

 

J =c-b4A47b = (py) -(y® Hy\-177 H,ne b=QP) -(p, Z(Z"Z) (Zp, ) (A.19)
The cost function noise reductionin dB is then: 7

H
P,P

NR = 20log,.|—4 (4.20)o

In an experimentalsituation,all of the elementsin the transfer function matrix Zz
be measured for each frequencyofinterest using the transfer measurement o tio rail
a spectrum analyser. The primary noise at the error sensors can also be measure”
providep,. These measurements can then be used with Equation (A.19) to deter
the minimum achievablevalueof the cost function for an ideal controller. To simulate
realistic controller conditions, it is possible to add errors to the transfer function
estimates when the optimum control source values are being calculated and use the
actual transfer function estimates for calculating the cost function.

It is possible to use optimalset of control sourcesto calculate the sound pressure
at locations other than the error sensors, so that the effectiveness of the control
strategy on global quantities such as sound powerorinterior potential energy can be
determined.
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APPENDIX B

ADDITIONAL INFORMATION

4,1 CURRENT RESEARCH

A numberof papers covering recent research may be found in the proceedings of
active ‘97 (Budapest, Hungary, 1997), Active ‘99 (Ft Lauderdale, USA, 1999), the
«[nternational Congress on Sound andVibration, (Adelaide, South Australia, 1997),
the 6!" International Congress on Sound and Vibration (Copenhagen, Denmark, 1999)
the 7 International Congress on Sound and Vibration (Garmisch, Germany, 2000)
gnd Internoise 2000 (Nice, France). Future congresses in the sameseries as the two
above (annually for the congresses of the International Institute of Acoustics and
vibration and the Institute of Noise Control Engineering series and every two years
for the “Active”series) are likely to continue to have a significant numberof papers
on active noise control.

8.2 USEFUL WEB-SITES FOR MORE INFORMATION

B.2.1 General information

1. http://users.erols.com/ruckman/ancfaq/ancfaq1.htm
Contains detailed information on the fundamental principles underlying active
noise control and a list of educational institutions where it is taught. Also
contains information about companies with commercial active noise control
products.

2. http://www.Non.com/news.answers/active-noise-control-faq-_html
Early version ofthe site in 5 above. Someofthe internet addresses provided for
suppliers of hardware are outof date.

3. http://www.mecheng.adelaide.edu.au/anvc/home.shtml
Contains details of current research and links to many other relevantsites.

4. http://www.iiav.org
International Institute of Acoustics and Vibration. Contains information on
conferences and how to obtain the proceedings mentioned above.

5. http://users.aol.com/inceusa/ince.html
Institute ofNoise Control Engineering, Contains information on conferences and
howto obtain the proceedings mentioned above.
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6. htip://www.ecgcorp.com/velav

Generalinformation on acoustics and vibration with a section devoted to active
noise control.

B.2.2 Commercial Products and Demonstrations

1. http:/Avww.causal.on.net

Contains detailed manuals on active control and commercially available active
noise contro] systems.

2. http://www.lordcorp.com/nvx/NVX_Home.html
Containsflight test data for active noise control systems in aircraft.

3. hitp://vww.arborsci-.com/sound.htm
Contains details of an educational kit for demonstrating active noise control,

4. http://www.Mailbag.com/users/dgsnx_mr/MAIN1.htm
Expensive controller product descriptions.

5. http:/Avww.elliottaviation.com//smshom.html
Contains flight test data for active noise control in some mid-size aircraft.

6. http://www.nct-active.com/
Contains details of headset products and communications noise cancellers.

7. http://www.technofirst.com/tfus.htm
Contains details of duct silencer and headset products

8. http://www.signalsystemscorp.com/smanc.html
Contains details of multi-channel controller products.

B.2.3 Research Organisations and Universities

9. http://leoleo.mme.tcd.ie/Groups/SAV/asanca.html
Information on aircraft noise control.

10. http://www.mecheng.adelaide.edu.au/anve/home.shtml
Contains details of current research and links to a multitude of other relevant
sites.

11. http://www.val.me.vtedu/
Contains details of current research, links to relevant sites and an active noise
control demonstrator.
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Here is a concise introduction to the fundamentals and applications of active
control of sound far the non-expert.It is also a useful quick reference for the
specialist engineer. The emphasis throughoutis on the practical applications of
technology, therefore complex control algorithms and structures are only
discussed to the extent that they aid understanding.This is a self-contained text
for those seeking an overviewof the key issues — fundamentals, control systems,
transducers, applications — but it also provides extensive recommendationsfor
continued reading in the subject andis a starting point for further work.

Colin H. Hansen is Professor and Head of the Department of Mechanical
Engineering at Adelaide University, Australia
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