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Abstract. A sub-band multisensor structure using intermittent adaption is proposed for speech enhancement. The 
convergence of the proposed method is compared with conventional LMS and frequency domain LMS and a dramatic 
increase in convergence rate is shown using both simulated and real data. Preliminary investigation of sub-band filter order 
is also reported. 

Zusammenfassung. In diesem Artikel schlagen wir eine Mehrbandstruktur mit mehreren Gebern vor, die einen Mechanis- 
mus der intermittierenden Anpassung benutzt. Die Konvergenz dieser Methode wird mit der der Methode der geminderten 
Potenzen verglichen, die im zeitlichen und wiederholenden Bereich angewandt wird. Unsere neue Methode gew~ihrleistet 
auch eine wesentliche Verbesserung der Konvergenz fdr simulierte und reelle Daten. Vorergebnisse iJber die Beeinflussung 
in der Reihenfolge der Filter in jedem Band sind ebenfalls dargestellt. 

R6sum6. Dans cet article nous proposons une structure multibande a plusieurs capteurs qui utilise un m6canisme 
d'adaptation intermittente. La convergence de cette m&hode est compar6e avec celle de la m&hode des moindres carr6s 
appliqu6e dans le domaine temporel et fr6quentiel. Notre nouvelle m6thode permet d'obtenir une am61ioration tr~s 
importante de la convergence pour des donn6es simul6es et r6elles. Des r6sultats pr61iminaires concernant l'influence de 
l'ordre des filtres dans chaque bande sont aussi pr6sent6s. 
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I. Introduct ion 

T h e  e n h a n c e m e n t  of  speech  d e g r a d e d  by back-  
g round  noise  by which we will m e a n  an increase  
in s igna l - to -noise  ra t io  (SNR) ,  may  be  r equ i r ed  to 
improve  intel l igibi l i ty  for  e i the r  h u m a n  or  ma-  
chine  recogni t ion .  C o m p a r e d  with humans ,  mod-  
ern  speech  recogn i t ion  e q u i p m e n t  p e r f o r m a n c e  
d e g r a d e s  m a r k e d l y  in the  p r e s e n c e  of  b a c k g r o u n d  
noise.  In  a r ecen t  expe r imen t  (Dab i s  and  Wre nc h ,  
1991), the  p h o n e m e  recogn i t ion  ra te  fell  f rom 92 
to 71% cor rec t  u n d e r  noise  levels typical  of  a 
no rma l  office env i ronmen t  ( S N R  = 12 dB) in 
which h u m a n  l i s teners  would  func t ion  wi thou t  
p rob lems .  

Some r e s e a r c h e r s  have looked  to the  h u m a n  
hea r ing  system as a source  of  eng inee r ing  mode l s  
to a p p r o a c h  the  e n h a n c e m e n t  p rob l em,  f rom 

Ghi t za  (1988) mode l l ing  the  cochlea  to recen t  
work  by Cheng  and  O ' S h a u g h n e s s y  (1991) utilis- 
ing a m o d e l  of  the  la te ra l  inhibi t ion  effect.  A 
recur r ing  f ea tu re  in this body  of  work  is the  
accep t ed  m o d e l  of  the  cochlea  as a spec t rum 
analyser .  

Single channe l  e n h a n c e m e n t  s t ra teg ies  gener -  
ally suffer  when  the  noise spec t rum over laps  that  
of  the  speech.  H u m a n s  can funct ion well  in such 
c i rcumstances ,  as shown by the  "cockta i l  pa r ty "  
effect ,  which can be  par t ly  a t t r i bu ted  to mult i -  
sensor  usage  since p e r f o r m a n c e  deg rades  with 
sensory pa th  damage .  The  exis tence of  the  "b in -  
aura l  unma sk ing"  effect  (Evans,  1982) suppor t s  
the  use of  mul t ip le  sensors  for  noise  r educ t ion  as 
well as spat ia l  local isa t ion,  a p p e a r i n g  funct ional ly  
equiva len t  to W i d r o w ' s  classic noise  cancel l ing  
(Widrow and Stearns ,  1985). F u r t h e r  compl ica t -  
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ing the enhancement  problem is the non- 
stationarity of many everyday noise sources and 
the effects of room acoustics. Humans may in- 
voke short term adaption strategies perhaps re- 
lated to the effect reported by Summerfield et al. 
(1984), to compensate for these. 

The work reported here proposes a sub-band 
multi-sensor structure for speech enhancement  
which incorporates an intermittent adaptive pro- 
cess. 

I SI3eech/ [ nSise only[ 
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Fig. 2. Proposed 2-mic. processing scheme. 

2. Proposed scheme 

Two or more relatively closely spaced micro- 
phones may be used (Van Compernolle and Van 
Diest, 1989; Dabis et al., 1990; Campbell et al., 
1992) to identify a differential acoustic path 
transfer function during a noise only period in 
intermittent speech. The locations of the two 
microphones and the noise source within a room 
will produce two acoustic transfer functions H~ 
and H 2 (see Figure 1), a function of which can be 
identified using an adaptive algorithm. This func- 
tion may then be used during the speech period 
(assuming short term constancy) to process the 
noisy speech signal. The extension of this work 
applies the method within a set of sub-bands 
provided by a filterbank as in Figure 2. 

The speech/noise  only detector is assumed 
available (e.g. (Tucker, 1992)) and although not a 
trivial problem will not be considered further 
here. In the following work noise only sections 
were manually identified. 

The filter bank could be obtained by various 
orthogonal transforms or by a parallel filter bank 
approach. While the latter has considerable ad- 
vantage in practical implementation a readily 
available Fast Hartley Transform (Bracewell, 

[]•••i riPmary 

R + 
N reference( - I  E 

Fig. 1. Signal process configuration, after Dabis et al. (1990). 

1984) was used here. For these initial trials con- 
stant bandwidth band-pass filters were used. 

The sub-band processing (SBP) could be ac- 
complished in a number of ways. For example, 
(i) Examine the noise power and if below some 

threshold set the processing transfer function 
to unity. 

(ii) If the noise power is significant and the 
noise is significantly correlated between the 
two channels, then perform adaptive noise 
cancelling. 

(iii) If the noise power is significant but not highly 
correlated between the two channels, then 
use the adaptive cancelling approach of 
Zelinski (1990). This latter option has been 
included since we have found the noise to 
exhibit different levels of correlation be- 
tween the two channels in different fre- 
quency bands. 

We are presently examining the last two op- 
tions and implementing the processing using the 
Least Mean Square (LMS) algorithm (Widrow 
and Stearns, 1985) to perform the adaption. This 
processing is based on the model of Fig. 1, where 
it is assumed for simplicity that the speaker is 
close enough to the microphones that room 
acoustic effects on the speech are insignificant 
and that the noise signal at the microphones may 
be represented as a point source modified by two 
different acoustic path transfer functions H~ and 
H 2 • 

Referring to Fig. 1 N, S, P, R represent the 
z-transforms of the noise signal, speech signal, 
primary signal and reference signal, respectively. 
Thus at the primary 

P = S + H 1 N ,  (2.1) 
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and at the reference 

R = S + H2N; (2.2) 

therefore 

E = ( 1  - H3)S + (H ,  - H3H2)N. ( 2 . 3 )  

The noise cancelling problem is to find H 3 such 
that the variance Je of the error is minimised, 

1 
Je : -~wj ~ l z l_ lEE*z- I  dz ,  (2.4) 

and during a noise only period S = 0, defining 
the noise spectral density O,,, then 

1 
Je = ~ - ~ j ~ I z I = I ( H I - H 3 H 2 )  

× O , , ( H ,  - H 3 H z ) * Z - '  dz ,  (2.5) 

which is minimised in the least squares sense 
when 

H 3 = HIH21 , (2.6) 

which is a transfer function that minimises the 
noise appearing in E. 

Now using H 3 as a fixed processing filter when 
speech and noise are present ideally yields 

E = (1 - H 3 ) S ,  (2.7) 

which is a noise reduced, filtered version of the 
speech signal. 

3. Implementation of proposed scheme 

down-sampling factor L (Hatty, 1990), (iii) the 
length of the echo signal within the correspond- 
ing band (Gilloire, 1987). We use the estimate 
given by (i), however, early indications show that 
it is more likely that different sub-bands may 
require different order filters. 

Once the adaption process is stopped, the 
sub-band adaptive filters ( H r . . .  Hf~) are fixed 
and the filtering process takes place during the 
speech plus noise period. 

Preliminary results using the other possible 
sub-band processing are encouraging but require 
further investigation. 

4. Results 

4.1. Introduction 

The performance of the proposed method de- 
fined as multi-band LMS (MBLMS) was com- 
pared with the established methods of frequency 
domain LMS (FDLMS) (Widrow and Stearns, 
1985; Lee and Un, 1986) and conventional time 
domain LMS (CLMS) (Widrow and Stearns, 1985) 
by examining the convergence of their mean 
square errors (mse), see Figures 3-5, respectively. 
The effect on mse of varying sub-band filter length 
within each frequency band will also be shown. 
Results presented are firstly those obtained using 
simulated room data followed by those obtained 
using data recorded in a real environment. The 
noise source for the initial test was chosen to be 

Bandpass filtering was performed using a Fast 
Hartley Transform producing a set of signals in 
M contiguous frequency bands allowing indepen- 
dent sub-band processing to be applied. 

The results presented here use Widrows LMS 
algorithm in all sub-bands. The convergence con- 
stant ~ of the LMS algorithm was calculated for 
each individual band dependent on the variance 
of the signal within each band (Narayan and 
Peterson, 1981). Some researchers estimate sub- 
band filter order as either (i) the length of the 
conventional LMS filter divided by the number of 
bands (Somayazulu et al., 1989), (ii) the length of 
the conventional LMS filter divided by the 

Pr imar  
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i: : ! ! 
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Fig. 3. Multiband LMS (MBLMS). 
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Primary 

N-point Discrete Hartley Transform 
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Fig. 4. Frequency domain LMS (FDLMS). 

white noise as a simple method of injecting some 
noise power into each band. 

4.2. Simulated room results 

Test data was synthesized as shown in Figure 
6. 

The impulse responses between the noise 
source and the two microphones were calculated 
by a program which simulates room acoustics 
using room dimensions, reflection coefficients and 
source/ receiver  locations as parameters. Realis- 
tic responses would be of length > 1024 at a 10 
kHz sampling rate but for testing purposes a 
length of 256 was selected. Two synthetic micro- 
phone signals were then generated by convolving 
a white noise sequence with each of the simu- 
lated impulse responses to yield the primary and 
reference signals. These were then used as the 
inputs to the three adaptive noise cancelling pro- 
cesses to be compared. 

Primary 

Reference   rrir 
Fig. 5. Conventional LMS (CLMS). 

SourceiNOise ~ Primary 

. ~ l t e r  order 256 

~ ~  , Reference 

Fig. 6. Production of synthetic test data. 

The established CLMS and FDLMS methods 
use a single error signal in the weight update 
vector. The MBLMS method minimises the error 
signal in each frequency band. For comparison 
purposes the mse was evaluated from a single 
total error output from each configuration. The 
summed error signal for the multiband approach 
was used to calculate the mse since the individual 
band-limited error signals are effectively orthogo- 
nal. This was verified by evaluating cross-product 
terms. 

An adaptive filter length of 256 was set for 
CLMS to identify. In an attempt to equalise 
computa t ional  requi rements  the mult iband 
method used a filter length of 256 /M in each 
band (M is the number of sub-bands). 

The mse convergence of all three methods is 
shown in Figure 7. When the number of fie- 
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Fig. 7. MBLMS versus FDLMS versus CLMS for simulated 

room. 
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quency bands M =  1, the multiband method is 
obviously identical to CLMS. As M is increased 
(and adaptive filter length correspondingly de- 
creased) the improvement in convergence speed 
is dramatic. FDLMS can have faster convergence 
than CLMS if the reference input is coloured 
noise. This allows for the pre-whitening effect of 
FDLMS (Narayan and Peterson, 1981) to in- 
crease convergence speed. However, for our test 
data the reference input is already a white noise 
signal, hence FDLMS and CLMS have similar 
convergence performance. 

4.3. Real room results 

The experimental set-up for recording real data 
was as shown in Figure 8. 

Two microphones were placed centrally within 
a reverberant room spaced approximately 40 cm 
apart and 1 m distant from a loudspeaker driven 
by a white noise generator. The room dimensions 
were 6 × 5 x 4 m containing the computer system 
as well as desks, cabinets, etc. The signal from 
the microphones were passed through pre-ampli- 
tiers and anti-aliasing filters with a cut-off fre- 
quency of 4 kHz and digitised at a sampling rate 
of 10 kHz. A filter length of 256 was assumed as 
an estimate of the room impulse response. The 
mse convergence performance of all three meth- 
ods is shown in Figure 9. Also shown on the 
graph is the adverse effect on the performance of 

Pre-amp.  Anti-alias.  filter 

\ \ 
\ \ \  

\ 

Loudspeaker -- uter 

li  
White noise mic 1 mic 2 
generator 

Desk 
- - 1  Desk 

Desk 

Room dimensions: (6x5x4)m 

Fig. 8. Set-up for recording real data. 
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F i g .  9.  M B L M S  v e r s u s  F D L M S  v e r s u s  C L M S  f o r  r e a l  r o o m .  

FDLMS of a delay between the signals received 
by the microphones. This delay has only a slight 
effect on CLMS and was evaluated using cross- 
correlation to be 12 samples at a sampling rate of 
10 kHz. Compensating this delay moves the per- 
formance of FDLMS closer to that of CLMS in 
agreement with results presented by Reed and 
Feintuch (1981). All multiband results are with 
the delay present. 

4.4. Effects of varying filter order within sub-bands 

Varying the filter order used within each sub- 
band but keeping a fixed number of frequency 
bands reveals a trade-off between using low order 
filters and an increase in mse. 

The real recordings of Section 4.3 also yielded 
results for 8- and 16-frequency bands, while an 
adaptive filter order in each of the bands was 
varied from 0 to 128. To compare performance 
for successive filter orders the value of the mse at 
the 500th data point was plotted against filter 
order as shown in Fig. 10. The actual mse value 
obtained by using 256 /M as an estimate of filter 
length within each frequency band is indicated 
for both cases by the dashed line. The minimum 
mse value attained is indicated by the dotted line. 
For M = 8  the mse has reduced from 0.9 for 
order 32 to 0.75 for order 65. For M = 16 the mse 
has reduced from 0.73 for order 16 to 0.57 for 
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