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US 7,136,800 Bl
1

ALLOCATION OF PROCESSOR RESOURCES
IN AN EMULATED COMPUTING

ENVIRONMENT

TECHNICAL FIELD OF THE INVENTION

The present invention relates in general to the field of
computer system emulation and, more particularly, to a
method for allocating processor resources in an emulated
computing environment.

BACKGROUND OF THE INVENTION

Computers include general purpose central processing
units (CPUs) that are designed to execute a specific set of
system instructions. A group of processors that have similar
architecture or design specifications may be considered to be
members of the same processor family. Examples of current
processor families include the Motorola 680X0 processor
family, manufactured by Motorola, Inc. of Phoenix, Ariz.;
the Intel 80X86 processor family, manufactured by Intel
Corporation of Sunnyvale, Calif.; and the PowerPC proces-
sor family, which is manufactured by Motorola, Inc. and
used in computers manufactured by Apple Computer,Inc. of
Cupertino, Calif. Although a group of processors may be in
the same family because of their similar architecture and
design considerations, processors may vary widely within a
family according to their clock speed and other performance
parameters.

Each family of microprocessors executes instructions that
are unique to the processor family. The collective set of
instructions that a processor or family of processors can
execute is known as the processor’s instruction set. As an
example, the instruction set used by the Intel 80X86 pro-
cessor family is incompatible with the instruction set used
by the PowerPC processor family. The Intel 80X86 instruc-
tion set is based on the Complex Instruction Set Computer
(CISC) format. The Motorola PowerPC instruction set is
based on the Reduced Instruction Set Computer (RISC)
format. CISC processors use a large numberofinstructions,
some of which can perform rather complicated functions,
but which require generally many clock cycles to execute.
RISC processors use a smaller numberof available instruc-
tions to perform a simpler set of functions that are executed
at a much higherrate.

The uniqueness of the processor family among computer
systems also typically results in incompatibility among the
other elements of hardware architecture of the computer
systems. A computer system manufactured with a processor
from the Intel 80X86 processor family will have a hardware
architecture that is different from the hardware architecture

of a computer system manufactured with a processor from
the PowerPCprocessor family. Because of the uniqueness of
the processor instruction set and a computer system’s hard-
ware architecture, application software programsare typi-
cally written to run on a particular computer system running
a particular operaling system.

A computer manufacturer will seek to maximize its mar-
ket share by having more rather than fewer applications run
on the microprocessor family associated with the computer
manufacturer’s product line. To expand the number of
operating systems and application programs that can run on
a computer system, a field of technology has developed in
which a given computer having one type of CPU,called a
host, will include an emulation program that allows the host
computer to emulate the instructions of an unrelated type of
CPU,called a guest. Thus, the host computer will execute an
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application that will cause one or more host instructions to
be called in response to a given guest instruction. Thus, the
host computer can both run software designed for its own
hardware architecture and software written for computers
having an unrelated hardware architecture. As a more spe-
cific example, a computer system manufactured by Apple
Computer, for example, may run operating systems and
programs written for PC-based computer systems. It may
also be possible to use an emulation program to operate
concurrently on a single CPU multiple incompatible oper-
ating systems. In this arrangement, although each operating
system is incompatible with the other, an emulation program
can host one of the two operating systems, allowing the
otherwise incompatible operating systems to run concur-
rently on the same computer system.

When a guest computer system is emulated on a host
computer system, the guest computer system is said to be a
virtual machine, as the guest computer system exists only as
a software representation of the operation of the hardware
architecture of the emulated guest computer system. The
terms emulator and virtual machine are sometimes used

interchangeably to denote the ability to mimic or emulate the
hardware architecture of an entire computer system. As an
example, the Virtual PC software created by Connectix
Corporation of San Mateo, Calif. emulates an entire com-
puter that includes an Intel 80X86 Pentium processor and
various motherboard components and cards. The operation
of these components is emulated in the virtual machine that
is being run on the host machine. An emulation program
executing on the operating system software and hardware
architecture of the host computer, such as a computer system
having a PowerPC processor, mimics the operation of the
entire guest computer system. The emulation program acts
as the interchange between the hardware architecture of the
host machine and the instructions transmitted by the soft-
ware running within the emulated environment. The emu-
lation program is sometimesreferred to as a virtual machine
monitor.

Multiple virtual machines can be established on a single
host machine. In this scenario, a host machine of a certain
processor family may host several virtual machines of the
same processor family. In this computing environment, each
virtual machine operates as its own stand-alone computer
system, allowing a userto install separate operating systems
or multiple instances of a single operating system on one or
more of the virtual machines. Because each virtual machine

is independent of all other virtual machines and the host
machine, software running within one virtual machine has
no effect on the operation of any other virtual machines or
the underlying host machine. An emulated computing envi-
ronment can therefore support a number of operating sys-
tems, including an array of related operating systems or
multiple, concurrent instances of the same operating system,
on a single host computer system.

In this emulated computing environment, a user may run
multiple virtualized computer systems on a single physical
computer system, eliminating the need for multiple hard-
ware systems to support multiple computer systems. As an
alternative to purchasing and configuring an additional
physical computer system, an additional virtual machine
maybe established on an existing computer system. Run-
ning multiple, independent virtual machines on a single
physical host machine provides, among other benefits, the
ability to test software applications across multiple comput-
ing environments and support legacy software applications
or operating systems. Running multiple virtual machines on
a single host machinealso results in a cost savingsin that the
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